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Abstract

English version

Nowadays, the Internet of Things and Operational Technology worlds are evolving thanks
to the introduction in such environments of the IP protocol, which brings several benefits
but at the same time has the main drawback of increasing the attack surface. Since the
security of the devices belonging to those worlds is governed by security elements such
as firewalls, NATing devices and IPS, E-WASSI proposes the introduction in these en-
vironments of components called the Guardians communicating each other through the
use of a new-defined protocol called, precisely, WASSI with the goal of assessing and
protecting such devices. The Guardians will leverage existing solutions in the context of
network security and on top of that it will provide as a novelty functionalities to verify
that those devices are acting as supposed. The role played by WASSI is to define packets
sent or received by the components involved in a test campaign. This thesis focuses on
the development and implementation of some test cases that will allow the Guardians to
speak the WASSI protocol. The test cases are developed using TTCN-3, a technology
specifically designed for testing and verification with the support of Titan which provides
a compilation and execution environment.

Version française

De nos jours, les mondes des Internet of Things et des Operational Technology évolu-
ent grâce à l’introduction dans de tels environnements du protocole IP, qui apporte
plusieurs avantages mais en même temps a le principal inconvénient d’augmenter la surface
d’attaque. Depuis que la sécurité des appareils appartenant à ces mondes étant régie par
des éléments de sécurité tels que les firewall, les appareils de NATing et IPS, E-WASSI
propose l’introduction dans ces environnements de composants appelés the Guardians
communiquant entre eux grâce à l’utilisation d’un nouveau protocole appelé, précisément,
WASSI dans le but d’évaluer et de protéger ces appareils. The Guardians exploitera les
solutions existantes dans le contexte de la sécurité du réseau et en plus de cela, il fournira
en tant que nouveauté des fonctionnalités pour vérifier que ces appareils agissent comme
prévu. Le rôle joué par WASSI est de définir les paquets envoyés ou reçus par les com-
posants impliqués dans une test campaing. Cette thèse se concentre sur le développement
et la mise en œuvre de certains test cases qui permettront aux Guardians de parler le
protocole WASSI. Les test cases sont développés en utilisant TTCN-3, une technologie
spécialement conçue pour les tests et la vérification avec le support de Titan qui fournit
un environnement de compilation et d’exécution.
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Chapter 1

Introduction

1.1 Context

The cities we are living in are evolving day by day with respect to the evolution and the
spread of the technology. Most of the things we can find around us are likely to be con-
nected to the Internet or, at least, it is possible to find an object with the same purpose
which implements that capability.
Home automation is one of the most representative examples: you can connect your own
house to the Internet and control your heating system, windows and doors locks, televi-
sion, lights and a myriad of other object through your smartphone. Domotics is not the
only example, we can think also about the wearable devices such as smartwatches, fitness
bands and even cars are connected to the Internet.
All the aforementioned objects can be grouped in what we call Internet of Things (IoT)
world. It is not the only world where devices that were not meant to be connected on the
Internet are nowadays growing in number. The Operational Technology (OT) [1, 2] world,
i.e. the Industrial Control Systems (ICS) environment, was meant to include a relative
small group of people and operators who could trust each other. In the last few years IP
networks pervaded this world because of the elevated number of benefits that it brought
out. In facts thanks to that network is possible to improve the efficiency, collect data to
be analyzed and even monitor and control remotely.
The increasing number of such devices has an important drawback: the more devices are
connected to the Internet, the bigger the attack surface becomes for malicious people.
That drawback is also due to the poor attention the manufactures put when they design
their devices in security point of view. The key words leading this environment are first to
the market, then manufactures prefer, naively, releasing a product which presents security
issues and vulnerabilities in order to be the firsts into the market to sell this new kind of
smart object. The risks that are carried out by these vulnerabilities do not affect only the
infected device but could be a threat even for others. These devices can participate to
large Distributed Denial of Service (DDoS) attacks or other misdeeds as described in [3–6].
The targets can be OT environments as well such as critical infrastructures or plants, as
happened with Stuxnet [7].
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Some solutions to mitigate and reduce the attack surface already exists: NATing devices,
firewalls and Intrusion Prevention Systems (IPS), Intrusion Detecting Systems (IDS), Net-
work Access Controls (NAC), Data Leak Protection (DLP). The security of those devices
belonging to the IoT and OT environments depends on the reliability of the aforemen-
tioned solutions. At this point E-WASSI takes place.

1.2 The Guardian
E-WASSI proposes the introduction in such environments of software components called
Guardians. The Guardian’s role is firstly to continuously verify that all the elements due
the protection of the environment are correctly operating. Not only, the Guardian aims
to analyze, assess and protect the network where it is located in, uncovering suspicious
network elements with anomalous behavior. It does not rely on the information provided
by the system because those sources could be compromised. It learns from the environment
and adapts its behavior. The Guardians do not work stand-alone but they need each
other to fulfill their mission, being part of a simple, evolutionary distributed architecture.
Moreover, a Guardian guards the other Guardians as well, in order to check the integrity
of each other. They report to a Master node in such a way to have a hierarchical
deployment and simple management. The Master node will run on a private machine or
in the cloud.
What the Guardians aim to can be resumed with the acronym GUARD:

• Gather information about the environment they have been deployed in

• Uncover network elements threatening the integrity or confidentiality of network
packets

• Assess continuously the security of the identified elements

• Recognize any sign of ongoing intrusion or malicious behavior

• Divert the attention of the perpetrator of an ongoing intrusion

Considering that the Guardian is a software solution, it can be deployed and run on
any kind of already existing machine. In any case it is preferred to have it implemented
on a cheap Raspberry Pi for security and simplicity reasons. In such a way it is possible
to have a secure platform and make its deployment trivial for the users. Moreover, since
the Guardians aims to protect all kinds of environments with their network protocol such
as Bluetooth, Ethernet, 3G/4G/5G, Zigbee and so on, the Raspberry Pi support and can
handle them all.
The simplest case where a Guardian can set in is a Local Area Network (LAN) with
several IoT devices and their Internet access is ruled through a NAT, a firewall and an
IPS. In such a LAN the Guardian covers different roles:

• Ensure that NAT, firewall and IPS are well configured and working properly
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• Detect the presence of another active component on the path to the Internet

• Verify that no attacker has subverted another Guardian

1.3 WASSI Protocol
The last three points of the previous section bring out some very important questions: how
can the Guardians succeed in their mission? Which are the resources at their disposal?
The answer to these question is a very novel protocol used by the Guardians and the
Master node to exchange information and communicate each other: WASSI.
WASSI is an application-layer protocol which defines packets that are sent and received
between two Guardians selected from a pool of waiting hosts by the Master node. When
two Guardians are chosen by the Master node, thanks to the information that this latter
provides to them, they starts transmitting packets presenting a well-defined structure in
order to identify the presence of other elements in the path that links them. A Guardian
is able to perform this analysis comparing the packets it has sent to the packets received
from the end-point. A very trivial example can be to compare the IP address a Guardian
is claiming to have with the actual value available in the packet in order to discover if the
Guardian is behind a NATing device.
The sequence of packets exchanged by two Guardians to answer a given question is called
test case. The execution of other test cases may be triggered as subsequent answer to
the result of a previous test case. In this way we create a chain of test cases required
to qualify the connection between two Guardians. This collection of test cases is called
test case campaign (or simply campaign). The campaigns are implemented thanks to
an Abstract Test Suite called Test and Test Control Notation version 3, also known as
TTCN-3, and Titan that is the Means of Testing allowing to compile the modules written
using the language provided by TTCN-3 into executables, namely the so-called Executable
Test Suite. The latter is composed by several modules with their own test cases that, once
executed, will trigger the Guardians message exchange, that is the WASSI protocol.

1.4 GUARD
As aforementioned, the Guardians’ goal can be summed up with the term GUARD. Each
letter represents a different mission to be accomplished by the Guardians. We will analyze
each of them in detail to have a better perspective on what and how the Guardians are
due to do.

1.4.1 Gather
The main goal of this mission is to gather (passively) information about the environment
they have been deployed in. Since they cannot rely on the information provided be the
devices they are trying to watch and guard because they could be compromised, they
should act passively without asking any kind of information to these last. This is a
delicate task because of the fragility of IoT and OT devices due to their vulnerabilities.
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In fact, even a simple and innocuous port scan or remote fuzzing can cause malfunction
and, in the worst case, break them [8].
The best approach to be chosen in this case is using the so called ZeroConf protocols
[9] whose development and spread is continuously increasing. These protocols allow to
gather a huge amount of information about the devices located in the same local network
by listening to their announcements and exploiting the broadcast and multicast requests.
The most widely diffused of these protocols include mDNS (RFC6762 [10]), LLMNR
(RFC4795 [11]), WS-Discovery [12], DNS-SD (RFC6763 [13]), SSDP [14], DLNA [15],
ALLJOYN [16].

1.4.2 Uncover
Another important goal of the Guardians is uncover network elements threatening the
integrity or confidentiality of network packets. This task can be carried to accomplishment
thanks to the test case campaigns aforementioned. This is possible because the Guardians
involved in a test case know exactly what it has been sent and received and, by comparing
them, they can realize if the communication has been altered. A very trivial example to
discover if a Man In The Middle (MITM) Attack is ongoing and attacking a secure,
encrypted channel is to verify that the payload sent by a first Guardian is the the same of
the one received by the second Guardian. If someone is playing the role of MITM the two
payload must differ because the attacker has to decrypt the sent payload if he/she wants
to have access to the plaintext and then it must be re-encrypted using a different key from
the original one, causing the forge of a different payload. This effect is not specific only in
this scenario but can be applied to other networking elements such as firewalls, NATing,
DPI and so on.

1.4.3 Assess
The campaigns will be used as well to assess continuously the security of identified ele-
ments. Through a packet exchange it is possible to verify that those security elements
protecting the local network are properly working. For instance we could verify that a
firewall has correctly configured the NAT, or that its rules regarding ports, established
connections, IP address filtering and so on are bringing out the desired outcomes.

1.4.4 Recognize
This mission aims to recognize any sign of ongoing intrusion or malicious behavior. What
has to be noticed is that the aim is not to copy an already existing network based in-
trusion detection system. By leveraging the existing works we want to address the issue
to provide network flow policy definitions. Starting from the identification step of the
devices located in the local network, a Guardian builds a profile about each device of
the expected network flow policy, by identifying the protocols they are supposed to talk,
giving an approximation of the bandwidth, packet rate and so on. In such a way once that
a device has been identified, it will be associated to these policies. Thanks to the latter, a
Guardian can instantiate a model based also on the environment to verify that a device is

14
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not compromised and generate a normal behavior model that will be the reference point
to detect a sign of infection. The main difference with the previous works which mostly
failed is that the model is based on small devices whose network access is restricted to
few functionalities whereas in the IT world the variability of the the network profiles to
be considered is elevated.

1.4.5 Divert
The last mission of the Guardian, which a consequence of the the previous one, is to divert
the attention of the perpetrator of an ongoing intrusion. As it has been explained before
the IoT and OT devices are characterized by the usage of ZeroConf protocols which sends
broadcast and multicast packets to find out the available services inside their network. In
such a way an attacker can passively scan a network and easily identify the devices and,
therefore, their vulnerabilities. The Guardian can exploit this type of communication to
create a fake virtual device which will behave exactly as real device in order to attract the
interest of an attacker. Once that an attacker has contacted our honeypot, the Guardian
can profile its behavior providing valuable forensics information and eventually slowing
down the bots. The forensics information will be collected by analyzing the responses to
erroneous CRC, out-of-order packets, incorrect syntax or time out. The Guardians will
generate alerts, thanks to MISP [17], to be consumed by security platforms which will
proceed to the mitigation phase.
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Chapter 2

State of the Art

This chapter includes two distinct sections: Related works and Tools. The former in-
troduces the works existing in literature addressing the same problem of E-WASSI or
leveraging systems and architectures that can be a base point for our work. On the other
side, the latter presents some of the most known tools in the context of network security
that could be involved in E-WASSI in order to fulfil its missions.

2.1 Related works
The work of [18] presents, after having introduced the several risks that threaten the
security of IoT devices, the IoT security solutions in the existing literature. It distinguishes
several types of solutions based on the technique used:

• Blockchain: all the feature that belong to the blockchain [19] make them perfect
tool to develop a strong, tamper-proof, distributed and open data structure for IoT
data. As regards the privacy of the user data stored in the IoT devices, a per-
missioned blockchain can secure the IoT devices as explained in [20–22]. The data
manipulation is mitigated since thanks to the blockchain the devices are interlocked
and then if any device modifies some data the system rejects it [23, 24]. The de-
centralized architecture of the blockchain reduces the cost and the traffic since the
devices can directly communicate each other without passing through servers [25–27]
and the heavy load that is on the cloud and the servers is distributed in different
nodes of the network that are updated simultaneously eliminating in such a way
single points of failure that could make the cloud services unavailable [28, 29].

• Fog Computing: with fog computing is meant the extension of cloud computing
and services to the edge of the network, creating a 3-layer architecture composed
by device, fog and cloud layers. Fog computing aims to enhance security, decrease
the amount of data stored in the cloud and increase the overall performance of the
IoT application. The data is collected by the so-called fog nodes which are devices
that can be installed anywhere. Those nodes are inter-located between the IoT
devices and the cloud, working as a sort of filter for the data directed to cloud that
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is managed and preprocessed and can be stored in a sub-storage in the fog node.
The work of [30] shows how is possible to implement a real-time service that can
detect an attack on the cloud, whereas how is possible to implement a secure identity
authentication system can be found in [31–34]. The data temporarily stored in the
sub-storage must be encrypted using different keys for different owners. In order to
enable data sharing in such scenario, [35] proposes a some cryptographic techniques
such as key-aggregate encryption, proxy re-encryption and attribute-sharing. For
bypassing the problem of searching on encrypted data, a search-able encryption is
proposed in [36] and a dynamic symmetric search-able scheme is introduced in [37].
The fog nodes provide decentralized (secure) computation; for instance [38] presents
a method called server-aided computation in order to achieve this goal.

• Machine Learning: Machine Learning applied to IoT security is a solution that
has been taking place in the past years providing defence to attacks such as DoS [39,
40], eavesdropping [41, 42], spoofing [43–47], privacy leakage [48, 49].

• Edge Computing: edge computing introduces in a network composed by edge de-
vices, fog nodes and the cloud the presence of edge servers between the devices and
the fog nodes in order to perform processing activities and reducing the computa-
tional load of fog/cloud. The main advantages of edge computing are the fact that
the data will be stored and processed within the device or local network, avoiding
data breaches and the real-time response provided since the computation is per-
formed physically near to the device.

The work of [50] proposes an hierarchical and distributed architecture to mitigate the
workload and rule complexity problems in security control. The architecture is composed
by several nodes with different scopes and goals. The regular traffic is analyzed by a
cluster of IDS monitor nodes in order to balance the traffic between them. Each IDS
node can detect an intrusion, creating an alert as feedback which will be forwarded to a
Business Rule Engine (BRE) cluster that will perform a deeper analysis. The business
rules consist of a map function and a reduce function that will firstly analyze the data
coming from the IDS nodes and then the map output will be aggregated. This operation
is performed by several intermediate BRE nodes, whereas the root will reduce the results
coming from them to have a complete perspective of the system state. When a series of
alerts is identified as an attack by the BRE, a proper response will be generated.

A model-based framework based on Attack Trees and Price Timed Automata for IoT
system security in Smart Cities is proposed in [51]. Starting from model corresponding
to the behavior of an attacker trying to threaten a system, an attack-tree [52] is created.
This tree is, then, translated to a into a network of price timed automata [53] which on its
side will be used to generate TTCN-3 test suites thanks to a test generation algorithm.
The produced test cases will be executed by a cloud-based testing architecture that will
collect and analyze the results.

At last, [54] proposes a distributed SDN security framework built on a multi-level
remediation mechanism called Tennison. Tennison offers a multi-level capability for light-
weight monitoring across a large number of flows and the possibility of performing DPI
on a series of selected flows. Its architecture is composed by different layers: the low layer
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is called Collection Layer and includes instances of Bro (whose current name is Zeek [55])
and Snort [56] DPI, ONOS Controllers [57] and sFlowRT [58] which provide control and
monitoring for higher layers. These istances are distribute all over the network in order
to monitor different blocks. The data generated by the Collection Layer feeds the higher
layer called Coordination Layer which is composed by the Tennison Coordinator and
aggregates and stores all the information. The Coordinator, then, can control and modify
the forwarding plane of the network by communicating with the ONOS Controller. The
highest layer called Application Layer provides security applications that by interacting
with the Coordinator realize custom and dynamic security behaviors in order to address
specific threats by means of the creation of tailored application or leveraging existing
tools.

2.2 Tools

2.2.1 AmpPot

AmpPot [59] is novel honeypot which aims to stop the so-called amplification attacks
that are designed to overwhelm the targets with massive DoS attacks. Since many UDP-
based protocols such as DNS, NTP, SSDP present vulnerabilities that could lead to such
attacks, AmpPot tries to replicate those vulnerable protocols in order to attract attackers
and profile the behavior of the malware to monitor techniques and targets. In such a way
AmpPot tries to identify the source of amplification of the DoS attacks that is anonymous
since it uses spoofed IP addresses. The technique used by AmpPot is to link the scanning
and attacking phases of the attack in order to have several pairs that associate the scanner
to the attack. Moreover, AmpPot tracks traffic patterns in order to map the responsible
booter services.

2.2.2 Honeytrap

Honeytrap [60] is a framework for running, monitoring and managing honeypots. It is
possible to develop complex honeypot architectures or a simple, single server. It can listen
to all the ports in order to verify which are the ports at risk and to collect information or
it is possible to listen to a specific port and give predefined answers. Furthermore, it is
possible to forward and converge all the attack traffic on a the main Honeytrap.

2.2.3 nmap

nmap [61] is open-source tool for scanning and collecting information about the network
in order to find out hosts and services running into the the network by sending packets and
listening to their response. The functionalities provided by nmap are several, including
operating system detection, port scanning, application version detection, auditing device
and firewall security, response analysis, vulnerability exploitation.
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2.2.4 ntop
ntop [62] is a software that tries to emulate what the command top does with processes
but in a network perspective. In such a way it is possible to show the network usage and
status. The program can display the hosts currently using the network and the traffic
generated and received by each of them. Its functioning is based on the layer 2 and 3 (i.e.
on Ethernet and TCP/IP) in order to have a complete network activity.

2.2.5 Zeek
Zeek [55] is an intrusion detection system with functionalities for analysis of network
events. The core of the software is an event engine to whom the packets captured with
pcap are delivered. The event engine decides if the packets are to be accepted or discarded
and the ones that pass this selection are forwarded to a policy script interpreter. Those
scripts are written in the Turing complete Zeek scripting language and are the handlers
of the events that create the corresponding action policies. Moreover, Zeek provides
several analyzers for application layer decoding, anomaly detection, signature matching
and connection analysis.

2.2.6 Manufacturer Usage Description (MUD)
MUD (RFC8929 [63]) aims to provide a medium for end hosts to claim which kind of
network functionalities the device requires in order to reduce the attack surface to only
the protocols that it is supposed to talk with. MUD provides URLs that identify and
describe the related network devices, whose description can be retrieved by the local
network management systems. The description is encoded in form of YANG-based JSON
files called namely MUD files. Those files are stored in a MUD file server which can be
queried by a MUD manager, that is the network management system, thanks to the MUD
URLs that refer to the MUD files.

2.2.7 Internet Motion Sensor (IMS)
IMS [64] aims to profile and track on world wide Internet. It is composed of topology-
aware dark IP sensors and aggregators that are located in different, key locations in order
to have a global perspective. Those sensors monitors different blocks of address space that
can be a single host or even bigger networks as 8-prefix length subnets. By monitoring
the blocks, the sensors are able to collect data and information about new or ongoing
attacks like worms, backscatter traffic and scans. The whole of the sensors constitutes a
large distributed database thanks to a query engine. An aggregator collects the queries
acting as a proxy which forwards requests and responses.
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TTCN-3

3.1 Black-box Testing

Black-box testing [65] is a method that verify the functionalities of a System Under Test
(SUT) and it is independent from the SUT’s internal structure. In order to accomplish to
this verification, the tester considers the SUT purpose, the several inputs and the related,
expected outputs. Therefore, black-box tests are meant to profile and check the behavior
and the function of the SUT. The tester can interact with the SUT by means of one (or
more) Point of Control and Observation (PCO).
Black-box Testing can be divided into different phases [66]:

• Test purpose definition: the final purpose of the test has to be defined in order
to formalize the behavior to be tested;

• Abstract Test Suite (ATS) design: generation of a collection of test cases derived
from an high-level model [67] using a standardized test notation;

• Executable Test Suite (ETS) implementation: starting from the ATS, the ETS
is built by the so-called Means of Testing (MoT) providing the low-level information
needed for the test execution;

• Test execution: the test is executed against the SUT;

• Collection of the results: the test output is one or more verdicts which indicate
if the expected and actual responses of the SUT match or not. This comparison is
called pattern matching and the results can be either passed, failed or inconclusive.

The ATS that will be used is called TTCN-3, the ETS will be realize through the MoT
called Titan which builds the ATS into an executable and provides a testing execution
environment where the tests will be executed against the SUT.
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3.2 TTCN-3 Introduction
The Testing and Test Control Notation version 3 (TTCN-3) is a "standardized
technology developed and maintained by ETSI and specifically designed for testing and
certification" [68]. TTCN-3 and all its components have been standardized in ES 201 873
series [69] which is split into 10 parts that compose the whole standard. These standards
have been adopted by the ITU-T in the Z.160 series [70] and continuing through Z.170.
It can be applied to several domains such as telecommunication, automotive, medical,
power transmission and distribution, financial datawarehouse, avionics and railways. The
examples related to the TTCN-3 usage in the black-box testing are numerous, it has been
used for defining conformance test suites to SIP [71] and WiMAX [72] standard protocols,
the Open Mobile Alliance adopted TTCN-3 for translating test cases into an executable
representation and either AUTOSAR and 3GPP promoted the use of TTCN-3 within the
automotive and mobile industries, respectively.
TTCN-3 provides all the necessary material for black box testing:

• Abstract Data Types

• Templates

• Event handling

• Timers

• Verdicts

• (A)synchronous communication

• Concurrency

TTCN-3 can be included in the category of the procedural languages since it presents
C-like control structures and operators in addition to the aforementioned features. It can
be represented in different formats:

• Core Language: standard ES 201 873-1, is the textual format and can be edited
as text and it is complementary to all the other formats;

• Tabular Presentation Format (TFT): standard ES 201 873-2, is a representation
by means of tables (Figure 3.1);

• Graphical Presentation Format (GFT): standard ES 201 873-3, the behavior
is defined by means of graphs (Figure 3.2);

• User defined proprietary formats

The TTCN-3 Core Language can be integrated with other languages such as ASN.1 types
and values, C/C++ functions and constants, IDL, XML and so on.
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Figure 3.1. Tabular Presentation Format for TTCN-3

Figure 3.2. Graphical Presentation Format for TTCN-3
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3.3 TTCN-3 Core Language Structure
As aforementioned, TTCN-3 Core Language is strongly-typed and presents a C-like syntax
and control constructs, with the addition of data types and functions to well represent
the parts of a test suite. The latter are data structures and control sections purposely
designed to abstract every aspect of a test suite. Some of the most important of them
will be introduced to have a better vision and understanding on the implementation.

3.3.1 Module
The Module is the top-level unit [66] and the principle building-blocks of TTCN-3 [73].
Each module is independent from the others and, then, can be compiled as a separate
entity. A test suite can contain one or more modules. Each module presents a definitions
part and can have a control part. In the module definitions part there are specified
all the data structures and functions that characterize the module such as constants,
templates, ports, components, internal functions, altsteps, test cases. In order
to enable a dynamic behavior of the test suite, it is possible to specify the so-called
module parameters (belonging to the definitions part as well) through a Run-Time
Configuration File which can be seen as the arguments of a command line program.
The module control part is optional since a similar (but limited) result can be obtained
using the Run-Time Configuration File and defining the sequence of operations and test
cases that will be executed. It is the equivalent of the C/C++ function main.

3.3.2 Testcase
A testcase represents the function that must be executed against the SUT in order to
check its behavior in relation with the test case purpose. When a testcase is over a final,
global verdict is decreed as outcome. TTCN-3 Core Language defines 5 different values
of built-in verdicts:

• pass: the SUT behaved as expected

• fail: the SUT deviated from the correct behavior

• inconc: stands for inconclusive, is a middle way between passed and failed and it is
used when it is not possible to give a correct judgment

• error: an error in the test system or devices occured

• none: is the initial value for any testcase verdict

The aforementioned values interpretation is the one suggested by [73], but it is actually up
to the person who designs the test suite to specify their meanings. During the execution
of a test suite it is possible to run several testcases belonging to the same module.
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3.3.3 Component
The components are in charge of executing the test cases. In a test case execution there
must be at least one component, more than one is optional. If there is only one test com-
ponent, the execution will be called Non-Parallel (or single mode), whereas a Parallel
execution involves at least two components. For the latter, it is also important to distin-
guish if the components will lie on the same machine or if they are physically separated;
in this case the test is distributed. All the components involved in a test suite run in
parallel by means of distinct processes forked from the same executable: at the time of
their creation, they are told which function or testcase they must execute. When the
task is over, the components can wait for a new one or, otherwise, they will be destroyed.
This behavior is similar to a thread, since a the components’ existence is bound to one
(or more) function, but as mentioned before there is one process for each of them. Each
component maintains a local verdict and the global verdict will be computed in relation
with each of them.
Depending on the role they cover, the components can be classified in the following three
categories:

• Control Component: executes the control section of a given module, creates the
Main Test Component and if the control part is missing executes the testcases spec-
ified in the Run-Time Configuration File; it is not an actual component since it does
not participate to the execution of a test case but it plays a fundamental role in a
global point of view;

• Main Test Component (MTC): is the component that runs the testcase function,
then its execution is strongly related to the MTC: it starts when the MTC is created
and ends when the MTC is destroyed; therefore in a testcase execution there must
be one and only one MTC; in parallel mode it can demand the creation of Parallel
Test Components and assign tasks to them;

• Parallel Test Component (PTC): is a component that can be created by any
other Test Component (MTC or PTC) according to the purpose of the test suite;
when it is started it executes a function and its behavior can be dynamically con-
trolled.

3.3.4 Port
The ports are interfaces that enable the communication between the component they
belong to and the SUT (i.e. they are the TTCN-3 solution for PCOs) or between different
components. Therefore a communication port is strictly bound to a component and cannot
exist in a different scope. The communication can be message-based or procedure-based:
in the first case the component sends or receives instances of TTCN-3 or user defined
types, whereas the latter allows to send signatures of functions. The ports are full-duplex
but some restrictions on the input or output data type can be defined. Incoming data are
stored in a FIFO queue different for each port until they are requested by the component
owning the port.
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3.4 Titan

Titan provides a compilation and execution environment for TTCN-3, developed by Er-
icsson and submitted to open source via Eclipse Foundation [74]. Titan is, then, a test
executor implementing the TTCN-3 Core Language. It actually presents some limitations
with respect to the complete TTCN-3 construct set but it supplies some non-standard
extensions from the pure TTCN-3 Core Language.
Titan consists of several components which cooperate to provide the full test environment
[75].

Figure 3.3. Titan components block diagram

3.4.1 TTCN-3 and ASN.1 Compiler

The TTCN-3 and ASN.1 Compiler is the largest and most complex module of Titan
Toolset. Titan uses C++ as intermediate language to realize the test environment. The
Compiler first parses and analyzes, looking for syntactical and semantic errors, the files
written using the TTCN-3 Core Language. Once that has been ascertained that all the
TTCN-3 modules are correct, the Compiler generate C++ modules that will next be
compiled into executable belonging to the ETS.
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3.4.2 Base Library
The Base Library provides the basic information that are independent from the test suite.
It is basically made up by static C++ code, already compiled, that is needed to represents
the basic features of the TTCN-3 Core Language such as timers, components, ports,
verdict handling and so on. Moreover, it contains functions that are used to correctly run
the ETS.

3.4.3 Test Ports
In order to allow the communication between the Test Suite and the SUT, is is necessary
the presence of Test Ports, which can be seen as a bridge connecting those two worlds. The
communication is message-based, they are implemented in C++ and offer a well-defined
set of APIs for handling these messages. Their purpose is to convert abstract messages to
and from their actual representation. For instance, there is an important presence of Test
Port APIs addressing binary encoding and decoding of the most used IP protocols such
as Ethernet, TCP/UDP, SSL, DHCP, DNS, HTTP and so on. An exhaustive list can be
found in [76]. The following list represents the test ports that are useful for the project
scope:

• IPL4: is a general purpose test port which allows to access to several transport layer
protocols; as regards the network layer, it supports both IPv4 and IPv6, whereas
TCP, UDP, SSL and SCTP are the transport layer protocols that can be used in
layer 4; the information carried will be the application layer protocol which must be
represented as its sequence of bytes;

• LANL2: enables to send and receive Ethernet II frames thanks to Packet Socket
on Linux; Libpcap is the library used for capturing the packets; in the same way
of IPL4 test port, the protocols of layer 3 and beyond must be decoded into byte
sequence;

• PIPE: the name of this test port could be misleading, it enables to connect with
a Unix/Linux shell and execute a given command; the provided functionalities per-
fectly allows to interact with the shell thanks to the several ways to send input data
and the data received in standard input/output or as return code.

The IPL4 and LANL2 test ports exhibit an important limitation for this kind of ports:
they are unaware of the protocols of higher layers. In order to overcome this obstacle,
Titan provides a set of modules to be imported in the main module of the test suite
which enables to encode the sequence of bytes of the protocol header into its abstract
representation and vice versa. They are called Protocol Modules and include a large
set of most used protocol APIs for their handling. In such a way the usage of those test
ports is simplified since the higher layers can be easily treated. As for the Test Ports, the
complete list of Protocol Modules can be find in [76], the ones that will be useful for our
purpose are IP, TCP and HTTP.
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3.4.4 Utilities
Titan provides some command line tools to facilitate the several steps concerning the ETS
development and execution. Some of most useful are listed here:

• ttcn3_makefilegen: takes as input all the files (C++ and TTCN-3) that are
necessary for the ETS and generates a Makefile used to compiled the entire project;

• ttcn3_compiler: takes as input one or more TTCN-3 files and generates the related
C++ code, it is used by ttcn3_makefilegen;

• ttcn3_start: can be used to execute non-parallel and parallel (but not distributed)
test cases;

• mctr_cli: it is the utility for launching the Main Controller (3.4.5).

3.4.5 Main Controller
The Main Controller (MC) plays a fundamental role in the the Parallel Test Execution. As
explained before, in a Parallel Test Execution there are more than one test components,
each of them running in parallel a specific task. The coordination of these components
is up to the Main Controller, which is a stand-alone program independent from the test
suite program, which orchestrates the whole execution with the following operations:

• creates direct connections to all the components involved in the test;

• handles the creation and termination of the components;

• in distributed tests, if the component assignment is not explicitly done, it distributed
the components to the available hosts acting as a load balancer;

• does not take part into the test execution in order to avoid being a bottleneck;

• continuously monitors the test execution, enabling the user to stop the current test
at will and start a new one

3.4.6 Parallel Execution Architecture
TTCN-3 Core Language defines the abstract elements which are involved in a parallel
test, letting their operation and communication in the hands of the MoT. Titan provides
all the concrete elements to make it real. The two main ingredients added to the TTCN-3
pot are the Main Controller and the Host Controller. The MC has been already
introduced in 3.4.5, the HC is an instance of the executable test program and runs in each
machine involved in the test. It connects to the MC and when the MC wants to create
a new Test Component (MTC or PTC) it demands its creation to the target HC which
forks itself and creates a dormant Test Component which will be awakened according to
its role into the testcase.
The Figure 3.4 shows the architecture during a parallel execution. Each computer (ex-
cluded the one running the MC) runs exactly one HC which maintains a TCP connection
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with the MC. This connection is used for the coordination tasks such as component cre-
ation, Run-Time Configuration File distribution and so on. Moreover whenever a new
Test Component is created, it establishes a new TCP connection with the MC, likewise
for coordinating the execution such as function/testcase assignment and verdict collection.
The creation of this new TCP connection is due to the absence of any IPC mechanism
between the HC and the components instantiated in the same computer.
The MC can be run in two different modes: interactive or batch. In interactive mode
the MC is controlled through a Command Line Interface (CLI) which allows to perform
several operations such as MTC assignment, test execution handling, Run-Time Configu-
ration file choice and test execution. In batch mode there is no need of a CLI and all the
necessary operations are automatically executed. This mode can be set using the Run-
Time Configuration file defining a parameter that indicates the number of hosts waited
by the MC to start.

Figure 3.4. Titan Parallel Test Execution
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3.4.7 The Run-Time Configuration file
The Run-Time Configuration file describes some aspects of the test suite behavior. It
provides some information in the form of parameters that will be used for the whole
execution of the test program, even the MC can use its content to adapt its own behavior.
These information are stored in a text file, therefore can be modified by the user at will,
making the test execution more dynamical since there is no need to re-compile the source
code every time that a parameter changes.
It proposes several sections, each of them with a specific scope:

• Module Parameters: it contains a list of value assignments to variables which are
necessarily defined in the test program; these values can be seen as the parameters
used in a command line program and, similarly, they could be optional or mandatory;

• Logging: as an additional output, either the MC, the HCs and the Test Components
produce log files containing information about the run-time execution; this section
enables the modification of their appearance and format;

• Testport Parameters: their purpose is very similar to module parameters’ pur-
pose; in a Object Oriented Programming point of view, the testports are classes of
objects and the testport parameters are their attributes, which must be provided or
may be omitted whenever an instance of that object is created; therefore the testport
parameters could describe some aspects of their behavior, for instance it can define
which port number a TCP server should listen to;

• Define: in this section some macro definitions can be defined in order to be succes-
sively used in other sections;

• Include: within this section it is possible to add the sections defined in other con-
figuration files into the file where the section is declared; the files to be included will
be processes exactly once even if it appears several times;

• Ordered Include: same as Include, but the files are processed sequentially;

• External Commands: allows to run command line program in certain points of
the execution: when a testcase or control part begins or ends; the commands defined
in this section will be run only in the machine hosting the MTC;

• Execute: in this section there must be placed the testcase or control parts name
that will be launched in the test program execution; in batch mode it is mandatory
since defines the testcases run by the test suite;

• Groups: here it is possible to define sets of host (by using either their hostname or
IP address) which can be used in other sections;

• Components: this section is very useful for the distributed tests: it allows to define
to which hosts the components (except for the MTC) must be designated; therefore
the components will be instantiated to the hosts according to this section and, if
missing, the MC will balance the components to the available hosts; a group name
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defined in the section Groups can be specified as well and in that case one of the
hosts in that group will be chosen by the MC;

• Main Controller: the behavior of the MC can be defined in here by setting some
parameters such as the IP address and TCP port the MC will be listening to for new
HCs; it provides a directive to set how many hosts have to be connected to the MC
in order to start the execution; therefore this directive indicates if the MC will run
in interactive (if omitted) or batch (if defined) mode.
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Chapter 4

Implementation

4.1 Architecture
This work focuses on the implementation of the Guardian functions for the missions Un-
cover and Assess.
As explained before, those missions, respectively, point to discover if an attack is ongoing
and assess the security elements present in the environment in order to find out if they
are compromised or they are not working as expected.
What has to be done here is to create a software which provides a first, trivial implementa-
tion of the protocol WASSI in order to enable the communication between the Guardians
themselves and the master node.
E-WASSI presents a hierarchical architecture where the different hosts are located in dif-
ferent local networks. All of them depend on a Master Node, which is responsible
to:

• Choose two Guardians from a pool where all the sleeping, pending hosts are waiting
for instructions

• Choose a campaign that those Guardians have to execute

• Collect the results and analyze them

• Interpret the results in order to verify if the tested environment is compromised or
not.

The Master Node will be always listening for new Guardians to connect and, after an
authentication phase, it will maintain a connection with all of them.
Figure 4.1 shows a graphical representation of the architecture in an idle state. The
Guardians ignore the presence of the others since the only established connection they
have is towards the Master Node. The lines are dashed to represent that the channel is
not used but still alive. The Master Node then selects two Guardians that will run the
campaign to test one of their network. The Guardian whose network has to be tested
will behave as a client, whereas the other as a server. For the sake of the notation since
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Figure 4.1. E-WASSI Architecture in idle state

Figure 4.2. E-WASSI Architecture during a test case campaign

the choice of a campaign to its end the two Guardians involved will be called client and
server depending on their role. The client takes this name because in most cases it will be
the one to start the communication and the server will be one to listen for its connection
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(Figure 4.2). Moreover, it will be often (but not always) necessary only to send the request
without waiting for a response from the server.
Once that a campaign has been chosen and the Guardians picked from the pool, the Mas-
ter Node will provide the needed information to the Guardians about their counterparty
using the established channel and the various parameters to correctly run the campaign.
At this point, the client will start to exchange packets forged with several protocols and
headers in order to give an answer to main question carried out by the campaign. During
this phase, one or more channels may be established between client and server. When
the campaign is over, both client and server send the information collected to the Master
Node which will process them. Then the resources allocated for the several test cases will
be released and the campaign can be considered over.
The architecture chosen for E-WASSI perfectly fits with the Titan architecture in parallel,
distributed mode and moreover TTCN-3 provides all the mechanisms to easily perform
test cases and collect their results. In fact there is no need to implement the architecture
and all the different roles and connections related to it since they are already natively
provided with Titan, making the designer task easier. Moreover TTCN-3 Core language
provides advanced mechanisms for templates handling and matching which enable to per-
form several operations with few lines of code whereas any other programming language
would require a much bigger amount. The management of verdicts and log files is ex-
tremely handy considering that the verdict collection and the global verdict computation
is done by Titan TTCN-3 itself and the log file operations such as creation, opening,
editing and closing are not directly handled by the user but through some APIs. The
limitations given by the Core language can be bypassed thanks to either the extensions
provided by Titan and possibility to compile into the executable C/C++ files that can
fulfill all the lacks. The only drawback is the Titan libraries documentations which are
located in different git repositories and for someone who just approached to the TTCN-3
coding it could be tricky to jump from one documentation to another, but when you get
the hang of it, this won’t be an hard task.

4.2 Execution
TTCN-3 and Titan provide the perfect design and execution environments for the E-
WASSI purpose. This is true if we consider only the test execution phase, in fact it is
necessary to create a pool of Guardians that are waiting for the Master to choose the
campaign that will be performed. The whole execution then requires two phases:

• Pool connection: in this phase the Master acts as a server, waiting for incom-
ing connection requests from the new Guardians and, once that their identity is
confirmed, adding them to the pool;

• Test execution: when the Master is ready, it chooses two Guardians from the pool
and starts the required test;

What must be noticed is that the two phases can run in parallel since in stable condi-
tions the pool is populated with a sufficient number of Guardians but at the very beginning
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the second phase needs the first one to collect at least two guardians that is the lower
threshold to correctly run a test.
The proposed implementation takes care of both phases but with some limitations. Two
categories of command line programs are proposed: one for the pool management and, on
the other side, one for the test execution. The first category includes Python programs,
one for the Master one for the Guardians, whereas the second one corresponds to the
TTCN-3 Titan executable program itself. The latter also includes the MC executable
which is provided by Titan and it is not an implementation part of this project. The pro-
grams that have been implemented do not aim to give a complete implementation of these
two phases but they try to give a starting point for the execution of test campaign, lacking
of features that can be successively implemented and that are not strictly necessary for
this purpose.

4.3 Pool connection
During this phase the Guardians, by knowing the IP address and the TCP port used by
the Master node for accepting incoming connections, start a TCP session with the Master
and that connection with the addiction of the Guardian’s hostname is used to uniquely
identify the Guardian. After that the TCP connection has been established the Master
should verify the identity of Guardian in order to not accept other devices that are pre-
tending to be a valid Guardian but it has not been implemented in this work. At this
point, the Master picks two Guardians that will run the campaign.
The programs developed for this purpose are tailored for the Master and for the Guardians
and, since the architecture is client-server, are called server_pool.py and client_pool.py,
respectively. Both programs use the python module socket for the connections and sub-
process for running the TTCN-3 Titan executable. In this version of the programs, they
accept no command line arguments since the interaction is made possible through the
standard input. This choice is not obviously the best for running automated tests, in
fact it has been simply taken in order to make the debugging and program testing phases
easier. Moreover, refactoring the code in such a way that the parameters are passed as
program arguments is not an hard task.
The two script will be presented taking into account that both of them participate in
either first and second phase and therefore, for the sake of clearness, their involvement in
the second phase will be introduced in the Section 4.4.

4.3.1 client_pool.py
In this version, the client_pool.py script is very easy and with few lines of code. Once it
has been started, it asks for the IP address of the Master node, whereas the TCP port
is hardcoded and then it is constant. After that the TCP three-way handshake has been
correctly completed, the Guardian sends one byte encoding the length of its hostname and
immediately after as many bytes as the first byte encoded. The hostname corresponds
to the value stored in the file with path /proc/sys/kernel/hostname in Linux and its
maximum length is defined by the parameter HOST_NAME_MAX which, according
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to POSIX.1, has a value of 64.
Hereinafter, the Guardians will wait for commands from the Master which, in this version,
are either stop the program or prepare for executing a test. The commands are encoded
into one-byte long values whose mapping is known by the two parties. The complete

Figure 4.3. Sequence diagram representing the messages exchanged by the Guardian
and the Master during the connection phase and the command transmission

sequence of messages exchanged by the two parties during the connection establishment
is depicted in Figure 4.3.

4.3.2 server_pool.py
The Master node is started by launching the script_pool.py in the desired host. At the
very beginning, the script starts listening to the chosen TCP port and creates a new thread
using the module threading in charge of handle the commands typed in standard input
whereas the main thread keeps accepting new connections. When a Guardian reaches
out the Master node, the latter stores it into a dictionary with its hostname as key
(consequently the hostname must be unique!) and the information on the connection as
value. This dictionary constitutes the data structure representing the pool of Guardian.
In every moment of the execution, thanks to the second thread, the user can type one
of the proposed commands which are, in this version, start a test campaign and close

37



Implementation

the program. The first command starts the sequence of operations needed to run a test
campaign whereas the latter closes the TCP connection iterating this operation for each
Guardian laying in the pool.

4.4 Test execution
The test campaign execution is the core of the proposed implementation and it is coor-
dinated by the Master node. It leverages TTCN-3 Titan executable module in parallel
mode to run the test cases thanks to the match between either parallel mode and E-WASSI
architectures. The test execution involves three different roles and hosts (Figure 4.4):

• Master node: this node is the coordination headquarter and therefore all the pro-
cesses which take place for this purpose will run in this host: server_pool.py that is in
charge to handle the connections with the Guardians and actually run the programs
of a Titan parallel execution, the Main Controller that represents the Master into
the Titan execution environment, and the Main Test Component that coordinates
the PTCs during a testcase execution; since for running a MTC an Host Controller
is needed, for one test execution four different processes concurring for this purpose
will be simultaneously present in the host memory;

• Client node: this role is covered by a Guardian which has previously run the script
client_pool.py and connected to the Master node; it will act as a PTC in the testcase
and then, as for the Master node, an HC will be instantiated;

• Server node: it is completely equivalent to the Client node, with the difference of
the role covered during the testcase.

Figure 4.4. Hosts with the different processes operating during a testcase execution

The Guardians that will play the role of the client or server are chosen by the Master
among the variety in the pool. In this version it is possible to run only one testcase per
campaign but multiple test campaigns can be run one after the other.
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In order to correctly start the Titan test suite execution the hosts need to own the files
required for their role: the Master node needs the MC executable, the TTCN-3 Titan
executable and the Run-Time Configuration File, whereas the Guardians only need the
TTCN-3 Titan executable. The Run-Time Configuration file is required only on the
Master node because it is up to the MC to distribute it to the HCs in parallel mode. The
Master needs the TTCN-3 Titan executable because it runs the MTC and in addition
through the executable it is possible to retrieve the names of the testcases available in
the test suite. In parallel and batch mode the sequence of steps to be performed is the
following:

1. the Master executes mctr_cli, the Main Controller, passing as argument the name
of Run-Time Configuration file;

2. after checking the correctness of the file, the MC will wait for the minimum number
of HCs to be connected as indicated in the Run-Time Configuration file;

3. the Guardians that must participate to the test campaign execute the TTCN-3 Titan
executable passing as arguments the IP address and the TCP port of the Master,
instantiating a HC;

4. when the required number of HCs is reached, the MC creates the MTC on the first
HC that has connected to the Master and distributes the Run-Time Configuration
file to all the HCs;

5. the MC demands the MTC to run the testcases belonging to the section EXECUTE
of the Run-Time Configuration file;

6. when all the testcases end, the MC destroys the MTC, if still alive, and closes the
connections with all the HCs.

What must not be taken for granted is that the MC will always accept the HCs. In
fact there are two scenarios where the MC will reject an incoming connection:

• compiler version incompatibility: Titan is provided via open source code and
then it is possible to build either the compilation and execution environment from it;
if a TTCN-3 Titan executable is compiled in a system with different version of the
C++ compiler used to build those environments, the MC will reject the HC; it is not
even possible to compile a TTCN-3 module into an executable in the same conditions;
this is due to the different methods used by different compilers for mapping C++
classes and member function names; according to the last sentence it may be possible
to use different versions of the same C++ compiler if that constraint is not violated;

• ETS version incompatibility: mctr_cli is a stand-alone program, then it does
not need to know the TTCN-3 Titan executable which will be used; considering that
an HC connects to MC using the ETS, the MC will set as accepted/correct version
of the ETS the version of the ETS used by the firstly connected HC; moreover since
a TTCN-3 module can include and import other modules, for each module a version
is set with the same logic of the module of the TTCN-3 Titan executable; in the case
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that one or more module version differ with respect of the firstly connected HC, the
MC will reject the other HC which will not satisfy that condition.

4.4.1 Master node
When the command for starting the test cases has been typed in the interface provided by
server_pool.py, the script firstly lets the user choice a testcase among the ones available
in the ETS. From the testcase name it is possible to build the name of the Run-Time
Configuration file corresponding to that testcase (see 4.4.3). Subsequently, it asks the
user to choice two Guardians among the ones laying in the pool that will play the role
of client and server. The last step is to choose if the testcase has to run in presence of a
proxy server. It it is the case, the program lets the user type the IP address of the proxy,
the port used for the forwarding operation and if the proxy will use the domain name or
the IP address of the server in the Host header. If the user chooses the domain name, it
has to be typed as last operation in standart input. Once that the choice is taken, the
Run-Time Configuration file will be modified using the python module configparser in
order to contain all the information about the hosts necessary for the testcase. These
modifications are testcase-independent.
At this point everything is ready to start a testcase. The script, thanks to the module
subprocess, initially runs the MC passing the correct file name for the chosen testcase,
then when the MC is ready to accept HCs the script creates the HC for the Master node
and connects it to the MC. This synchronization method is necessary in order to create
the MTC on Masternode itself. Afterwards, the Master tells the designated Guardians
through the established TCP connection that they can now starts an HC and connect it
to the MC.
The task of the script is now finished and it must wait for the MC to be terminated.

4.4.2 Guardians
The Guardians during the preparation phase will just be waiting for new commands from
the Master since they are not needed. When they receive the command to start a test,
what they do is simply starting the HC process by running the ETS and passing the IP
address and TCP port used by the MC, and then waiting for the latter to be terminated.
When the testcase is over, they will be back to the pool and be available for a new
execution.

4.4.3 Run-Time Configuration file structure
As aforementioned, the Run-Time Configuration file provides important information, of-
ten mandatory, for the correct execution of the ETS. Since most of the parameters are
often the same by changing the testcase and only the parameters specific for the testcase
can be different, the structure of those file defines a common part shared by all the test-
cases and a part that is typical for different testcases. The common part is constituted
by two different files: HostConfig.cfg and BaseConfig.cfg (Figure 4.5).
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Figure 4.5. Common Run-Time Configuration files structure

HostConfig.cfg is the only file that is modified by the Master script. First of all it pro-
vides the information related to the hosts as the file name suggests: client IP address and
hostname, server IP address and hostname and eventually the proxy information such as
IP address, TCP port, host to reach and so on. This information is deployed to all the
Run-Time Configuration files which will include HostConfig.cfg since they are provided
in the Define section. HostConfig.cfg defines the MC behavior through the section Main
Controller: it sets the batch mode by defining the parameter which says how many HCs
must be connected to the MC to start the execution and assigning to it the value 3 (1
MTC, 1 PTC client, 1 PTC server); it also sets the MC TCP port to 9034 (value recom-
mended by [77]) and the IP address; at last it inserts the testcase name chosen by the
user into the section Execute.
BaseConfig.cfg contains all the basic parameters that are common between all the test-
cases and therefore is included into each configuration file belonging to a specific testcase.
It includes HostConfig.cfg and, thanks to that, assigns correctly the components to the
hosts using the hostname. Moreover it sets the testport and module parameters shared
among all the testcases.
The configuration files specific for each testcases can vary depending on the testcase
they are related to. Their names can be obtained by truncating the ending word Test
from the testcase name and then concatenating Config.cfg. For instance, if the test-
case name is testcase_nameTest, then the corresponding configuration file name is test-
case_nameConfig.cfg, in such a way it is easily possible to associate the file name to the
correct testcase. These files should be different for each testcase but they are pretty much
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the same for each testcase since they do not present big differences in terms of initial
settings. Then the specific Run-Time Configuration files implemented in this version are
only two: one for the testcases where a normal TCP connection is used and one with the
information for SSL/TLS. The former defines the packet filters used by the LANL2 test-
ports and the identification field of the outgoing IP packets whereas the former includes
the filepaths of the SSL certificate chain, the private key and the trusted CA list which
are mandatory for the testport IPL4 when used on the server for listening for incoming
SSL/TLS connections.

4.5 Testcases implementation
Once that the structure surrounding the ETS execution has been analyzed, it’s time
to introduce the several testcases that have been designed and implemented with the
final missions of Uncover and Assess. The testcases are the actual representation of
the WASSI protocol talked by the client and the server. Each testcase aims to analyze
different aspects of the sent and received packets at any layer in order to verify that one
or more fields under investigation show the expected value rather than a wrong one. The
testcase analysis will describe firstly its task and goal and then it will focus on the actual
implementation in TTCN-3. Some parts shared among all the testcases and related to the
TTCN-3 module structure will be treated separately for the sake of clearness. Moreover,
the WASSI protocol always uses HTTP messages in the testcases even if for some of
them it can be avoided. This choice is due to either make sure that the packets look
like actual messages and in the case a proxy is used. For each testcase the final output
will be represented by either a verdict and a series of log file. The verdict is one of the
aforementioned values, which must be interpreted in the context of the testcase it belongs
to. A better explanation of the meaning of the verdicts is given by the log files which are
one for each process (MC, HCs and components) involved in the testcase. The log files are
edited by the processes themselves, then they will be stored in the host running the related
process. These files contain also other information regarding the run-time execution and
operations in order to have a clearer perspective on what happened during the testcase.
In conclusion, verdicts and log files are complementary and then must be interpreted as
an unique entity. For instance, a global verdict set to fail does not necessarily mean that
testcase did not go as expected but it is just a convention used to express that the testcase
converged on that result rather than another one.

4.5.1 Components
As previously described, all the testcases will involve three hosts to whom are associate
three different components, one for each of them. In the current implementation, more
than three component types are defined but only three of them will be instantiated and
a processes corresponding to that component will be created:

• MTC_CT: it is a dumb component type representing the MTC; it only contains
as internal variables the other two components;
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• CLIENT_CT: this component represents the client and will the one which will
start the appropriate communication with the server; it owns several testports which
will be introduced later; it inherits from another component called HOST_CT used
as base component with the server for the common attributes;

• SERVER_CT: it is totally equivalent and presents almost no differences with
CLIENT_CT which in most cases are the internal variable names; the choice of
creating two different component types is due to firstly distinguish them in the
component assignment and for future implementation where this distinction will be
mandatory.

There is actually another component type that is involved in the testcases but does not
need to be instantiated in any process: it is called SYSTEM_CT and it is an abstract
representation of the SUT. It owns the same testports of all other components which
are used as sockets where the correct plugs, that are the component testports, must be
inserted.

4.5.2 Testports
The testports cover a fundamental role in the ETS because they are the access and ob-
servation point towards the SUT. In our scenarios the testports are used to connect the
client and the server through the SUT that is the whole network between them. Several
testport types are owned by the components, each of them have a different purpose:

• PIPEasp_PT: this testport is an exception to what has just previously said, in
fact it is not used to communicate with the SUT but to execute shell commands and
scripts; its usefulness will be better explained later;

• IPL4asp_PT: as explained before, through this testport the component can send
or receive layer 4 packets, accessing only to the information of the application layer
and some information of the lower layers such as source/destination IP address/port;

• LANL2asp_PT: as for the IPL4 testport, this testport allows to send Ethernet
frames; in this case it is possible to modify all the fields of the Ethernet header; it is
useful when the IPL4 testport is not enough: for instance if a field of the IP header
must be modified in order to assume a "unnatural" value, the LANL2 testport can
help in that purpose; it is easily to convey that this testport could be inconvenient
because every higher layer must be forged byte by byte, fortunately Titan helps by
providing functions that make it easier but it still preferable to use the IPL4 testport
whenever it is possible.

All of these testports are used either for sending and receiving information. The sending
operation is non-blocking, it means that the execution of the program is not blocked by
that, whereas the receiving operation is blocking. In order to avoid endless waiting which
lead to starvation/deadlock of one or more components, for each receiving operation a
timer is started and if the time expires the execution proceeds taking into account this
event.
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4.5.3 Useful functions
Some operations that are needed for preparing the components to correctly execute the
testcases are often repeated for each testcase. Here they will introduced in order to avoid
repetitions later:

• createIPpacket: it is used to create the byte array containing either the IP header
and its payload; all the fields belonging to the IP header are passed to the function
with usual types such as integer, strings an so on and the function, leveraging the
protocol module IP, producing as output the binary encoded packet;

• createTCPsegment: it is the corresponding of createIPpacket for TCP segments,
what changes here is the parameters passed to the function that are fields of the
TCP header and its payload; the output of this function is usually passed as payload
to createIPpacket; it uses for this purpose the protocol module TCP;

• createHTTPrequest: it is used to create HTTP requests as suggested by the
name; the input parameters are the headers of an HTTP request and the output is
the binary encoded message, using the protocol module HTTP;

• createHTTPresponse: since the HTTP request and response are slightly different,
the encoding of these two types of messages has been split off into two distinct
functions; moreover the API provided by the protocol module HTTP is different for
request and response, then it was more convenient;

• getInterfaceName: can be called by either CLIENT_CT and SERVER_CT and,
by leveraging the testport PIPE, it returns a string containing the name of the
interface currently connected to the Internet; it is used whenever the testport LANL2
is used because it needs to know which interface must be used to send the frames;

• getGatewayMACAddress: by using the testport PIPE it returns a string with
the MAC address of the gateway as a string; it does not send any ARP query but
uses the routing and ARP tables of the system to retrieve it; in the current version
if the destination host is in the same LAN of the source host, the MAC address
retrieved will be the one associated to the destination host; this function is used in
the same scenario of the previous function since the MAC address will be used as
field of the Ethernet header by the LANL2asp_PT testport;

• getHopNumber: this function is used only for the testcase SmallTTLTest (4.5.7)
and returns an integer representing the number of hops between the source and
destination hosts; this value is computed through a script called by the PIPE testport
which leverages the output of the command traceroute to whom the destination host
IP address is passed in order to compute the number of hops;

• perform3WayHandshake: when the testport LANL2asp_PT is used for the client-
server communication, since it only sends frames it does not perform the TCP three-
way handshake; this could lead some packets to be dropped by the firewalls operating
between the two hosts or by the server itself since the packet does not belong to any
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established connection; this function can be run only by CLIENT_CT and prop-
erly sends and receives the segments of the three-way handshake; it firstly uses a
IPL4asp_PT testport to perform the handshake since the testpost creates a TCP
socket with the SERVER_CT which is using the same type of testport for listening
for new connections; during the handshake the LANL2_PT testport sniffs the traf-
fic filtering only the ACK segment sent by the client in order to obtain the correct
sequence and acknowledgement numbers that will be used for sending frames, after
the handshake, through the LANL2asp_PT itself; the server is properly using the
IPL4asp_PT and the kernel of the system will reply with ACK segments which,
once they will have reached the client, will trigger a response from the client’s kernel
that will send RST segments since they are "acking" segments that the kernel does
not know that have been sent; in order to avoid this behavior, when the kernel must
send the RST segments, they are pruned and dropped thanks to an iptables rule
added by this function on the client which prevents outgoing RST segment having
IP address and TCP destination port of the server to leave the host; this rule is set
by the testport PIPE;

• closeTCPConnection: this function is the counterpart of the previous function
and performs the opposite operations; it firstly closes the client-side TCP connection
with the server using the testport IPL4asp_PT and then deletes the iptables rule
previously created;

• startMTC: this function is called by MTC_CT at the very beginning of each test-
case and creates the components CLIENT_CT and SERVER_CT, which at this
point will be assigned to the correct hosts as indicated in the Run-Time Configura-
tion file, and initialize their testports; considering that this operations are executed
in the Master node and the other hosts are located in other local networks, the HCs
of either client and server will be reached out by the MC, in its turn contacted by
the MTC requiring those remote tasks;

• stopMTC: it performs the opposite operations of startMTC, destroying testports
and components; as for the previous function, it is called for each testcase but
obviously just before the end of the testcase.

4.5.4 FragmentationTest
This testcase aims to reveal network devices that reassembly fragmented IP packets. The
client sends to the server an HTTP message with a small size, smaller than the usual
MTU value of 1500 bytes, split into two IP fragments. When the first packet reaches the
server, the latter checks if its More Fragments bit is set: if it is the server waits for the
second fragment for the sake of completeness. If the packet is not fragmented then it is
possible to deduce that something has reassembled the packet. Since the packets could
arrive out-of-order, if the server will receive the second fragment for first, it will obviously
wait for the first fragment (Figure 4.6).

The SERVER_CT component starts for first and waits for client to be connected.
Since the packets that must be forged have to be modified at IP layer, the CLIENT_CT
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Figure 4.6. Fragmentation testcase

component will use the LANL2asp_PT testport for this purpose. It creates a dumb HTTP
request, the TCP header and then splits the latter, to whom the HTTP request has been
appended as payload, into two fragments paying attention that the size of the first is a
multiple of 8: the first fragment will show an IP header whose More Fragment and Offset
fields are 1 and 0 respectively, whereas the second fragment’s IP header has the field More
Fragments set to 0 and Offset with as value the size of the first fragment divided by 8.
The SERVER_CT component will leverage its own LANL2asp_PT testport to sniff the
traffic coming from the other component and access to the fields of the IP header. The
final verdict is established as follows:

• pass: only if the SERVER_CT component correctly receives the two fragments;

• fail: if the SERVER_CT component receives no packets, one single non-fragmented
packet or only one of the two fragments;

• inconclusive: if any timer in the client or the server expires;

• error: all the other cases;

4.5.5 SequenceNumberTest
In this testcase the client will send a dumb HTTP request to the server and both of them
will store the sequence number of the TCP header underlying the HTTP request. The
two values will be sent back to the Master which will compare them to find out if the
TCP header field has been modified (Figure 4.7).

Likewise the previous testcase, the CLIENT_CT and SERVER_CT components will
use the LANL2asp_PT instead of IPL4asp_PT testpost because the latter does not al-
low to modify or retrieve the sequence number of the sent or received segments. When
the HTTP request arrives to the SERVER_CT component, it will extract its sequence
number and both the CLIENT_CT and SERVER_CT components will send back to the
MTC_CT the values they collected via the MC using the TCP connections established
between the components and the MC at their creation time (this is possible thanks to the
Titan language extension done [78]). The MTC owning both values can compare them
and decide the final verdict.
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Figure 4.7. Sequence number testcase

• pass: only if the sequence number sent by the client and received by the server
match;

• fail: only if the two sequence number do not match;

• inconclusive: if any timer in the client or the server expires;

• error: all the other cases;

4.5.6 TLSKeysTest
The client and the server start a TLS session e when the handshake is completed both of
them, using an exporter according to RFC5705 [79], retrieve a pseudorandom bit string
generated from the master secret which is obviously always the same if the shared key
does not change. Those strings are sent back to the Master that will check if they are the
same or if not, sign of a possible ongoing Man In The Middle attack (Figure 4.8).

For this testcase the IPL4asp_PT testport is enough because it is able to establish
a TLS session between CLIENT_CT and SERVER_CT components. It firstly starts a
TCP connection and on top of that it starts TLS. When the handshake is completed,
the components use an exporter provided by the testport itself through an API to re-
trieve the bit strings. The exporter needs some parameters to be passed to correctly
export the information. These parameters are shared between the two components and
are a label which is the hexadecimal number 0xdeadbeef, a context which is the string
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Figure 4.8. TLS keys testcase

"ewassi_tls_exporter" and the length of the output that is 1024 in this version. The first
two parameters can be modified thanks to module parameters of the Run-Time Configu-
ration file, whereas the latter is hardcoded so it is immutable. In the case that a proxy
is used the operations performed by the CLIENT_CT component are slightly different,
whereas the SERVER_CT component does not change (Figure 4.9). First of all the client
starts a TCP connection with the proxy and through that connection sends a HTTP re-
quest having method CONNECT, the domain name or IP address of the server followed
by ":443" as requested host and the server domain name or IP address as Host header.
The proxy will start a TCP connection with the server and when it is correctly completed
sends a HTTP response to the CONNECT with status code 200 if it was able to connect
to the server. At this point the CLIENT_CT component starts the TLS session with the
proxy that, if its working as supposed, will forward the messages of the TLS handshake
to the server, creating an end-to-end session between the client and the server passing by
the proxy itself. When the exporter has accomplished its task, the two bit strings are
pushed to the MTC_CT component in the same way of the previous testcase that will
check if they match and decree the final verdict:

• pass: only if the exported keys match;

• fail: only if the exported keys do not match;

• inconclusive: if any timer in the client or the server expires;

• error: all the other cases;

4.5.7 SmallTTLTest
The client sends a normal HTTP request to the server with a very low Time To Live
(TTL) value in the IP header. If the server receives that message, it means that someone
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Figure 4.9. Sequence diagram for HTTP CONNECT

Figure 4.10. Small Time To Live testcase

modified the packet and reset the TTL. If the server does not receive any packet after
a predefined period of time, that means that the packet expired and then there were no
modification on that field (Figure 4.10).

The CLIENT_CT component computes the number of hops required by a packet
leaving the client to reach the server thanks to the function getHopNumber. When the
command successfully ends the CLIENT_CT component set the returned value decreased
by 1 as TTL of the IP layer of the forged HTTP request and then sends it out through the
LANL2_PT testport to the server. On its side, the SERVER_CT component is listening
for incoming messages from the client and it stops listening after an hardcoded value of
seconds (30 in this version). The global verdict is set as follows:

• pass: only if the timer regulating the waiting time for incoming packets on the
SERVER_CT component expires;

• fail: if the server receives the HTTP request;
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• inconclusive: if any other timer in the client or the server expires;

• error: all the other cases;

In the case where a proxy is used, if the script computes the number of hops between the
client and the server, this data could be meaningless since either the route taken by the
packets can vary depending on the physical location of the proxy and the proxy itself will
probably generate an new IP header with a new TTL value. It has been decided that
in this case the computed number of hops is related to the pair client-proxy rather than
client-server. In such a way the testcase tries out only "half" of the network between the
two hosts, up to the proxy. In order to have a complete perspective, the testcase can be
run once again but by swapping the client and server roles.

4.5.8 MD5Test

Figure 4.11. HTTP request MD5 testcase

The client sends a normal HTTP request to the server, calculating the MD5 hash of
the application layer bytes. The server on its side does the same with the received HTTP
request. Both of them send the computed hash to the Master which if any modification
has been introduced in HTTP request (Figure 4.11).

The CLIENT_CT component uses the IPL4asp_PT testport to send the HTTP re-
quest since there is no need to modify the IP or TCP header. When it forges the HTTP
requests thanks to the function f_calculateMD5_oct provided by the Titan library TC-
CUsefulFunctions it can compute its MD5 hash. The SERVER_CT component will
use the same function and both will return the values to the MTC_CT component which
will check if they coincide. The global verdict is set as follows:

• pass: only if the hashes match;

• fail: only if the hashes do not match;
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• inconclusive: if any timer in the client or the server expires;

• error: all the other cases.

4.5.9 XForwardedForTest

Figure 4.12. XForwardedFor testcase

The client sends an HTTP request to the server containing the header X-Forwaded-
For with as value its own IP address. This header is used in the presence of proxy servers
which every time the forward a packet they could append their IP addresses to the ones
already existing. Thanks to this mechanism, the receiver of the request can learn the
actual source of the requests and the IP addresses of the servers that have forwarded the
message. When the server receives the message it checks if that field contains only the IP
address of the client or if others have been added (Figure 4.12).

The CLIENT_CT component sends the HTTP request with the X-Forwaded-For
header through the IPL4asp_PT testport which, once that the SERVER_CT compo-
nent has received it, it will check if a proxy added its own IP address or not without
sending that value to the server. That is possible because the server knows the client IP
address since it is defined as module parameter and provided to all the components. The
final verdict will be set according to the following rules:

• pass: only if the X-Forwarded-For header contains only the IP address of the client;

• fail: only if the X-Forwarded-For header contains the IP address of the client and
other IP addresses;

• inconclusive: if any timer in the client or the server expires;

• error: all the other cases.
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Chapter 5

Evaluation

The Titan TTCN-3 compilation and execution environment has been built from the source
code [76] on a kali 2020.3 machine with kernel Linux 5.8.0-3-amd64 x86_64 and using gcc
as compiler with version 10.2.0. As aforementioned the gcc version is fundamental for the
ATS compilation and ETS execution. The Titan version is 7.1.pl1.
The Makefile used to compile the ATS into the ETS is generated with the command:

$ makefilegen -f -e ewassi *.ttcn *.cc *.hh *.h *.c *.l *.y

where ewassi is the name of the future executable and it is followed by the filenames of
the TTCN-3 modules, C/C++ source code and all the other files that are required by the
modules. In this case every file with those extensions is included since in the directory
all those files are required. makefilegen is a link for ttcn3_makefilegen presented in 3.4.4.
The output is a Makefile including almost all the information necessary for compiling
the ATS; in fact some libraries used by some Titan Testports do not figure since the
command makefilegen does not know which libraries are required. The installation guide
of the Testports can be found on the docs of each of them. In the Makefile generated for
the implemented ETS what has been added is the openssl directory path, required for
the SSL/TLS sessions, and a series of dynamic libraries such as pcap, util and ssl. The
C/C++ files are the actual implementation of the testports then they define the low-level
structure and functions run by themselves. Regarding the testport LANL2asp_PT, in
run-time it presented a problem when the packets had to be delivered to the TTCN-3
function. Since that testport does not create any socket, the packet are captured by using
the pcap library. The function in charge of opening an interface in capture mode is
pcap_open_live whose arguments include one called packet buffer timeout which allows
to buffer the sniffed packets within a time interval expressed in milliseconds and deliver all
the packets captured in that period at the same time. On the provided testport that value
was set to zero, then the testport was operating in immediate mode, that is the packets
should be delivered as soon as they arrive. For some reason the function did not returned
immediately the packets, on the contrary it waited for an apparently unpredictable amount
of time before delivering the packets. This issue has been fixed by replacing the value zero
with 100 milliseconds in the testport C++ file LANL2asp_PT.cc. The command make
then creates the ETS with the name used in the makefilegen.
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The ETS has been executed in the GNS3 environment depicted in Figure 5.1 which

Figure 5.1. GNS3 topology

presents the following settings:

• All the end devices and routers (except for the Firefox host) runs a Docker container
with image ninovitale/ewassi:1.1, which is an Alpine Linux based container with
the autoconfiguration for clients, servers and routers based on their hostname and
with all the libraries required by the Titan execution environment and the developed
ETS;

• The hosts used during the ETS execution are only located in net2.local and net3.local
because the router r1 has an iptables rule in the POSTROUTING chain for mas-
querading the packets going out the interface eth0 and that rule can cause problems
for the packet filters and component assignments during the testcase execution; that
rule cannot be removed because it gives Internet connectivity to the hosts in the
those two networks;

• the proxy deamon used for the proxy server is tinyproxy [80] because it is small
and supports HTTP, SSL/TLS and the CONNECT method.

All the testcases previously introduced have been run with the following component
assignments:

• s3: runs server_pool.py and then it will be playing also the roles of MC and MTC;
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• c3: runs client_pool.py and it is designed to be the component CLIENT_CT;

• c2: runs client_pool.py and it is designed to be the component SERVER_CT;

• s2: runs tinyproxy with a simple configuration file to enable HTTP, SSL/TLS and
CONNECT forwarding; the only non-standard modification made to the HTTP
request is to append "tinyproxy1" to the header Via which, if does not exist, is
created.

Ther results of the testcases are the following:

• FragmentationTest: the testcase always fails because the packet arrives to the
server reassembled and not fragmented, even if a proxy is not used; this behavior
is bizarre since there are no devices which need to access information related to
the TCP layer or above; the main supposition is that the router r2 reassembles the
packet only because it is running iptables even if no rules are defined;

• SequenceNumberTest: the result depends on the presence of the proxy server,
in fact it always failed in the case it is used because the TCP connections between
proxy and client and proxy and server are different, whereas in the case of direct
connection between client and server the verdict is pass; the result with the proxy
could also be passed if the proxy uses the same sequence number for both connections
but it is a remote case (about 1 over 232);

• TLSKeysTest: either if the proxy is used or not, the final verdict is pass because
the proxy, thanks to the CONNECT method, allows the creation of a end-to-end
TLS session;

• SmallTTLTest: the verdict is always pass even in presence of a proxy since in the
portion of network connecting the client and the server or the client and the proxy
there is no device which resets the TTL value; the testcase has not been performed
by swapping client and server since the either the server and the proxy are located
on the same LAN and then they are directly connected;

• MD5Test: the results are reasonably predictable: pass without proxy and fail
with the proxy because the HTTP headers such as required host, Host and Via
are modified;

• XForwardedForTest: in both cases the testcase verdict is pass because the proxy
does not introduce any variation to the X-Forwarded-For header.

55



56



Chapter 6

Conclusion

E-WASSI aims to introduce in the OT and IT worlds such devices called Guardians in
order to continuously assess and protect all the network devices that are due to protect
the network itself. The proposed implementation is only a small portion of what the
whole project represents and it establishes a starting point for the future works. TTCN-3
combined with Titan turned out to be very practical for the architecture designed for E-
WASSI and for developing test cases, actual representation of the protocol WASSI talked
by the Guardians, which are the core of project. TTCN-3 is a very powerful weapon
thanks to all the constructs and mechanisms provided to develop test cases. Titan, which
is the tool that makes the TTCN-3 abstract test suite an executable program, provides
a very large developing and execution environment thanks to its implementations and
extensions that improve TTCN-3 Core language and balance its own limitations. The few
test cases that have been developed showed that in a secure environment such the network
implemented in GNS3 and used for the evaluation step the verdict is in most cases the
expected one.

E-WASSI in the version proposed in this work is not complete since not all its missions
have been developed and implemented and even the "Uncover" and "Assess" missions can
be improved by adding new test cases. For instance a new test case could leverage the
logic behind the traceroute program after that the FragmentationTest failed in order to
discover who reassembled the fragments: one Guardian sends multiple pairs of packets
with incremental Time To Live as happens in traceroute. In such a way the sender
Guardian can monitor whenever the ICMP Time exceeded packets are not received in
pairs. This procedure can reveal the IP address or at least the subnet associated to
the reassembler. Another important step that has not been treated in this work is the
opportune choice of the test cases or campaigns: when and why a Guardian should prefer
a campaign rather than another one? A final step that must be done once that E-WASSI
is completed could be the creation of a community of users and developers that can
implement their own modules in order to enrich the already existing functionalities of the
Guardians.

In conclusion, the work done so far shows all the potential of E-WASSI, despite the
implementation is far away from the final shape that the project must adopt. The ultimate
solution proposed by E-WASSI can become an always-improving milestone addressing a
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very delicate field which so far does not own a proper ad-hoc solution.
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