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Abstract

Artificial intelligence is increasingly playing a crucial role in helping users
find products that are well suited to their interests, tastes and wishes.
Nowadays users deal with a huge amount of data when they want to
purchase or borrow products. The aim of recommendation system is to
help the user in his decision making process, driving his focus on product
that fits his needs.
Recommendation systems are models capable of suggesting personalized
items to a generic user by means of filtering techniques. This tools have
acquired great relevance and have been widely used in recent years as
they represent a significant improvement, especially in relation to the Big
Data issue. We can find their application in disparate areas, they play
a fundamental role in various services: from the entertainment such as
movies, videos, music, to the e-learning web sites such as newspapers.
Furthermore, they are vital to improve the online e-commerce on different
products. One of the main aspects of a good recommendation system is
the reliability of the recommendation results, this increases the trust level
of the user in the system. A plus value of recommendation systems is to
surprise the user by suggesting items that have a not so evident correlation,
to open his range of choice. These systems mimic the human mechanism
of recommending something by suggesting similar or potentially equally
interesting products.

The thesis work consists in the application of literature recommenda-
tion techniques orienting them to the world of books. Specifically, the
application scenario is to recommend interesting or popular information
suggested by the community of social network aNobii. The word of mouth
on social networks among readers with similar tastes is crucial to extrap-
olate possible suggestions for the online book trade.
In addition, an analysis on library loan data was carried out thanks to
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the collaboration with the libraries of the city of Turin. It was possible
to analyze and merge this data-set with the aNobii social network data.
The application of the recommendation techniques on this merge result
data-set allowed to study the users behavior and therefore to suggest them
a good book to read suitable to their preferences.
Aggregating big data is not easy challenge, due to the huge volume of
data is a feat that must be overcome efficiently through essential steps.
A fundamental part of the work concerns data preprocessing and clean-
ing. The investigative analysis on the data is of paramount importance
as it permits to transform them into a more understandable, useful and
efficient format for their use. This important task allows to have signifi-
cantly better performance in the subsequent steps.
During the work, collaborative filtering approaches of recommendation
models were applied. The results obtained showed a significant improve-
ment between the models implemented respect the baseline model. In
particular the betterment between the best performing model and the
baseline model was approximately 38%.
In parallel, it was possible to perform a distinct further analysis to evalu-
ate the similarity between different items by exploiting the content of the
books metadata and using similarity metrics.
Finally, it was interesting to classify and identify the opinions of users on
the books reviewed with the help of sentiment analysis techniques.
Social networks contain meaningful information, but at the same time it
is difficult to extrapolate them. The sentiment analysis aims to capture
the opinions relating to a single item and exploits them to improve even
better the suggesting strategy.
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Chapter 1

Introduction

Nowadays the Internet offers a vast wealth of resources. This enormous
amount of information, however, hides a crucial problem: difficulty in
finding what are the potential user interests.
Recommendation tools play a fundamental role in various domains of
daily-life applications like sale of products, watching videos, movies, news-
papers, books. In the online e-commerce environment this tools are ef-
fective means of trading more products, think of Amazon. In the movie
world such as in the case of Netflix, they take care to recommend enjoyable
movies to watch. In libraries, recommendations systems support users by
enabling them to go beyond catalog searches [2].
They gives a plus value to the quality of services where they are imple-
mented offering the possibility to support the user in his decision-making.
Recommender systems are information filtering techniques that address
the problem of information overload and aim to extrapolate users inter-
ests and preferences based on the observed behaviors [1].
The key feature of a recommender system is that it provides a personal-
ized view of the data to the end user [3].
The research on recommendation systems consists of a broad variety of
artificial intelligence techniques including machine learning, data mining,
among others [3].

In this thesis work I analyzed two data-sets that belong to the books
world, also driven by the candidacy of the city of Turin as the future
capital of the book. I applied some literature techniques of recommenda-
tion system in order to provide a greater dimension to the reader. The
paramount goal is allowing him to have the pleasure of choosing the next
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book to read with less effort.
The data-sets in question are distinguished by type of service they offer
to the user. The first data-set belongs to the world of social networks, in
detail the aNobii social network. This is an online community of reading
enthusiasts who love to share opinions, evaluations, reading experiences
that involve them. Anobii is a web platform where the “anobians”, this is
the name that identifies the members, can make reviews on the books they
read, discover new ones and also interact with each other by comparing
them on the books they have enjoyed or not reading. The second data-set
analyzed concerns the loans of books that take place in Turin libraries.
The information contained involves the loans that the city plexes provide
to the registered users of the system.
The universe of books is very vast thanks also to the disparate metadata
that characterize them. It becomes difficult and boring for a reader to
browse through millions of titles and perhaps find on the first try what
might be pleasing for himself.
Artificial intelligence and big data techniques can flank the world of read-
ing, bringing it into a more user-oriented dimension, and data analysis
plays a significant role in knowing the popularity trends among people
also. Applying recommendation techniques to these data-sets enable to
provide to users a faster and more refined search for the next book to read.

I structured this thesis by illustrating the state of the art recommen-
dation techniques, in the first part. Then I presented and discussed the
work done, in the subsequent chapters, in which I firstly performed an
exploratory and detailed analysis of the two data-sets. This allowed me
to know, highlight and discover even better characteristics and curiosities
about both areas under consideration, aNobii social networks and Turin
libraries. Subsequently, I moved the work focus on the application of col-
laborative filtering recommendation techniques, such ALS and SurPRISE,
in order to observe how artificial intelligence can help and hint items in ac-
cordance with users preferences. This is done thanks to the study of users
iterations and behaviors. After that, I evaluated and explored the possible
affinity between various books, exploiting the content of the books meta-
data available and statistical similarity metrics, such Cosine similarity.
The last part of the work concerns the branch of sentiment analysis. Nat-
ural language processing and text analysis permit to catch positive and
negative opinions from users. It allows to conduct a significant analysis

12



Introduction

thanks to the presence of comments and notes posted by users on the so-
cial network during their review phase. Provide to the system with such
a tool can give an extra gear, as it would enables to perceive customers’
considerations about a book and identify even more their interests and
wishes.
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Chapter 2

Related work
Recommender systems are essential tools to support the user in the decision-
making process, finding himself interacting with a huge amount of prod-
ucts. Recommender systems research has widely incorporated a variety
of artificial intelligence techniques [3]. They can be defined as a specific
type of information filtering technique that seeks to predict the "rating"
or "preference level" a user would give to an item [4].
From entertainment, proposing movies and songs, to e-commerce, sug-
gesting products for sale. From online advertisement, reporting the right
contents, to e-learning, capturing the news. Recommender systems can
add another dimension to the user experience.
As a proof of the paramount of recommender systems, just mention that
Netflix organised a challenges a few years ago with a prize of 1 million
dollars to win (the “Netflix prize” [5]). Here the goal was to produce a
recommender system that performs better than its own algorithm.

2.1 Recommendation System
Recommender system is defined as a tool that helps users in search some-
thing which is related to their tastes or as a strategy of choice for users
under complex information environments [1].

Recommender systems handle the problem of overload of information
that users find, by providing them personalized and targeted content. For
building this systems, distinct approaches have been developed. They can
be collaborative filtering, content-based filtering or hybrid filtering [1].
Collaborative filtering recommends items by identifying other users with
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similar tastes. On the other hand, Content-based filtering recommends
elements that are similar in content to products that user appreciated in
the past or matched to user attributes. The hybrid method, as said the
name, combines both collaborative and content based techniques in order
to reduce and overcome some limitations of this approaches [Figure 2.1].

Figure 2.1: Recommendation techniques [1]

2.1.1 Collaborative Filtering
Collaborative filtering is based on the assumption that the users future
preferences can be predicted by their past preferences (acquired via feed-
back), in other words what they appreciated in the past will be appreciate
also in the future [6]. These past user-item interactions, build through
user-item matrix, are sufficient to find matches and to detect similarity
between users and/or items and make predictions according on these esti-
mated distances. User-item matrix defines the match data of m users by
n items that contains the users ratings over items. So each entry (i, j) in
the matrix represents the interaction between user i and item j [Figure
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2.2]. Two items are considered to be similar if most of the users that have
interacted with both of them did it in a similar way.

Figure 2.2: Collaborative filtering process

For measure the closeness, many algorithms are used like the K-nearest-
neighbor(K-nn) approach, the Cosine similarity or the Pearson Correla-
tion. I explained the details about the similarity metrics in the next
subsection on Similarity Computation.
Collaborative filtering methods, as we can see in Figure 2.1, are classified
as memory-based or model-based.

Memory based approaches works directly with values of stored interac-
tions and this techniques can be of two types: user-based or item-based.
Depending on if we want to determine similarity between users or items
respectively.
If we want to make a recommendation for a given user, first we represent
each element with its vector in the m dimensional user space of interac-
tions with different users ("its column" in the interaction matrix).
The similarity between two vectors is calculated based on the angle be-
tween them, if we are considering the nearness with the cosine similarity
metric. This measure can be bounded between -1 and 1. The smaller the
angle, the more equal the two vectors are. When the angle between two
vectors is 0° they get maximum similarity (they are oriented in the same
direction), when the angle between them is 90° they reach 0 similarity
instead (they are orthogonal to one another), and when the angle is 180°
they have -1 similarity (they are oriented in diametrically opposing direc-
tions) [7].
On the other hand, Pearson’s correlation is the same thing as Cosine sim-
ilarity if the two vectors are centered firstly by removing the mean vector.
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Hence, the same practice is conducted by projecting onto the unit sphere
and taking the inner product. The Pearson’s correlation similarity is ex-
pressed with a value between -1 to 1 also, -1 shows negative correlation
while 1 indicates positive correlation [8].
These techniques compute similarity between users or items by exploiting
and comparing their similarities. The predicted rating will be obtained
with approaches as nearest-neighbor or graph-based.

Model-based approaches assume the presence of a model that explains
user-item interactions and seek to discover it to make new predictions.
These models are developed using different machine learning algorithms
to predict user ratings of unrated items. For instance Bayesian networks,
Clustering models, Dimensionality Reduction techniques such Singular
Value Decomposition (SVD).
In this thesis I focused my work on some approaches (based on Matrix
Factorisation).

Among the problems of the collaborative approach, the most common
occurs when a new user joins the system, what is called "cold start". It oc-
curs when the system does not have enough information about the learner
and will consequently produce a less accurate recommendation. Similar
situation happens when a new item is added. Collaborative filtering ap-
proaches suffer from sparsity and scalability problems also; the first one
because the number of items often is extremely large, the second one ow-
ing to necessity of a large amount of computation power due to enormous
quantities of data [9].

One scenario of collaborative filtering application is to recommend in-
teresting or popular information as suggested by the community. The
word of mouth on social networks among readers with similar tastes is a
fundamental resource for extrapolate possible suggestions for the online
books. This happens in the case of aNobii social network, the reality that
I analyzed and I will explain in the next chapter.

Similarity computation

The most critical step of the method is the mechanism for finding simi-
larities using the data, so that items can be recommended based on their
similarities. The calculation of similarities with Pearson’s correlation and
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Cosine are mostly used in traditional collaborative filtering recommenda-
tion systems [10].
Pearson’s correlation similarity of two users x and y is defined as:

wx,y = cov(þx, þy)
σxσy

=
qJx,y

j=1(rx,j − r̄x)(ry,j − r̄y)òqJx,y

j=1(rx,j − r̄x)2
òqJx,y

j=1(ry,j − r̄y)2

Cosine similarity between two users x and y is:

wx,y = þx · þy
|þx||þy|

=
qJx,y

j=1 rx,j ry,jòqJx,y

j=1 r2
x,j

òqJx,y

j=1 r2
y,j

where Jx,y is the set of items rated by both user x and user y and r̄x is
the average rating of user x [10].
Additionally, in a context of data mining, elements in x and y can be dis-
tributed on a different scale, so mean-centering of the vectors usually leads
better results. Notice that cosine similarity between the mean-centered
vectors is mathematically equivalent to the Pearson correlation.
The main disadvantage of Pearson’s correlation is that it does not provide
an accurate result when the two users have a common rating or when a
particular user has only rated one item. However, the disadvantage of the
Cosine measure is that it does not consider the differences in the mean
and variance of the ratings made by users x and y [11].

Figure 2.3: Collaborative filtering item-item similarity
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For instance, in the [Figure 2.3] the elements are ratings in a [1,5] range
for each user-item pair. Item-item similarity is computed by looking onto
co-rated items only. From an item-item perspective, itema and itemb are
similarly rated (r) by user 1, 2 and 4. If we compute the Cosine similarity
the formula become:

sim(þa,þb) = cos(þa,þb) = þa ·þb
|þa||þb|

=
qJa,b

j=1 ra,j rb,jòqJa,b

j=1 r2
a,j

òqJa,b

j=1 r2
b,j

where Ja,b indicates over only common rated rows.
Still, if we calculate the similarity between the two elements with Pearson’s
correlation, the formula become:

sim(þa,þb) = cov(þa,þb)
σaσb

=
qJa,b

j=1(ra,j − r̄a) (rb,j − r̄b)òqJa,b

j=1(ra,j − r̄a)2
òqJa,b

j=1(rb,j − r̄b)2

where r̄a = 1
5 ∗

q5
j=1(ra,j) and r̄b = 1

5 ∗
q5
j=1(rb,j), the mean values of the

elements in a vectors.

Dynamic item-based recommendation

The classical Collaborative filtering approach is a static technique. In real-
live, users’ redefines their tastes continuously. The products perception
and popularity often change over time. The time is a significant factor
for learn the user’s preferences trend and the item’s popularity decay over
time. The systems that take care of the temporal effects overcome the data
sparsity issue and significantly improve the performance of collaborative
filtering techniques providing better suggestion to the users in current time
period [5].
The dynamic item-based recommendation algorithm utilizes the time de-
cay to design the models and provide recommendations. These models ex-
ploit correlation-based techniques to compute similarities matrix between
items and then extract top N-recommendations. One of the main moti-
vations behind these models depends on the fact that similarity between
two rated items changes according to the time interval between the two
rated behaviors. This technique extends the idea of human brain memory
to identify the level of a user’s interests (i.e., instantaneous, short-term,
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long-term) focusing on user’s temporary tastes. For instance the similar-
ity between two items that are rated by the same user on the same week
differs from the similarity between two items that are rated by the same
user in the same year. This is called "time decay". To quantify and utilize
the effect of time decay it is necessary to consider the addition of a factor
related to the time interval of the similarity calculation [12]. This factor
is defined as

f(t) = exp−α(t−tu,i) [13]

where tu,i is the timestamps that record the time when user u rated the
item i. In brackets, the time difference is the interval between the most
recent system rating date and the evaluation date of the user u on the
i-th item. The larger time interval is, the stronger the effect of time decay
is [12]. The α factor can assume values between [0,1].
This time weight function is applied as a multiplicative factor to the review
data and involves a relevant contribution when calculating the statistical
similarity metric between the elements. The use of this approach allows
to improve the classical collaborative filtering model identifying not only
items with high similarity, items that have been rated similarly, but also
items evaluated close in time [13].
An example of this approach is showed in the subsection of Dynamic item-
based similarity.

2.1.2 Content-based filtering
Content-based filtering is an information filtering techniques which uses
context of items. It emphasizes more on the analysis of the items’ at-
tributes in order to generate predictions [1]. The idea behind this method
is to try to build a model that explain the observed user-item matches,
based on the available features.

The content-based filtering technique does not need to be based on the
profile of other users as they do not affect the recommendation. The main
disadvantage of this approach is the need to have a rich knowledge and
description of the items attributes in the profile [1].
Content based methods suffer less of the cold start problem than collab-
orative approaches, because new users or items can be described by their
features and so can be done relevant suggestions for these new entities.
Unless they have features that never appeared [14].
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The system recommends new items based on how similar they are to what
the user has found interesting in the past, by observing the content of the
elements. From here a profile of user tastes is possible to built.
The process of recommending consists to match the attributes of the user
profile with the attributes of a content of item. The result is a relevance
judgment that represents the user’s level of interest in that item [15]. The
implementation of a content-based system requires three basic steps:
1. attribute extraction, process for extracting relevant content;
2. profile learner, to collect representative data of the user preferences

and to generalize it and build the user profile;
3. generate recommendations, to compute the similarity between user

and items by means of user profiles and items attributes.
One of the advantages of the content-based technique is that the system
can adapts its recommendations within a very short period of time if the
user profile changes. Another positive aspect is that this technique of
recommendation overcome the problems of the collaborative approach.
They can recommend new items, while there are no user provided ratings.
However, the content-based technique suffer from some problems. One of
the crucial point is the need to have a wide knowledge of the descriptions
of the items features in the profile. Another essential consideration is
that these techniques are strictly dependent on the items metadata, so an
abundant description of them is necessary [1].

2.1.3 Evaluation of recommendation systems
Evaluating a model is a core part of building an effective recommendation
system. This make part of the entire process of developing as it helps in
the configuration of the parameters.
In recommendation systems where the user’s interest is expressed on a
scale of values, there are statistical metrics for measuring the accuracy
and evaluate the model performance. Root Mean Square Error (RMSE)
is one of statistical metric that is usually used to measure the error between
the evaluations predicted and the actual ratings.
RMSE is one way to evaluate linear regression models by measuring the
accuracy of the estimated results of a model [16]. It is calculated by
squaring the error between prediction and observation. The formula of
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RMSE is:

RMSE =
öõõôqn

i=1(ŷi − yi)2

n

where yi is the observed value for the ith observation and ŷi is the pre-
dicted value. The lower the RMSE is, the better the recommendation
accuracy.
Other important factors [4] must be considered evaluating recommenda-
tion system, such as:
• diversity, users tend to mostly appreciate the recommendations when

there is a significant variety between the items suggested, products
from different authors for give you an idea;

• trust, reliability in the recommendation system results by explaining
the reason why it suggests an item and how it deals recommendations;

• recommender persistence, in some situations, it is more effective to
re-show recommendations than providing new items. Due to the fact
that users sometimes ignore items when they are shown for the first
time;

• serendipity, measure "how surprising the recommendations are". To
recommend items that are not so evident to the user, amplifying his
range of choosing.

2.2 Sentiment Analysis
Sentiment Analysis is the research area that studies opinions, feelings,
evaluations, attitudes and emotions of people about entities and their as-
pects expressed through a written text [17]. Given the constant growth
of the internet and in general of models that place the user at the center
of content creation, there is a rising interest from companies and organi-
zations regarding the possibility of using this type of data to design and
monitor their strategies. Sentiment analysis serves to take and identify
positive or negative opinion expressed by the users, so problem of classi-
fication is identified, with the aim to use them to perceive their interests,
preferences and views.
Consequently, sentiment analysis applications have spread across several
domains, from financial services, to consumer products, to health care
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services and social events. Opinions are central to almost all everyday
activities and they influence our behaviors. Before making a decision,
usually we want to know other opinions. With the explosive expansion
of social media (for instance reviews, comments, forum discussions, blogs,
posts), users and companies increasingly use the content present during
the decision-making process [17].
The analysis of a written text is the main task of sentiment analysis and
is strictly related to the Natural Language Processing (NLP). The NLP,
as sayd the name, is a subfield of linguistics, computer science, and ar-
tificial intelligence concerned the process of handling information written
or spoken in the natural language [18]. The target of sentiment analysis
is identify sentiment and then classify them according to a polarity that
it expresses the feeling level of the user about a certain topic. One of
the foundamental steps in NLP is to understand the polarity of a given
sentence. In sentiment classification, some words, like "interesting", "ex-
cellent", "amazing", "horrible", "boring", "disappointing", etc. , are more
important because they express positive or negative judgment from the
user [17]. The data preprocessing is a crucial challenge in sentiment analy-
sis because selecting the appropriate preprocessing methods improves the
correctly classified sentences [19]. Sentiment classification is essentially a
two-classes document classification problem, positive and negative. The
supervised machine learning approaches are the most used existing classi-
fication techniques at text-level [17].
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Data-set analysis
Before exploring how predict ratings, I will explain related data-sets on
which I focused my workflow. The data was stored in the distributed file
system of the Hadoop cluster BigData@Polito.
The considerable amount of data present made it necessary to use Big
Data techniques for the exploration, knowledge and analysis of them.

In this thesis, the data processing and analysis was carried out with
the aid of PySpark programming language on the JupyterLab interface.
Furthermore, the use of the PostgreSQL DBMS, an open source object re-
lational database system that uses and extends the SQL language, allowed
to have an overview of the data and their typology [20].

3.1 Data of aNobii overview
The first dataset under analysis belongs to the aNobii network service.
Anobii is a social network where users can share their passion for liter-
ature. The aNobii online platform changed its name to Anobii in the
following years, but since the data that are provided to me are related
until the year 2016 I will refer in the thesis to the social network with its
previous name aNobii.
This online community was been created for book lovers in 2005 in Hong
Kong with the Slogan: "Anobii: Together We Find Better Books" [21].
The term "aNobii" rises from the name of Anobium punctatum, the "paper
worm", the one who feeds on cellulose. Meaning like someone who spends
a lot of time on books metaphorically [22].

24



Data-set analysis

«The idea of Anobii came to me after reading a book on web 2.0. I lived
in Hong Kong and felt the need to know what other people had read it in
my city. I wanted to talk to them, I wanted to exchange my impressions
with them and to point out other books on the subject. That’s how the
idea was born, quite simply.»
(Greg Sung, public meeting in Milan, 4 February 2009 [22])

Anobii has readers in over 20 countries, but is more popular in Italy [23].
Registered users can find useful information on millions of books, exchange
opinions with other readers, see what "anobians" think, read reviews and
make ratings as well [21].

3.1.1 Preliminary data exploration
A fundamental part of the work concerns data preprocessing and cleaning.
The data analysis allows to transform the big volume of data into a more
understandable, useful and efficient format for their use, so it is an essential
task useful to have significantly better performance in the subsequent
steps.
The data-set provided to me contains a set of tables of the social network
aNobii data. I mostly focused my attention on the "link_person_item"
table, the one containing the features that characterize the reviews, among
the tables that have been supplied to me. The [Figure 3.1] shows the list
of the data-frame columns of the table mentioned and the corresponding
type of data contained in each one.

Figure 3.1: Features of aNobii ’link_person_item’ table
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In details, the column:
1. "item_private" is the item private status (0: public; 1: private);
2. "reading_progress" is an integer which specifies the reading progress

(from 1 to 6);
3. "quick_note" is a private note for the book;
4. "item_review" is the item rating (up to 5 stars);
5. "reading_start" is the start date of the reading.

As first step, I did a descriptive statistic that is a study of data analysis to
describe, show and summarize data in a meaningful way. The dimensions
of the data-frame was (47 482 387, 16), in terms of samples and features
(rows and columns). The data-frame has 8 numeric columns, 6 categorical
columns, while the remaining 2 are of timestamp type, as demonstrated
by "count_column_types()" function. Moreover, the number of distinct
users and items was respectively 507 719 and 3 373 428.
To have a more detailed overview, I analyzed some basic statistical details
like mean, standard deviation, min and max value of each column of which
the data-set is composed. These analysis let to make some deductions. In

summary item_review
count 47 482 355
mean 1.67
stddev 2.03
min 0
max 55

Table 3.1: Statistics on columns of interest

particular, observing the item_review feature of interest, it was possible to
note from the table above [Table 3.1] that there is an massive presence of
0 values, considering the mean value of approximately 1.67 on 47 482 355
samples. Observing the max value it is significant to notice the presence
of some anomalous value also. This values are called outliers in statistics.
An outlier is a value clearly distant from the other observations available.
From here we can infer the need to carry out a data cleaning process a
priori.
Data Cleaning phase process detects and removes the errors and inconsis-
tencies present in the data removing noisy, invalid data and outliers.
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During this first general survey in addition, it is possible to notice a par-
ticular aspect of the data-frame that should not be underestimated: the
presence of a significant amount of null or missing values that must be
handled. To overcome this aspect the rows that contained inconsistent
data were removed.

3.1.2 Exploratory Data Analysis
One of the steps in the exploration of the data-set is to have a rough idea
of how the features are distributed.
The exploratory phase was divided into two stages: exploration of numer-
ical and categorical features respectively.

Exploring Numerical Data

For numerical features is done an analysis of distribution combining the
histogram plots with the kernel density estimate graphs. The latter are
used for visualizing the Probability Density of a continuous variable. The
empirical PDF (Probability Density Function) and the CDF (Cumulative
Distribution Function) have been considered to measure and visualize the
distribution of the features. The first is the probability of a given con-
tinuous outcome, it is often expressed in terms of an integral; the second
is the probability that the variable takes a value less than or equal to a
given outcome.
With this analysis the more massive presence of 0 values in the item_review
feature clearly emerged.
In general, observing the distributions it is clear that the features have a
rather different scale of values and therefore it is not possible to make a
direct comparison with box-plots. So, to get further confirmation of these
observations, I computed the box-plot analysis considering each feature
separately.
The box plot is a further statistic technique for summarize the distribu-
tion of values in the data-set highlighting the minimum and maximum
range values, the upper and lower quartiles, and the median [24]. The
box is bounded by the first and third quartiles and divided inside by the
median, that is the second quartile. The segments, which come out of the
box, are delimited by the minimum and maximum value of the feature.
The Box-Plot provides to show also the presence of outliers in the data
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distribution [24].

Figure 3.2: Box-plot distribution

The [Figure 3.2] shows the box-plot relative to the feature item_review.
Note the presence of outliers.

Exploring Categorical Data

Categorical data are discrete data. Most of the categorical features repre-
sent dates in string format, so it is not meaningful to plot their distribu-
tion. The extra quick_note feature is a very variable field as it expresses
a note, a comment posted by a user.

This preliminary analysis of the data allowed to have a first overview
of the distribution of the data and in particular of the variables that make
up the data-set.

3.1.3 Further analysis on the data-set
The data-set contains 507 719 distinct values of total users and 3 373 428
unique values of total items.
First of all, I analyzed the distribution of the values assumed by the
item_reviews feature, not considering the value 0 and after removing the
outliers values [Figure 3.3]. From the graph it can be seen that the amount
of the evaluations make by the users of type 4 and 5 is significantly higher
than the 1 or 2 types.

28



Data-set analysis

Figure 3.3: Distribution of reviews carried out by the users

After having created a dictionary with as keys the identifiers of the users
and as values the number of reviews made, distinguished by type, it was
possible to perform a further analysis on the distribution of the reviews
assigned by type. In the [Figure 3.4] is shown a portion of output obtained
with this analysis. I sorted the values according to number of reviews 5 in
descendent order for to see first the users that have made more positive
ratings.

Figure 3.4: Type of reviews done by users distinguished by type

Later, the analysis was concentrated on the three columns of interest: per-
son_id, item_id and item_review. Wanting to have a more interpretable
analysis format, I joined these columns with those in the items details
table through an inner join. In this way, I was able to subsequently cre-
ate a new dictionary containing the book titles as keys and the number
of reviews obtained as values, in this case again distinguished by type.
From this dictionary I created a new data-frame related to this analysis.
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I sorted the values according to number of reviews 5 in descendent order
for to see first the titles most positively rated. In the [Figure 3.5] is shown
an extract of the output obtained.

Figure 3.5: Type of reviews received from the books

An additional interesting analysis was carried out on the language of the
books present in the data-set to get an idea of the quantitative percentage
of books present, distinct by languages [Figure 3.6]. This was possible
thanks to the merge with the available language table.
Through this survey I was able to ascertain that, out of a total of 78 dif-
ferent languages, 53.17 % of the books present are English, followed by
a considerable percentage of Italian books [Figure 3.6a]. The latter are
also those most valued by users. From the [Figure 3.6b] it is possible to
deduce that 65.78% of the books evaluated are Italian.
Finally, other curiosities analyzed have been developed about the person
table. In particular, attention was paid to the gender of users of the social
network [Figure 3.7] and the distribution of their ages [Figure 3.8]. The
age factor was calculated considering the date of birth of the users.
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(a) (b)

Figure 3.6: Top languages most present

Figure 3.7: Gender of users present

Figure 3.8: Age groups of users present
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3.2 Data of loans of Turin libraries overview
Complementary to the aNobii data-set, the data-set of loans from the
libraries of the city of Turin was also analyzed during the thesis work.
This data-set consists of the following tables:
• items: containing the details of the copies of the books;
• manifestations: containing the books details;
• patrons: having the details of the users registered in the system;
• libraries: containing the names of the libraries in the city;
• loans: having information about the details of the loans.

Initially, for this data an exploratory phase was performed also. This was
useful for understanding their nature and evaluating their size and distri-
bution. Through this preliminary analysis, it was interesting observe the
percentage distribution of book languages in libraries, visible in [Figure
3.9a], and the users gender distribution shown in [Figure 3.9b].

(a) (b)

Figure 3.9: Some distributions of Data-set on loans from Turin libraries

In addition, thanks to the features contained in the database, it was cu-
rious to make further analysis on the most classified libraries by users as
preferred, on the amount of books that each library has, on the frequency
of loans in libraries and on their average duration (for instance, it turned
out that the average duration of a loan was approximately one month).
In [Figure 3.10] the graphs on these considerations are displayed.
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(a)

(b)

Figure 3.10: Further analysis on the data

Subsequently, it was curious to discover which books are most borrowed
by library users, making a distinction by type of book [Figure 3.11] and
as well as considering the books in general [Figure 3.12].
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(a)

(b)

Figure 3.11: Top books most borrowed distinct by some item type
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Figure 3.12: Top 20 books most borrowed by the users
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3.3 Merge between aNobii and loans of Turin
libraries

After this exploratory phase of data-sets analysis, a merge was performed
between the last data-set of Turin libraries loans with the previously an-
alyzed data-set relating to aNobii. The merge was done considering the
ISBN code of the books and the recommendation models were developed
on the resulting data-set. The data-frame after the merge operation is
composed of 94 928 samples of different titles. In the [Figure 3.13] there
is an extract of this resulted data-frame.

Figure 3.13: Extract of the data-frame resulting from the merge
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Chapter 4

Application of literature
recommendation models

Recommender system is the most effective method for information over-
load problems. Even if the "Cold-Start" is still an open question and has
become a significant issue present in the analysis of social networks [25].

Generally, once we like a book, we subsequently go in search of similar
one so that we will surely like it, perhaps asking for advice from those who
also have tastes or interests similar to ours, thus influencing our possible
choices.
The recommender tools mimics the human mechanism of recommending
something by suggesting similar or potentially equally interesting prod-
ucts. The artificial intelligence offers the possibility to help the user in
their choices, recommending items based on data from the past.

In this section, I will explain how I used the books data to build a recom-
mendation engine in PySpark.
To build the recommendation system I implemented two models. The first
one realized is based on Alternating Least Square(ALS) algorithm from
the Spark library which is the implementation of the paper published by
the Netflix competition winners [5]. The second model was built using the
Python SurPRISE library.
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4.1 Matrix Factorization technique
The concept of the recommendation system is based on the construction
of the Matrix Factorization. In collaborative filtering approaches, Matrix
Factorization is the state-of-the-art solution to the sparse data problem.
This algorithms work by decomposing the user-item interaction matrix
into the product of two lower dimensional rectangular matrices.
Matrix factorization model maps both users and items to a joint latent
factor space, such that user-item interactions are modeled as inner prod-
ucts in that space [5]. The Matrix factorization is a sparse matrix where
each user is a row, each item is a column and the values are the known
ratings.
Each item i is associated with a vector Ii ∈ Rn×k, and each user u is asso-
ciated with a vector Uu ∈ Rm×k. The resulting dot product ru,i = UT

u · Ii
captures the interaction between user u and item i [Figure 4.1].

Figure 4.1: Matrix Factorization in recommender system

The idea behind matrix factorization is to use latent factors to represent
user preferences or items in a much lower dimension space. Matrix factor-
ization is one of very effective dimension reduction techniques in machine
learning.
By multiplying the two matrices, users matrix and elements matrix, the
rating matrix is reconstructed and factored in such a way as to minimize
the loss between the multiplication of the two and the real rating matrix.
Each user and item is projected onto a latent space. The more similar
the two latent vectors are, the more correlated is the preference of the
corresponding users [26].
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4.1.1 Recommendation models on aNobii
For the data-set in exam, firstly I calculated the data sparsity and I ob-
tained that the 99.9956 % is empty.
To effectively evaluate the performance of a machine learning model, the
way is to use new data. Through the model evaluation phase it is deter-
mined how well the model has generalized.
In order to provide the system with new data I splitted the "link_person
_item" table of the data-set into train, validate and test sets before mov-
ing into recommendations. The train-set is used during the training phase
to allow the model to learn from data; the validate-set is employed to
evaluate the performance of the model, calculating the error between the
predicted and actual results; and finally the test-set is used in the testing
phase to evaluate the performance of the model considered best in the
previous phase. The split percentage of the data-set was 60% of train,
20% of validate and 20% of test. After that, I applied the ALS algorithm.
ALS is an user-item based association technique that solves the problems
that comes out from the management of sparse matrices, very common
in the field of recommendation systems where the data-sets often have
several missing values [27].
Collaborative filtering is commonly employed for recommender systems.
These techniques aim to fill the missing entries of a user-item association
matrix.
In PySpark users and products are described by a small set of latent fac-
tors that can be used to predict missing ratings. The alternating least
squares algorithm is used to learn these latent factors [28].
The implementation of the ALS model has these parameters:
1. iterations: the number of iterations to run;
2. implicitPrefs: specifies whether to use the explicit feedback ALS vari-

ant or one adapted for implicit feedback data;
3. coldStartStrategy="drop": is used when we have no data for a user

that could lead to a null prediction (to make sure you do not get NaN
ratings).

After defining the model, I fitted it with train-set. The input validate data
are transformed in order to generate predictions [Figure 4.2] applying the
transform function.
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Figure 4.2: ALS model prediction

Evaluating a model is a core part of building an effective machine learning
model. The statistic metric used to evaluate the model performance was
the Root Mean Squared Error (RMSE). It is calculated by squaring the
error between prediction and observation:

RMSE =
öõõôqn

i=1(ŷi − yi)2

n
(2.1.3)

where yi is the observed value for the ith observation and ŷi is the predicted
value. This score tells how off estimated ratings are on average from the
actual ratings. In the case under consideration the Root-mean-square
error value obtained is 0.8395.

Like any other machine learning algorithm, ALS also has its own set of
hyper-parameters that can be optimized using the cross-validation tech-
nique.
The goal is to minimize the RMSE. With the cross validation technique
the model is trained for each of the k parts for avoiding overfitting issue.
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The principal problem is choosing the reasonable k value. If I choose a
value too small for k , I will run into the selection bias issue. On the other
hand, too big value for k means overfitting, so high variance and low bias.
Usually, the recommended value of k is between 5 and 10.
In the SparkML Engine, there are a series of parameters used to run the
ALS procedure. The objective of hyper-parameter is to produce a good
output [29]. To test several values for those hyper-parameters and choose
the best configuration, it’s common practice to define a grid of parameter
associations and to run a grid search over the combinations to evaluate the
resulting models and comparing their performance. It works by searching
exhaustively through a specified subset of hyper-parameters [30].
For this analysis I choosed a k value of 5 and I fit the model. After ap-
plication of cross validation, the parameters of the best model obtained
were: rank 1, max iteration 20 and regularization parameter 0.1.
The root mean squared error obtained is 0.8196. This value is calculated
on the difference between predicted and actual evaluations after config-
uring the model with the best evaluated parameters and evaluating it on
the test set.
After evaluating the ALS model, the final step was computing the recom-
mendations. The model has a "recommendForUserSubset()" function that
allows you to generate the top N recommendations for users passed in in-
put, the recommendation are made by observing the past behavior of this
users. I can also provide recommendations for every user of the data-set
with the "recommendforAllUsers()", although this take longer time. In the
[Figure 4.3] is possible to see some recommendations given after passing
a subset of users as input.

Figure 4.3: ALS recommendations
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In the [Figure 4.4], on the other hand, it is possible to observe, in the
upper part, some titles of books that the corresponding user has reviewed
(with below the vote attributed to the item), while in the lower part there
are some titles suggested by the system for them. In this example, both
users have read and reviewed the book "Il piccolo principe", but they have
given it two different ratings. The system for both provides almost differ-
ent books, despite the book rated in common.

Figure 4.4: ALS recommendations with book in common

The second approach implemented was achieved using the SurPRISE li-
brary. Surprise [31] is a Python scikit for building and analyzing recom-
mender systems, most of which deal with explicit rating data. The name
SurPRISE stands for Simple Python RecommendatIon System Engine. It
provides a collection of estimators (or prediction algorithms) for rating
prediction. With SurPRISE classical algorithms are implemented such
as the main similarity-based algorithms (Aggarwal & others, 2016), algo-
rithms based on matrix factorization like SVD (Koren, Bell, & Volinsky,
2009) or NMF (Lee & Seung, 2001) and also provides different tools to
evaluate, analyse and compare the algorithms performance [31].

Owing to development of Web 2.0 nowadays, the size of users and prod-
ucts available is growing fast, causing extreme sparsity of user rank data-
sets. Traditional similarity measurement methods are less successful in
this situation, poor user ratings are the main reason for poor quality. To
overcome this problem, techniques on collaborative filtering algorithms
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based on singular value decomposition are used. This approach helps to
predict the rating of items for which the user has not yet been rated, and
then uses the singular value decomposition method as well as Pearson sim-
ilarity measurements to find the user’s target neighbor, finally generating
recommendation [29].

Singular Value Decomposition is a matrix decomposition by breaking
down a matrix into two unitary matrices U and I, and a diagonal matrix
S containing a scale factor called a singular value. The translation of the
concept algorithm can be seen in equation:

R = U ∗ S ∗ IT

U is the matrix containing the representations of the users in the space of
latent features, I is the one containing the representations of the items in
the space of latent features instead. Assuming that we have m users and
n items, the R ratings matrix is m × n. U(n × n) is orthogonal matrix
containing eigenvectors of RRT . S(n×m) contains ordered singular values
in the diagonal. I(m×m) is orthonormal matrix containing eigenvectors
of RTR [32].
By focusing on the aNobii data-set under analysis, I obtained an RMSE
value equal to 0.7948 applying the Surprise SVD model.
Again I applied the cross-validation technique and I valuated the para-
menters of the best model. I setted the value of kFold to 5 and exploited
the GridSearchCV() function. This method calculates a score for each
combination of hyperparameters on a k-fold cross validated data-set and
returns the set of parameters that minimize the mean score across folds.
I obtained that the best model was achieved with 20 epochs, setting a
learning rate of 0.005 and a regularization of 0.4 as parameters. With the
best model I obtained an RMSE equal to 0.8002.
By virtue of the large number of data it was not possible to build a
pivot_table which is indispensable for the creation of the correlation ma-
trix to generate and visualize possible recommendations through this ap-
proach.
Comparing the recommendation models implemented, the collaborative
filtering approach with the SurPRISE library gave better performances in
terms of RMSE. The evaluation on test data performs on it showed that
this model estimates rating values that are more similar and less deviating
from the review level that the user has actually assigned.
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For a further comparison I calculated also the relative error between
the best model, the approach obtained with SurPRISE, and the base-
line model. This allowed me to perceive the improvement achieved by
the implemented model and the naive one. The result of the comparison
between the baseline model of recommendation system and the approach
obtained with the best performances showed a 38% improvement of the
evaluation parameter.

There are also other popular recommendation libraries with similar func-
tionalities like OpenRec (Yang, Bagdasaryan, Gruenstein, Hsieh, & Estrin,
2018) and Spotlight (Kula, 2017) that support neural-network inspired al-
gorithms; Implicit is specialized in implicit feedback recommendation, and
LightFM (Kula, 2015) implements a hybrid algorithm based on matrix
factorization [31].

4.1.2 Recommendation models on merge data-sets

I applied the ALS and SurPRISE models also for the data-set resulting
from the merge between aNobii and the loans of the Turin libraries.
The resulting data-frame after the merge operation is composed of 94 928
samples of titles.
From the table relating to the loans made by the Turin libraries I extracted
the rows relating to the loans occurred on all those common books with
the aNobii data-set, books with ISBN code value in the merge. The re-
sulting data-frame is composed of 1 351 680 samples and 2 columns: the
identifier of patrons (patron_id_md5 ) and the identifier of books (man-
ifestation_id) [Figure 4.5]. I used these data to design and test the rec-
ommendation models.

Given the lack of the reviews factor for loan data, the recommendation
system developed aims to consider this data implicitly, which means in-
teractions not necessarily indicate user’s interest it’s just interaction. The
only interaction between user and item, which took place through a loan,
is considered as interest by that user for that particular item.

The data-set was divided into train, validate and test sets with re-
spectively 60%, 20% and 60% as percentages. Then, I applied the ALS
algorithm and I evaluated the model through the RMSE metric. Initially
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Figure 4.5: Data-frame of book loans in Turin libraries with ISBN in
common with aNobii

obtaining a value equal to 0.1043 on the validation set. After the appli-
cation of the cross validation technique with k set to 5 (on a best model
having rank 5, regular parameter equal to 0.1 and max iterations 20 as
parameters) the value of RMSE was equal to 0.1032.

After training the ALS model, it was possible to view the values of titles
that the system recommends for a set of users or for a single user provided
as input. An instance of some book titles that the user, identified with
593, has borrowed in the past is showed.

Some books borrowed by the user 593:

→ I Malavoglia / Giovanni Verga ; testo critico e commento di Ferruccio Cecco

→ Parker Pyne indaga / Agatha Christie ; traduzione di Grazia M. Griffini ; prefazione e postfazione di

Alex R. Falzon

→ Mastro-don Gesualdo 1889 / Giovanni Verga ; in appendice l’edizione 1888 ; a cura di Giancarlo Maz-

zacurati
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→ Masaniello : trionfo e caduta del celebre capopopolo nello sfondo della tumultuosa Napoli del Seicento

/ Giuseppe Campolieti

→ Il sergente nella neve : ricordi della ritirata di Russia ; e Ritorno sul Don / Mario Rigoni Stern

→ Il grande libro di Carosello : e adesso tutti a nanna... / Marco Giusti

→ Sogni di Bunker Hill / John Fante ; prefazione di Pier Vittorio Tondelli ; traduzione di Francesco

Durante

→ Odore di cipria / Enzo Biagi

→ Uno che passa di qui / Julio Cortazar ; traduzione di Flaviarosa Nicoletti Rossini

→ Le vite del conte di Cagliostro / Constantin Photiadès ; traduzione di Anna Zanetello

→ Conversazione con Primo Levi / Ferdinando Camon

→ Cuore di pietra / Sebastiano Vassalli

Below it is illustrated an example of the output obtained, for the same
user 593, from the recommendation system implemented with the ALS
model.

Titles recommended for the user 593:

→ Istituzioni di diritto pubblico / Paolo Caretti, Ugo De Siervo

→ 7! : *Coriolano ; Alcibiade / Plutarco ; introduzione e note a Coriolano! di Maria Cesa ; introduzione

e note a Alcibiade! di Luisa Prandi ; traduzione e note di entrambe le opere! di Lucia Maria Raffaelli ;

con il saggio Plutarco come lo leggeva Shakespeare, di John Denton e contributi di Barbara Scardigli e

Mario Manfredini

→ 2: I luoghi e le culture

→ Grecia / Mario Torelli, Theodoros Mavrojannis

→ Il concerto per pianoforte e orchestra : da Haydn a Gershwin / Piero Rattalino

→ La cittadinanza societaria / Pierpaolo Donati

→ Storia culturale dello sport / Richard D. Mandell

→ I speak Italian / [texts Carlo Mella!

→ La rivoluzione dei quanti : una nuova era nella storia della fisica / Victor Weisskopf

→ FileMaker pro 7 : corso avanzato / Roberto Celano

The second model evaluated on the merge data-set was SurPRISE. In this
case, the first RMSE value obtained later the training phase was 0.0549
and next it dropped to 0.0125 with the application of the cross validation
technique, again with k set to 5.
Also in this case, it was then possible to observe N top recommendations
that the system provides to a group or a single user passed as input. Below
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are showed some suggestions that the recommendation system has given
to the user 593.

Titles recommended for the user 593:

→ La botta in testa / Tiberio Mitri ; nota introduttiva di Massimo Raffaeli

→ Tartarino di Tarascona, seguito da Tartarino sulle Alpi e Tarascona a mare / Alphonse Daudet ;

traduzione di Aldo Palazzeschi ; con un saggio di Antonio Faeti

→ Perché diciamo le bugie / Gianna Schelotto

→ Calci al vento / Ezio Vendrame

→ Faccetta nera : storia della conquista dell’Impero / Arrigo Petacco

→ L’ immagine al potere : vita di Giovan Lorenzo Bernini / Maurizio Fagiolo dell’Arco

→ Giuliano / Gore Vidal ; postfazione di Domenico De Masi ; traduzione di Chiara Vatteroni

→ Quattro a tre : Italia-Germania storia di una generazione che andø all’attacco e vinse (quella volta) /

Nando dalla Chiesa

→ Di casa in casa, la vita : 30 racconti / Piero Chiara

→ La distrazione : romanzo / Luciano De Crescenzo

4.2 Suggestions by item-cosine similarity

In this section, I describe and show the method used to design a sys-
tem that recommends items that are considered similar to particular one
passed as input.
To accomplish this, I computed the pairwise cosine similarity scores for
the subset of items based on their available metadata descriptions and I
recommend so items based on that similarity score.

The metadata that I have taken into consideration for each item are:
language, author, binding and publisher of the objects for compute the
similarity on items of aNobii data-set; and language, item_media, au-
thor, publisher and mean_review of the books for compute similarity on
items of loans of Turin libraries data-set.
The main problem in this case is the Natural Language Processing prob-
lem. I extracted some features from the data before calculating the pos-
sible similarity between them. To do this, it is necessary to calculate the
word vectors of each tuple, row of the data-frame. Word vectors are vector-
ized representations of words in a document that have semantic meaning
with them. I calculated the Term Frequency-Inverse Document Frequency
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(TF-IDF) vectors for each tuple. The output of this operation is a ma-
trix in which each column represents a word in the general vocabulary (all
words appearing in at least one row), and each row represents a tuple [33].
The TF-IDF score is the frequency with which a word occurs in a tuple
reduced by the number of tuples in which it occurs. This is done to reduce
the weight of frequently occurring words in the metadata and, therefore,
their meaning in the calculation of the final similarity score. Python scikit-
learn [34] has a built-in TfIdfVectorizer class that produces the TF-IDF
matrix [33].
Having done this, I defined a function which generates a list of the 10
most similar books taking the title of a book as input.

Below you can see an instance of aNobii items that the system suggests
as similar to the book "La pista di sabbia".

Considering the book: “La pista di sabbia”

Top most similar books (Cosine Similarity):

→ La vampa d’agosto

→ La linea della palma

→ Sola fra le donne

→ Siracusa: città e fortificazioni

→ I peccati di Tommaseo e altri studi sulla confessione letteraria

→ Pianificazione e sviluppo nelle comunità montane del Mezzogiorno. Schema-guida di ausilio metodologico

e pratico alla pianificazione finalizzata allo sviluppo economico delle comunità montane del Mezzogiorno

interno - vol. 3

→ Codice delle leggi sul lavoro

Title Language Author Binding Publisher

La pista di sabbia Italiano Camilleri Mass Market Paperback Sellerio

La vampa dÍagosto Italiano Camilleri Paperback Sellerio

La linea della palma Italiano Camilleri Others Bureau

Sola fra le donne Italiano Warner Mass Market Paperback Sellerio

Siracusa : città e fortificazioni Italiano Dufour Mass Market Paperback Sellerio

I peccati di T ommaseo e altri studi sulla conf... Italiano Maria Others Sellerio

Table 4.1: Example of cosine similarity between item of aNobii
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Here, it is easy to note that the first two titles proposed are books written
by the same author and furthermore the first also has the same publisher.
But also the remaining suggestions appear to be linked to the book in
input as we can see in the [Table 4.1].

I carried out the same analysis considering only the loan books of Turin
libraries and the [Table 4.2] gives an idea of a possible output obtained.
Considering the book: “Mastro-don Gesualdo 1889 ; in appendice l’edizione 1888 ; a cura di Giancarlo

Mazzacurati”

Top most similar books (Cosine Similarity):

→ I Malavoglia ; testo critico e commento di Ferruccio Cecco

→ Storia di una capinera ; introduzione e note di Giulio Carnazzi

→ Eros ; introduzione di Gilberto Finzi

→ Tutte le novelle ; introduzione, testo e note a cura di Carla Riccardi

→ I Malavoglia ; introduzione di Carla Riccardi

→ Due sceneggiature inedite ; a cura di Carla Riccardi

→ I Malavoglia ; a cura di Vincenzo Guarracino

Title Language Item_media Author Publisher mean_review

Mastro − don Gesualdo 1889... ita Monografia Verga, Giovanni Einaudi 3.0

I Malavoglia ; testo critico e... ita Monografia Verga, Giovanni Einaudi 3.0

Storia di una capinera ; introduzione e... ita Monografia Verga, Giovanni B.U.R. 3.0

Eros ; introduzione di... ita Monografia Verga, Giovanni A. Mondadori 3.5

T utte le novelle ; introduzione... ita Monografia Verga, Giovanni A. Mondadori 3.5

I Malavoglia ; introduzione di... ita Monografia Verga, Giovanni A. Mondadori 3.5

Table 4.2: Example of cosine similarity between item of loans of Turin
libraries

4.3 Dynamic item-based similarity
The discussed models are static models. In real-life, users continuously
change their preferences. The dynamic item-based recommendation tech-
nique is a collaborative filtering approach that considers and takes into
account the moment in which a user rate an item. This technique can be
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used to improve the recommendations provided by the collaborative filter-
ing approach. To evaluate the similarity between items, these techniques
identifies similar products also in terms of users that have rated them in
the same time span [13]. The system takes care of the temporal effects
that reflects into the dynamic, time-drifting nature of user-item interac-
tions [5]. User tastes often change over time and products can decline in
popularity. This type of approach allows to know the similarities between
items and provide recommendations for the user more in agreement over
time. I applied this dynamic item-based similarity approach to the reviews
data from the aNobii data-set.

Below, in [Figure 4.6] is displayed the pivot_table of an extract of the
reviews. This user-item interaction matrix also contains the timestamp
on which each evaluation was made, near to each rating value.

Figure 4.6: Extract of user-item interaction matrix of the system with the
time span of each rating

From this matrix, it was possible to compute the similarity correlations
between items. Considering the timestamp t in terms of months, I firstly
defined the f(t) = exp−α(t−tu,i) [13] function as explained and mentioned
in the subsection of dynamic item-based approach, I set:

α = 1
tmax − tmin

where tmax and tmin are the maximum and the minimum timestamp values
of the system respectively. In this way the α value is very small and the
contribution of the time period assumes an important weight in the com-
putation. Having the minimum and maximum timestamps values equal
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to 2008-09 and 2010-11 respectively in the example, the α value obtained
was 0.03882.
To measure similarity between items by incorporating temporal factors,
the times weight function f(t) were multiplied by each rating value. Then
the cosine similarity between items is calculated.
For instance, considering the title "Tex n. 403 " and the corresponding
reviews column, in array [4, 3, 0, 5, 5], the first step was to incorporate
the time factors by means of f(t) through the product with the review
values. In this way, a new column is generated from the product between
the rating column in the dataframe and each corresponding time weight
function. The values of this new column are calculated as ru,i ·fu,i(t). The
ru,i factor means the corresponding values in the reviews column men-
tioned above, the review posted by user u on the i− th item.
Subsequently, a new pivot_table was defined using the new column ob-
tained after the incorporation of the time factors and thus a new user-item
interaction matrix is obtained. Finally, the cosine similarity with the other
items was calculated exploiting this matrix. The similarity formula thus
becomes:

sim(i, j) =
q
u∈(Ui∩Uj)(ru,i · fu,i(t)) · (ru,j · fu,j(t))ñq

u∈(Ui∩Uj)(ru,i · fu,i(t))2 ·
ñq

u∈(Ui∩Uj)(ru,j · fu,j(t))2

The correlation results are showed in the tables below. To provide a
comparison, on the [Table 4.3] the similarity values without considering
the time factor in the computation are displayed; instead on the [Table
4.4] are showed the values with the incorporation of the time factor using
the formula f(t) mentioned above.

Title Correlation
Tex n. 382 0.994937
Tex n. 445 0.986577
Tex n. 260 0.892607

Tex Nuova Ristampa n. 176 0.848381
Martin Mystère n. 52 0.739369

Table 4.3: Cosine similarity without the influence of the time decay factor
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Title Correlation
Tex n. 382 0.995512
Tex n. 445 0.978512

Tex Nuova Ristampa n. 176 0.795310
Tex n. 260 0.741080

Martin Mystère n. 52 0.653974

Table 4.4: Cosine similarity incorporating temporal factor

The book "Tex n.382 " is resulted very similar to the one taken into con-
sideration, the "Tex n.403 ", even considering the time moments of the
reviews. This is not the case of the book "Tex n.260 ", which undergoes a
decrease in similarity if we consider the time instant.
Further targeted studies would be needed to understand how much this
dynamism takes place in the books’ world. If you have enough data, this
could be probed in an algorithmic way, evaluating the improvement of
RMSE parameter for instance. Another possible way to evaluate it could
be by exploiting psychological studies or through volunteers, to under-
stand if exists a shift of interest and how often it occurs, this would also
be useful for estimating the alpha value.
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Chapter 5

Sentiment Analysis on
aNobii
The social media comments are one of the most significant sources of text
analysis in data science and machine learning. This due to the fact that
the notes posted by the users are the representation of the human behav-
ior. Sentiment analysis is thus related to Natural Language Processing
(NLP) and text analysis.
The social networks contains text posted by the users that it is a vital
source for analyzing their opinions and sentiments. Comments and notes
hold meaningful information, but at the same time it becomes difficult to
extrapolate them. Having a tool that automatically reveals opinions can
allows to perceive the users’ considerations on an item and identify users’
interests and wishes. The study of sentiment analysis aims to capture
opinions, perceive emotions and desires from text [17].
Sentiment analysis is considered as a classification problem because it
identifies positive or negative opinion expressed by the users, i.e. two-
classes.
Opinions are central to almost all real-life activities specially with the ex-
plosive growth of social media on theWeb (for instance reviews, comments,
forum discussions, blogs, posts). Users and companies make widely use of
the content of these media during the process of decision making [17].
Before being able to analyze a written text, it is necessary to carry out
some text cleaning and preprocessing steps in order to reduce the amount
of terms present in the data. In [Figure 5.1] is shown the flow of steps
followed during the whole process of sentiment analysis.

53



Sentiment Analysis on aNobii

Figure 5.1: Steps of sentiment analysis

Before of the preprocessing phase I prepared the data useful for this anal-
ysis. I extract the whole list of review notes. On the available 256 551
notes, the average length of words contained in one note was four words.
I explored NLP starting with NLTK (Natural Language Toolkit) pack-
age [35] in Python to perform the preprocessing phase. This is a collection
of Python libraries and programs for processing the written language and
to measure the frequency of words [36].
The first step is to cancel all those terms that do not add any fruitful
information needed for analysis of each document (sample of a note). The
preprocessing phase consists of:
• data labeling, to find the polarity of a user’s note. Polarity is some-

thing that expresses the emotion of a particular sentence by using
the words that compose it. This can be done using a python module,
called TextBlob, which provides a function to find the level of polarity;

• convert each word into its lower case;
• strip, to remove all the trailing spaces from the notes;
• remove stopwords, the words that are repeated often in a particular

language (for give you an idea, articles, pronouns, conjunctions) and
which are not useful for the purposes of sentiment analysis.

This enable to have a set of notes, called corpus, easily interpretable by
the algorithm.
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The TextBlob [37] module is a Python library for processing textual data.
This method allows to define a polarity score associated with each input
note. The polarity score is a float within the range [-1.0, 1.0].
Some examples of the described preprocessing steps carried out on the
notes under analysis are shown below:

Example of a note posted by a user about the book "My Life as a Fake" :

"An excellent book. The audiobook version was very good."
Data labeling phase → Polarity: 0.955

Lowercase and Strip phase → Note becomes: "an excellent book. the audiobook version was very

good."

Remove stopwords phase → Note becomes: "excellent book audiobook version"

Example of a note posted by a user about the book "Crash" :

"noioso, monotono e ripetitivo. manca una storia alla base"
Data labeling phase → Polarity: -0.8

Lowercase and Strip phase → Note becomes: "noioso, monotono e ripetitivo. manca una storia alla

base"

Remove stopwords phase → Note becomes: "noioso monotono ripetitivo manca storia base"

Then, it was necessary to convert the polarity score value obtained into
an integer because the "fit()" classifier function does not accept labels
with continuous values. The [Figure 5.2] illustrates the amount of notes
presents distinguished by polarity assigned.

Figure 5.2: Distribution of polarity of user’s notes

After the preprocessing phase, I splitted the data-set into train data and
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test data using scikit learn’s train_test_split module [34]. In order to
test the accuracy of the trained model I need a test dataset. The split
percentage set was 80% of train data and 20% of test data.
The next phase consists of extract functionality from text train data. I
used scikit learn’s CountVectorizer module, which create a vocabulary
from the text data and store the occurrences of each word that appears
in the text. CountVectorizer performs three basic steps [38]:
• tokenization, that involves splitting sentences in words. This is useful

for the creation of a matrix having the rows corresponding to the
documents (the notes of the reviews) and the columns to the words
contained in them;

• build a vocabulary, containing all the words present in the document;
• encode, encodes the entire document creating a vector with the same

length of the vocabulary.
The length of the encoded vector was 288 222, it means that total words
in vocabulary are 288 222.
Once the text cleaning and preprocessing phase has been completed, there
is the classification phase. Classification is a supervised learning approach
in which the program learns from the data received in input and uses the
learning to classify new data. The classification consists of two phases,
a learning phase and an evaluation phase. During the first, the classifier
trains his model on a given set of data; in the second, it checks the perfor-
mance of the classifier. Sentiment classification is usually formulated as a
two-class classification problem, positive and negative, liked and disliked.
The two machine learning algorithms applied consist of Logistic Regression
and Random Forest. Both models have been implemented successfully in
disparate domains for classification and regression purposes [39].

Logistic Regression is a supervised machine learning algorithm in which
there is a data-set labeled with the target variable. Logistic regression is
a predictive analysis. It is used in binary classification. Binary because
logistic regression models the probabilities of classification problems with
two possible outcomes. A famous example of using logistic regression is
the classification of spam. The same can be applied for other cases such as
in sentiment analysis, where there are two classes to be classified, positive
(1) and negative (-1) [38].
After training the model, the evaluation phase was performed. The accu-
racy score on the train set was 98.6%, which implies the model is predicting
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98.6% accurate results, which is pretty good. Next, I also evaluated the
accuracy score on the test set and the result was 97.9%, which means that
the model predicts 97.9% of correct results on the test data-set.

Several studies on the use of stand-alone classifiers for comments senti-
ment analysis are available in the literature and the ensembles lead to more
accurate classifiers [40]. The other classifier model applied is the Random
Forest, an overall learning ensemble method for classification and regres-
sion which consists in the construction of a multitude of decision trees
and which gives the class as output. When a sample passes through the
random forest, each decision tree makes a prediction on which class the
sample belongs to (in this case, negative or positive review). The final
prediction is made according to a combination rule on the predictions of
each individual tree. The combination rule can be majority vote or aver-
age of class predictions, for instance. It is indicated by the symbol q in
the [Figure 5.3] that illustrates this concept [40].

Figure 5.3: Classifier Random Forest model schema

Individual decision trees are usually prone to overfitting. A good model
will fit the training data well enough to pick up on good trends, but not
so well that it picks up noise. It is also essential to avoid underfitting, in
which are missing out on relevant trends. In reality, it is usually difficult
to perfectly balance over and underfitting. It is useful to select the best
hyperparameters and select finally the model with the highest score [41].
I used the GridSearchCV of sklearn.model_selection [34] that implements
a "fit()" and a "score()" methods. Cross-validation splits the training set
into multiple train/test folds, 5 in my case, and train and evaluate each
model. The one with the highest average score in the CV splits is then
selected. In this way, I got a score of 0.9970 with the gini criterion and
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num_estimators equal to 100 as best parameters. This implies the model
is predicting 99.7% accurate results. Next, I also evaluated the accuracy
score on the test dataset that was 98%.

To have a practical example on the ability of the classifier to predict the
positivity or negativity of a note, I used the "predict_proba()" scikit [34]
method applied to the two classifiers. It provides as output: [probability
of negative, probability of positive].
I extracted two sentences from the available notes, one positive and one
negative, to give you an idea: an extracted positive sentence was "I liked
the way we could enter in people thoughts and see their different opinions
about a same event.", while a negative one "deludente, inferiore alle as-
pettative, anche un po’ noioso a tratti".
I applied the vectorizer and then the ’predict_proba’ function mentioned
above to observe the prediction that the Logistic Regression classifier pre-
viously trained on the reviews notes gives as output results. It gave as
result [0.17544923 0.82455077] for the positive sentence and [0.9947795
0.0052205] for the negative one. This means that the selector understood
both reviews correctly, giving to negative sentence a 99% chance of being
negative and to positive sentence an 82% chance of being positive.

The same computation with the Random Forest classifier gave as re-
sults [0.3 0.7] for the positive sentence and [0.98 0.02] for the negative one.
For the positive sentence the classifier indicates that 98% it is positive and
for the negative sentence that at 70% it is negative.

After running the data-set through each model, to learn more about the
performance of the models, the confusion matrix is needed. Confusion Ma-
trix [42] is a two by two matrix, that shows the probability of predicting
the correct class for both classes. In this matrix are shown:

• true positive (TP): measures the proportion of actual positives that
are correctly identified;

• true negative (TN): measures the proportion of actual negatives that
are correctly identified;

• false positive (FP): measures the proportion of actual positives that
are not correctly identified;

• false negative (FN): measures the proportion of actual negatives that
are not correctly identified.
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For binary classification, accuracy can also be calculated in terms of pos-
itives and negatives as follows:

accuracy = TP + TN

TP + TN + FP + FN

Performance is also evaluated based on per-class evaluation metrics like
precision, recall and f1 score. Precision expresses how often the prediction
is correct, while recall is the classifier’s ability to find all positive samples.
F1 score is equal to the harmonic mean of precision and recall.
In mathematical terms:

precision(positive) = TP

TP + FP

recall(positive) = TP

TP + FN

f1 score(positive) = 2 ∗ precision ∗ recall

precision + recall

With the Logistic Regression model I obtained the confusion matrix in
[Figure 5.4a] and values of prediction, recall and f1 score showed in [Table
5.1]. While, with the Random Forest model I obtained the confusion ma-
trix in [Figure 5.4b] and the evaluation parameters illustrated in [Table
5.2].

presision recall f1 score
-1 0.98 1 0.99
1 0.81 0.34 0.48

accuracy 0.9794

Table 5.1: Classification report of Logistic Regression

presision recall f1 score
-1 0.98 1 0.99
1 0.75 0.43 0.55

accuracy 0.9805

Table 5.2: Classification report of Random Forest
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(a) (b)

Figure 5.4: Confusion matrix of Logistic Regression and Random Forest
models

The results were graphically represented using the Receiver Operating
Characteristic curve (ROC curve) as shown in [Figure 5.5].

Figure 5.5: ROC curve of analyzed classification models

The ROC curve is a graph having the x and y axes that assume values
from 0 to 1. The x axis represents the false positive rate and the y axis the
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true positive rate. The AUC (Area Under Curve) represents the ability
of a model to discriminate between positive and negative classes. The or-
ange line represents the ROC curve of a purely random classifier. A good
classifier stays as far away from that line as possible (towards the upper
left corner). The AUC metric is more descriptive than accuracy because it
expresses a balance between the accuracy and the false positive rate [39].
By comparing the two classification models implemented it is possible to
notice that the Logistic Regression classifier rises lightly than the Ran-
dom Forest when False Positive Rate value assumes certain values, such
as in the range between about 0.75 and 0.87; while the Random Forest
reaches higher values in other range, such between about 0.37 and 0.74.
However, looking at the general trend of the two curves, the Random For-
est ensemble classifier is resulted slightly more accurate and it gives best
performance than the Logistic Regression one.
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Conclusions

Currently, recommender systems cover a fundamental part in disparate
realities. In a world where there is more and more growth of social media
and where the user is flooded with thousands of data, the use of these
recommendation techniques give a paramount plus on the system where
they are implemented. Recommendation tools play a significant role on
different platforms. Their inclusion into a system enables to create more
user-oriented applications. The importance of recommendation systems
is also that they permit a personalized and closer view to the end user.
Recommendation systems have been used to mitigate and alleviate the
problem of information overload by suggesting related and relevant ele-
ments to users [2]. These filtering techniques learns from the data coming
from the users’ behaviors and take advantage of this information to recom-
mend them something close to what they like and near to their preferences,
tastes and interests. Thanks to these supports, it becomes less tedious for
the user to choose the one that matches his wishes from millions of prod-
ucts.
The goal of this thesis was to apply artificial intelligence techniques, in
particular recommendation techniques, to the world of reading in order
to flank the book and library system and to improve the quality of the
advice shown to users.
The opportunity to use the vast dataset of the aNobii social network in
parallel with data from Turin libraries, each containing millions of books
and information, proved to be a great challenge.
This work allowed me to apply and use the knowledge on machine learn-
ing, artificial intelligence, big-data and data analysis learned during the
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course of studies and in addition it allowed me to learn new ones.
This thesis gave me the opportunity to further enrich my knowledge on the
field of artificial intelligence and to know this new branch of recommen-
dation systems and sentiment analysis, techniques and machine learning
tools that I had not had the opportunity to meet before.
In addition, providing practical support to both realities, aNobii and li-
braries, in order to better satisfy readers and thus be able to recommend
the next book to be read in a personalized way and near to the interests
and preferences of the individual user is an extra satisfaction.
Recommendation systems open up new opportunities to retrieve personal-
ized information for the user. They also helps to overcome the problem of
information overload which is a very common phenomenon in information
retrieval systems [1].
The results of the developed analysis showed that, between the two types
of collaborative filtering models, ALS and SurPRISE, the latter records
best performance in terms of RMSE.
The results obtained showed a significant improvement by comparing the
models implemented with the baseline model.
The global analysis carried out, especially regarding the similarity between
items in the system, still reveals good outputs. I was able to see notable
similarities between the items that the system suggested.
Finally, the idea of combining sentiment analysis with the recommenda-
tion system grew by studying these two tools, which I consider essential in
a world dominated by a huge amount of data and information contained
in them, especially if you think about the centrality of online reviews in
the choices of next possible interesting products of almost all users.

Artificial intelligence techniques can therefore support the library sys-
tem. Furthermore, analyze further metadata on the content of the books,
for example on the plot or on the summary of it, could improve the per-
formance of this tool even better. This can improve the quality of the
suggestions shown to users and thus recommending items even more suit-
able to their wishes. The next step would be to really experience this
recommendation engine in libraries so that we can support them by pro-
viding an additional tool that can help the readers to choose their next
reading.
This could be achieved by developing a simple and appealing graphic in-
terface integrated into the library system and environment thanks to the
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aid of devices located in appropriate areas dedicated to the readers. This
would allow library users to view the list of their top N books that the
system would recommend them.
In addition, another tool implemented allows to generate a list of books
related to a specific book requested by the user.
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