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Summary

The rapid spread of Machine Learning systems in contexts where a decision is
required has introduced a new challenge for designers who have to interface with new
considerations inherent to fairness and the possible intrinsic bias of systems. Studies
show that there may be possible unwanted biases that AI systems present against
people of specific groups, often underrepresented, based on race, sex, religion, or age,
among other characteristics. Also when validating a model, the overall performance
may not reflect those of the smaller subsets. In this thesis new data exploration
techniques will be proposed for the analysis of the classification, going to search for
those subgroups in which the model is underperforming. The subdivision allows
users to analyze model performance at a more granular level. We then consider the
importance of moving to a use-oriented design by presenting an interactive tool
to support the analysis able to guide the user in the process, allowing a greater
understanding of the results obtained, offering a certain degree of interactivity with
the steps carried out by increasing usability and improving the user experience also
in this sector.
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Chapter 1

Introduction

The field of Machine Learning deals with how to build computer systems that auto-
matically improve with experience and with researching what are the fundamental
laws that govern all learning processes[1, 2, 3, 4, 5, 6]. This objective covers a wide
range of learning activities, such as how to design autonomous robotic systems
that learn to navigate from their own experience, how to extract information from
historical medical records to learn the best treatments for future patients, and
how to build search engines that adapt automatically customize to the interests of
their users. Considering a particular activity T, a performance metric P and an
experience type E, we can say that the machine learns whether the system reliably
improve its performance P in activity T, following experience E. The different
specification of T, P and E leads to a different branch of artificial intelligence such
as data mining, autonomous discovery, database updating, etc [1].
Considering that Computer science is based on building machines capable of solving
problems, and Statistics deals with what can be deduced from the data, with what
reliability, focusing on modeling, Machine Learning can be seen as their intersection
because it is based on both [1]. The difference between Computer Science and
Machine Learning is that the former mainly focuses on how to program computers
manually, while the latter focuses on the question of how to get computers to
program themselves (from experience plus some initial structure). The difference
between Statistics and Machine Learning is that the former focuses on drawing
conclusions from the data, while the latter adds further questions about compu-
tational architectures and algorithms to be used to derive, store, retrieve and
merge data and how to organize multiple secondary learning activities in a larger
system, as well as dealing with computational tractability issues [1]. To date, the
insights gained from Statistics and Computer Science are much stronger than the
insights gained from Machine Learning from studies of Human Learning studies,
mainly due to the weak state of our understanding of Human Learning. However,
collaboration between studies of machine and human learning is growing, with
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increasingly complex Machine Learning algorithms[1].
In the coming years it is reasonable to expect this collaboration between studies of
Human Learning and Machine Learning to grow substantially, as they are close
neighbors in the landscape of fundamental science issues.
Other fields, such as biology, economics or control theory, have an interest in finding
out how systems can automatically adapt or optimize to their environment, and
Machine Learning will likely to be very useful to these fields in the coming years.
One measure of advances in Machine Learning is its significant real-world applica-
tions, from Speech recognition to Computer vision to Bio-surveillance to Robot
control with systems that are ever more accurate than hand-crafted programs[1].
For example , several researchers [7, 8, 9] have demonstrated the use of machine
learning to acquire control strategies for stable helicopter flight and helicopter
aerobatics), Accelerating empirical sciences (many data-intensive sciences now use
machine learning methods to aid in the scientific discovery process).
Machine learning methods are very useful in the development of particular types
of software, mainly when the application is complex for a manual algorithm design
or when it requires customization based on your operating environment.
As we can see, machine learning methods play a key role in the world of computer
science, within an important and growing range. Although there are software
applications where machine learning may never be useful (e.g. to write matrix
multiplication programs), the range where it will be used is growing rapidly in
proportion to the complexity of applications, as the search for self-personalizing
software increases as computers gain access to more data and as we develop in-
creasingly effective machine learning algorithms. Shifting the focus from computer
programming to how to allow them to program themselves, Machine Learning
highlights the importance of designing self-monitoring systems that self-diagnose
and self-repair, and approaches that train their users taking advantage of the
constant stream of data provided by the program rather than simply processing
it[1].
The use of artificial intelligence systems in contexts in which a decision is required
has introduced a new challenge for designers, bringing new considerations to the
work plan, inherent to fairness and the possible intrinsic bias of the systems. Studies
have shown that there may be possible unwanted biases AI systems might have
against people from specific, often underrepresented groups based on race, sex,
religion or age, among other characteristics, as the ProPublica article demonstrated
on the COMPAS system for the prediction of recidivism, which presents a bias
towards black people in the classification [10].
The bias can be caused by several factors: it can be intrinsic in the model that
encodes implicit and explicit social bias [11] (algorithmic bias), training data may
not be representative either in terms of different demographic groups or within a
particular demographic group, there may be an error leading to a bias in training
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data labels, there may be unequal rates of labels across demographic groups, the
model class may be too simple to detect relationships between characteristics for
certain groups, and more [12].
The diffusion of these learning systems could be further expanded by facilitating
the understanding of existing systems and introducing less experienced users into
the research process. In this thesis we talk about Human-Computer Interaction
(HCI), or the evaluation and implementation of computer systems interactive, that
is, aimed at the use by human users.
In fact, the transition from a purely systems-oriented design to a use-oriented
design becomes fundamental, so that the designer who wants to create quality
products focus his activity, in a conscious and informed way, on the needs of the
users of the systems he designs and on the different contexts of their use. In this
thesis, new data exploration techniques for classification analysis will be presented
[13]. In validating a model the overall performance may not reflect that of the
smaller subsets, in Chapter 4 we will present a method [13] of evaluating the model
based on the distance of performance between representative subsets of the dataset
and the entire dataset, offering to the user a way to analyze model performance at
a more granular level.
With a “Human-in-the-Loop” approach, we try to evaluate the behavior of the
classifier in representative subgroups of the dataset, comparing a forecast with
a subset or even with a single data point. In support of the work carried out
an interactive tool will be presented, that can guide the user in the carried out
analysis process, allowing the set of some parameters and an interactive display
of the results obtained to increase usability, improving the user experience also in
this sector.
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Chapter 2

Related Works

2.1 Explaining Classifications, Bias and Fairness
The rapid growth of machine learning systems and their adaptability in every field
of human life has led to the birth of a question that users ask themselves: "How
reliable is the model?". Nowadays the understanding of a prediction of a model goes
hand in hand with the search for optimization of the model itself, especially when
these systems are used in more delicate areas such as medicine, finance or justice.
For example Strumbelj and Kononenko [14] look for an effective general explanation
method for classifiers’ predictions, using only input and output of a classifier they
decompose the changes in its prediction into contributions of individual feature
values.This contributions correspond to known concepts from coalitional game
theory. The resulting theoretical properties of the proposed method guarantee that
no matter which concepts the classifier learns, the generated contributions will
reveal the influence of feature values.
We cannot limit ourselves to saying that the model works, it is important to
understand and be able to explain which factors directed the classifier to give a
certain prediction and audit the fairness of the model to avoid implicit and explicit
biases into the outputs. A necessary condition if the model used acquires a certain
importance, for example to decide the risk of recidivism of a prisoner.
This chapter offers an overview of the current literature’s approaches.

2.1.1 Slice Finder
Slice Finder [15] focuses on the problem of slicing data to identify subsets of
validation data where the model perform poorly , this consideration is based on the
fact that in model validation the overall performance of the model may not reflect
that of smaller subsets and affection allows users to analyze model performance at a
more granular level[15]. The point to consider is the search for problematic slices for
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model validation that is to find easy-to-understand subsets of data and ensure that
the model performance on the subsets is meaningful and not attributed to chance.
Slice Finder discovers large possibly-overlapping slices that are both interpretable
and problematic[15]. A slice is defined as a conjunction of feature-value pairs where
having fewer pairs is considered more interpretable. A problematic slice is identified
based on the testing of a significant difference of model performance metrics of the
slice and its counterpart.
Slice Finder’s approach[15] follows two paths for slice finding. The first deals with
decision tree training, which has a more natural interpretation as the leaves directly
correspond to slices and finds non-overlapping slices. The second deals with lattice
searching, in which it is considered a large search space where the slices form a
lattice, and problematic slices can overlap with one another.

2.1.2 MLCube

MLCube[16] offers users a way to define instance subsets using relational selections
over features, and compute aggregate statistics and evaluation metrics over the
subsets . It defines a subset as a relational selection over a feature vector table
or the raw data table, and computes aggregate statistics (e.g. accuracy) for all
user-defined subsets. It allows the user to view all intermediate results, allowing
to define a subset not only over features, but also over data attributes, or over a
combination of multiple components. MLCube[16] selects all categorical attributes
and create discrete bins for selected numerical (continuous) attributes and features.

2.1.3 AI Fairness 360

AI Fairness 360 (AIF360) is concerned with the problem of fairness in machine
learning models, often used to support decision making in high-stakes applications,
tries to help facilitate the transition of fairness research algorithms to use in an
industrial setting and to provide a common framework for fairness researchers to
share and evaluate algorithms [17]. The goal of this framework is to promote a
deeper understanding of fairness metrics and mitigation techniques.
The basic idea is to upload data into a dataset object, transforming it into a fairer
dataset using a fair pre-processing algorithm, then learning a classifier from this
transformed dataset, and obtaining predictions from this classifiers. Metrics can be
computed on the original, transformed, and predicted datasets as well as between
the transformed and predicted datasets.
AI Fairness[17] currently contains 9 bias mitigation algorithms divided in 3 cate-
gories, pre-processing, in-processing, post-processing, that is divided according to
the position in which they can intervene in a complete machine learning pipeline.
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2.1.4 FairVis
FairVis is a mixed-initiative visual analytics system that integrates a novel subgroup
discovery technique for users to audit the fairness of machine learning models,
allows users to explore both suggested and user-specified subgroups that incorporate
a user’s existing domain knowledge [18]. Users can visualize how these groups
rank on various common fairness and performance metrics and the contextualize
subgroup performance in terms of other groups and overall performance.
FairVis[18] generates the subgroups by executing as the first step clustering on the
training dataset to find statically similar subgroups of instances. Next, it uses an
entropy technique to find important features and compute fairness metrics for the
clusters. Lastly, it presents users with the generated subgroups sorted by important
an anomalously low fairness metrics. FairVis[18] discovers similar subgroup using
similarity in the form of statistical divergence between feature distributions to find
subgroups that are statistically similar.

2.1.5 Aequitas
Aequitas enables users to seamlessly test models for several bias and fairness metrics
in relation to multiple population sub-groups [19]. In Aequitas bias and fairness
are not absolute concepts and are not independent from the application scenario,
as well as its analysis and interpretation.
Aequitas[19] provides comprehensive information on how it should be used in a
public policy context, taking the resulting interventions and its implications into
consideration, it also is intended to be used by policymakers, and consequently
provides seamless integration in the ML workflow. Aequitas[19] can audit AI
systems to look for biased actions or outcomes that are based on false or skewed
assumptions about various demographic groups. Users simply upload data from
the system being audited, configure bias metrics for protected attribute groups of
interest as well as reference groups, and then the tool generates bias reports.

6



Related Works

2.2 Interactive Tool to support the analysis

A machine learning system can be as efficient as it is hard to understand for the
end user, especially when understanding the model is based on lines of code to
examine and interpret.Considering, for example, the analysis of a model, a different
representation may be relevant for the usability of the adopted algorithm. The
creation of an interactive tool to support your project means shifting a part of
attention to the end user who will be the user of the model if they understand the
advantages, for this reason attracting the user can become a fundamental factor to
keep in mind for the distribution of one’s work.
In the specific case of an analysis with results, the idea is to enhance the work
done by highlighting the salient features and directing the user’s attention to those
interesting results that have been obtained, adding explanatory graphs, tables,
centering the point of analysis. Another aspect to take into consideration is the
user’s insertion in the analysis process, this can be done at different levels, from
the choice of all the parameters used in which the user can formulate the entire
analysis, to the simple request for progress if we build the tool so that the analysis is
presented in steps requiring an input to pass from one step to another (for example
by clicking on a button).
We can see how it is underlined in [20] that more and more researchers are
realizing the importance of studying users of these systems and that interactive
machine learning can facilitate the democratization of applied machine learning.
Empowering end users to create machine-learning-based systems for their own
needs and purposes, involving a new factor to be taken into consideration, it is
necessary to understand the abilities, behaviors and needs of the end user.
Also in [21] we note how by creating correct interaction cycles we can guide the
automatic learning behaviors even of users with little or no machine learning
experience, through low-cost trial and error or focused experimentation with inputs
and outputs. In [22] we talk about the fusion of machine learning and visual
analytics as an opportunity for visual data analysis. Visual analytics leverages the
cognitive and perceptual abilities of humans to enable them to explore, reason, and
discover data features visually.
Machine learning leverages the computational abilities of computers to perform
complex data-intensive calculations to produce results for specific questions or
tasks. The discussion in Dagstuhl’s seminar [22] focuses on the user’s role in the
process of integrating machine learning into visual analytics, identifying aspects
of machine learning methods, which can be interactively controlled by the user,
such as choice and parameterization of machine learning models. While some
of these aspects can be automatically optimized by predefined cost functions, in
many applications it is essential to allow the user to control them interactively. An
example would be the view of classifiers, responding to the growing demand for
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interpretable models, which lead to visualization, not only showing the data, but
also an inferred classification model. This enables the use of human perceptual
qualities to detect: 1) potential mis-labeling errors which might emerge as outliers,
2) noisy regions which are difficult to classify, 3) the modality of each class and 4)
model overfitting effects, etc.
In the current literature we find many examples of interactive tools to support
machine learning systems.

2.2.1 Interaction to understand predictions
Prospector [23] is an interactive visual analytics system that offers a way to un-
derstand how features affect the prediction overall. Prospector[23] helps analysts
better understand predictive models interactively by leveraging the concept of
partial dependence, a diagnostic technique used to determine how features affect
the prediction, and makes this technique fully interactive, supports localized in-
spection, so users can understand why certain data results in a specific prediction,
and even lets users hypothesize new data by changing values and observing how
the predictive model responds.
Rivelo [24] is a visual analytics interface that enables analysts to understand the
causes behind predictions of binary classifiers by interactively exploring a set of
instance-level explanations, these explanations are model-agnostic, treating a model
as a black box, and they help analysts in interactively probing the high-dimensional
binary data space for detecting features relevant to predictions.

2.2.2 Interaction to understand the capabilities of the clas-
sifier

[25] presents an interactive tool based on learning the kernel and hyperparameters
for multiclass classification that leverages human guidance, the method enables
people to prune the model space via interactive exploration, reducing computational
needs. Starting with an initial model, users can interact with a visual representation
of a leave-one-out confusion matrix, allowing them to search among a space of
models to identify a model whose cross-validation performance is favorably aligned
with the desired output.
The key idea is to harness user interactions to explore the space of solutions
without cross validating the entire space in an exhaustive manner. By visualizing
the possible solutions and guiding the search, users can both gain a sense of the
capabilities of the classifier and choose a model aligned with his goal.
Squares [26] is an interactive performance visualization for multiclass classification
problems. Squares displays information used to derive several common performance
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metrics and helps practitioners prioritize efforts in debugging performance problems
while supporting direct access to instances. It allows users to click on boxes, strips,
or stacks to reveal corresponding instances or groups of instances in an adjacent
table. The instances can be color coded by their true label and performance issues
are indicated by the arrangement of colored points in the display (e.g., a mix of
colored points may indicate poor separability of certain classes). Users can also
click on individual points to view the corresponding data instances.

2.2.3 Interaction for data analysis
InsightsFeed [27] was developed for analyzing large Twitter datasets using the PVA
paradigm. Progressive visual analytics (PVA) is a data analysis system that deliver
improving estimates of the results of computations have been introduced, these
systems involve the analyst during long computational processes allowing interac-
tive exploration, for example by filtering data or changing the parameters of the
computation and progressively visualizing their intermediate results. Advantages of
PVA include (1) reduced latency, (2) better transparency of how the computational
methods work, and (3) support for early decision-making, either for making a
final decision or for terminating misguided analyses early. InsightsFeed[27] uses
the traditional visual analytics pipeline and incorporate intermediate results and
feedback about progress from long computations, while providing easy controls
to change the parameters of the progressive computations as well as supporting
interactive filtering of visualized data. The InsightsFeed[27] interface helps the data
analyst understand the tweets, sentiments, as well as keywords discussed within
tweets that are visualized using multidimensional projection algorithms to create a
semantic map.
CueFlik [28] is a system developed to support Web image search,in which it is
shown that well designed interactions can significantly impact the effectiveness of
the interactive machine learning process. CueFlik[28] allows end-users to interac-
tively define visual concepts (e.g., “product photos”, “pictures with quiet scenery”,
“pictures with bright psychedelic colors”) for re-ranking web image search results.
End-users train CueFlik[28] by providing examples of images with and without the
desired characteristics. These examples are used to learn a distance metric as a
weighted sum of component distance metrics (including histograms of pixel hue,
saturation, luminosity, edges, global shape and texture).

2.2.4 Interaction to evaluate fairness and bias
FairVis [18] offers an interactive visual interface to help users explore the fairness
of their machine learning models and discover potential biases.
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AI Fairness 360 [17] is an open source toolkit that brings value to diverse users
and practitioners ( 2.1.3 ). For fairness researchers, it provides a platform that
enables them to: 1) experiment with and compare various existing bias detection
and mitigation algorithms in a common framework, and gain insights into their
practical usage; 2) contribute and benchmark new algorithms; 3) contribute new
datasets and analyze them for bias. For developers, it provides: 1) education on the
important issues in bias checking and mitigation, 2) guidance on which metrics and
mitigation algorithms to use; 3) tutorials and sample notebooks that demonstrate
bias mitigation in different industry settings; and 4) a Python package for detecting
and mitigating bias in their workflows.

2.2.5 Interaction to find problematic subgroups of instances
MLCube Explorer [16], an interactive visualization tool for exploring machine
learning results using MLCube (see 2.1.2). MLCube Explorer[16] allows users to
visually explore aggregate statistics over subsets of data instances and interactively
drill down into models. This enables users to find interesting patterns between
features and model results, leading to discovering insights that help them understand
the mechanisms of the models and further improve their performance.
Slice Finder [15] is an interactive framework for identifying such slices using
statistical techniques ( 2.1.1 ), the interface consists of: a scatter plot that shows
the (size, effect size) coordinates of all slices. This gives an overview of the top-k
problematic slices, which allows the user to quickly browse through large and also
problematic slices and compare slices to each other. The user can view the slice
description, size, effect size, and metric (e.g., log loss), can select a set of slices
and view their details on a table; on the table view, the user can sort slices by any
metrics on the table.
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Chapter 3

Background

This chapter presents a background of basic concepts that will be used in the
description of the analysis carried out in this thesis.

3.1 Classification and Algorithmic Bias
Classification is a technique used in supervised learning where the goal, based on
the analysis of previously labeled data, is to be able to predict the labeling of future
data classes. Labels are unordered discrete values that can be considered to belong
to a group of a class. The algorithm is instructed by the supervisor to recognize
the categories through a series of practical examples (dataset training). In each
example the machine is supplied with: the descriptive variables of the environment
(x) a label to indicate the desired result (y) that is, the class to which the example
belongs. The system processes the examples in search of a general classification
rule called a model. Once the model has been built, the machine uses it to classify
the new instances, based on the observations made on the training set [29, 30, 31].
A classification model generated via a learning algorithm must be able to adapt
correctly to the input data, but also and above all be able to correctly predict
record class labels that never has seen before. That is, the key objective of the
learning algorithm is to build models with good generalization skills. Given the
growing popularity of machine learning systems in many different areas of practice
in our society, the evaluation of the fairness of the model is becoming increasingly
important. This is because despite the benefits that algorithmic systems can make,
models can reflect, inject or exacerbate implicit and explicit social prejudices in
their outputs, disregarding some demographic subgroups [32, 33].
Find out which ones bias introduced a machine learning model is one great challenge,
thanks to the numerous definitions of fairness and the great number of potentially
imparted subgroups [17, 18, 19, 34, 35, 36].
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Narayanan has described at least 21 mathematical definitions of equity from the
literature [21], these are not just theoretical differences in how to measure fairness;
different definitions produce entirely different outcomes, we can divide all the
definitions of equity into 5 large partitions[37]: 1) Group Fairness, 2) Individual
fairness,3) Counterfactual fairness, 4) Preference-based fairness, 5) Fairness through
unawareness. We present the definitions of Group fairness and Counterfactual
fairness.

Definition 3.1.1 (Group Fairness) A classifier C satisfies the definition of
group fairness if subjects in both protected and unprotected groups have equal
probability of being assigned to the positive predicted class[38].

P (R = +|A = a) = P (R = +|A = b).∀a, b ∈ A

Definition 3.1.2 (Counterfactual Fairness) A classifier C satisfies the defini-
tion of counterfactual fairness if

P (CA←a(U2) = y|X = x,A = a) = P (CA←aÍ(U) = y|X = x,A = a).

That is, given a set of attributes ( e.g. level of education, type of crime, drug
problems and protected attribute A = ethnicity) and a result Ŷ to be predicted
(e.g. relapse), a graph is counterfactually correct if the ethnicity is not directly
connected to Ŷ through others attributes. Intuitively, this means that a decision is
right comparisons of an individual if it is the same in the (i) real world and in the
(ii) world counterfactual in which the individual belonged to a different demographic
group (i.e white instead of black) [34].

Figure 3.1: Graph Counterfactual [37]

12



Background

A great difficulty in machine learning fairness is the mathematical formulation,
it is impossible to satisfy all the definitions of equity simultaneously when the
populations have different base rates.This incompatibility between fairness metrics
was formalized by the impossibility theorem for fair machine learning [18]. Two
papers [39, 40] simultaneously proved that if groups have different base rates in
their labels, it is statistically impossible to ensure fairness across three base fairness
metrics — balance for the positive class, balance for the negative class, and cali-
bration of the model. Data scientists must therefore decide which fairness metrics
to prioritize in a model and how to make trade-offs between metric performance.
An example of these considerations can be seen in the recidivism prediction tool
COMPAS , a system that is used to predict the risk of letting someone go on bail.
The ProPublica article [10] showed that in assigning the criminals’ risk scores to
determine their likelihood of recidivism, COMPAS was biased to give higher risk
and therefore predict a higher rate of recidivism for black defendants compared to
other races. The probability of a non-recidivating black defendant being assessed
as high-risk is nearly double that of white defendants. Similarly, the likelihood
of a recidivating black defendant being assessed as low risk is nearly half that of
white respondents[10]. In technical terms, indicate that the COMPAS tool has
significantly higher false positive rates and lower false negative rates for black
defendants than for white defendants [36].
There have been various solutions proposed for addressing algorithmic bias in
machine learning across the entire model training pipeline. These range from
techniques for obfuscating sensitive variables in training data [41], to new regu-
larization parameters for training [42] and post-processing outcomes by adding
noise to predictions [43]. While these can help balance certain inequities, the
impossibility theorem dictates that hard decisions will still have to be made about
which fairness metrics are the most important for each problem.
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3.2 Game Theory

In this section will be tell some history of game theory, Before moving on to the
concept of Shapley Value [44](even when we are not speaking of the Shapley value’,
the history of game theory is inextricably connected with other aspects of Shapley’s
work ). Although game-theoretic ideas can be traced earlier, much of the modern
theory of games traces its origins to the 1944 book by John von Neumann and
Oskar Morgenstern, Theory of games and economic behavior [45].
In seeking a way to analyze potentially very complex patterns of strategic behavior,
their approach was to "divide the difficulties", by finding simple models of the
strategic environment itself. Their first step was to find a way to summarize
each alternative facing an individual decision maker by a single number. Their
contribution was to specify conditions on an individual’s preferences over possibly
risky alternatives sufficient so that his choice behavior could be modeled as if, faced
with a choice over any set of alternatives, he chose the one that maximized the
expected value of some real-valued function, called his utility function.
In this way, a complex probability distribution over a diverse set of alternatives
could be summarized by a single number, equal to the expected utility of the lottery
in question. Once the alternatives are reduced facing each individual to a numerical
description, von Neumann and Morgenstern proceeded to consider (among other
things) a class of games in which the opportunities available to each coalition of
players could also be described by a single number[45].
They considered cooperative games in characteristic function form (now some-
times also called "coalitional form") defined by a finite set N = {1, · · · , n} of
players, and a real-valued "characteristic function" v, defined on all subsets of
N (with v (ϕ) = 0). The interpretation of v is that for any subset S of N the num-
ber v (S) is the worth of the coalition, in terms of how much "utility" the members
of S can divide among themselves in any way that sums to no more than v (S)
if they all agree. The only restriction on v that von Neumann and Morgenstern
proposed was that it be superadditive; that is, if S and T are two disjoint subsets
of N, then v (S ∪ T ) ≥ v (S) + v (T ).
This means that the worth of the coalition S ∪ T is equal to at least the worth of
its parts acting separately. The characteristic function model assumes the following
things about the game being modeled. First, utility can be embodied in some
medium of exchange "utility money" that is fully transferable among players, and
such that an additional unit of transferable utility always adds a unit to any player’s
utility function. Second, the possibilities available to a coalition of players can be
assessed without reference to the players not included in the coalition. Third, a
coalition can costlessly make binding agreements to distribute its worth in any
way agreed to by all the members, so it is not necessary to model explicitly the
actions that players must take to carry out these agreements. In recognition of
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the importance of the assumption that utility is transferable, these games are
sometimes called transferable utility (TU) games. Although these simplifying
assumptions are obviously substantial, the characteristic function model has proved
to be surprisingly useful as a simple model of strategic interaction.
At the foundation of the theory of games is the assumption that the players of a
game can evaluate, in their utility scales, every "prospect" that might arise as a
result of a play. In attempting to apply the theory to any field, one would normally
expect to be permitted to include, in the class of "prospects," the prospect of
having to play a game. The possibility of evaluating games is therefore of critical
importance.
Considering three essential assumptions: (a) that utility is objective and transfer-
able; (b) that games are cooperative affairs; (c) that games, granting (a) and (b),
are adequately represented by their characteristic functions, we describe below the
basic concepts and definition of coalition game theory[44].

Definition 3.2.1 (Coalition Game [44] ) A coalitional form game is a tuple
éN, vê, where N = {1,2, · · · , n} is a finite set of n players, and v : 2N → Ù is a
characteristic function such that v (ϕ) = 0. Subsets of N are coalitions and N is
referred to as the grand coalition of all players. Function v describes the worth of
each coalition. We usually assume that the grand coalition forms and the goal is
to split its worth v (N) among the players in a ”fair” way. Therefore, the value
(that is, solution) is an operator ϕ which assigns to éN, vê a vector of payoffs
ϕ (v) = (ϕ1, · · · , ϕn) ∈ Ùn. For each game with at least one player there are
infinitely many solutions, some of which are more ”fair” than others. The following
four statements are attempts at axiomatizing the notion of ”fairness” of a solution
ϕ and are key for the axiomatic characterization of the Shapley value.

Axiom 1 The first axiom ("symmetry")defines that value is a property of the
abstract game.
If for two players i and j v (S ∪ {i}) = v (S ∪ {j}) holds for every S, where S ⊂ N
and i, j /∈ S ,then ϕi (v) = ϕj (v).

Axiom 2 The second axiom ("efficiency") defines that the value represents a
distribution of the full yield of the game. This excludes, for example, the evaluation
ϕi [v] = v ((i)) in which each player assumes that the others will all cooperate
against him. Ø

i∈N

ϕ (v) = v (N)

Axiom 3 The third axiom (“dummy”) defines that a player’s value is zero if the
value of a coalition never changes when he joins it.
If v (S ∪ {i}) = v (S) holds for every S, where S ⊂ N and i /∈ S, then ϕi(v) = 0.
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Axiom 4 The fourth axiom ("law of aggregation") defines that if two independent
games are combined, then their values must be added player by player.
For any pair of games v,w:

ϕ (v + w) = ϕ (v) + ϕ (w) , where (v + w) (sS) = v (S) + w (S) for all S

Theorem 3.2.1 For the game éN, vê, there exists a unique solution ϕ, which
satisfies axioms 1 to 4 and it is the Shapley value:

Shi (v) =
Ø

S∪N\{i},s=|S|

(n − s− 1)!s!
n! (v (S ∪ {i} − v (S))) , i = 1, · · · , n.

16



Background

3.3 Shapley Value
Mentioning the article [46] the Shapley Value finds a solution to the question of
how to obtain a personal attribution (of payoff) to each players starting from the
value of a subsets of the player set.
Shapley[44] proposed an answer to this question, which is based on the idea of
defining a “value” for each player in the game, in order to evaluate whether it
is worthwhile to participate. Let’s consider a game with a set N = {1, · · · , n} of
players, the value is a vector of n numbers representing the value of the game in
each of its n positions. The result of Shapley[44] is that the axioms defined in
the previous section uniquely determine this payout vector for each game. Using
the terminology of game theory, let a coalitional game be defined by a pair (N, v),
where N = {1, · · · , n} is the set of all players and v (S), for every S ⊆ N , is a real
number associating a worth with the coalition S, such that v (ϕ) = 0, this type of
game is most commonly referred to as a coalitional game with transferable payoff.
A payoff profile of a coalitional game is the assignment of a payoff to each of the
players. A value is a function that assigns a unique payoff profile to a coalitional
game. It is efficient if the sum of the components of the payoff profile assigned
is v (N).That is, an efficient value divides the overall game’s worth between the
different players .
A value that can determine the importance of the different actors can be used as a
basic concept to be able to quantify the contributions of the individual elements of
the system. In game theory the definite value for this type of coalitional game is
the Shapley value (Shapley, 1953), defined as follows.
Let the marginal importance of player i to a coalition S, with i /∈ S, be

∆i (S) = v (S ∪ {i}) − v (S)

Then, the Shapley value is defined by the payoff

γi (N, v) = 1
n!

Ø
R∈Ù

∆i (Si (R))

of each player i ∈ N, where R is the set of all n! orderings of N and Si (R) is the
set of players preceding i in the ordering R. To understand the significance of the
Shapley value we consider all the players arranged in a certain order, with all orders
equally probable. Then γi (N, v) is the expected marginal importance of player i to
the set of players who precede him. The Shapley value is efficient since the sum of
the marginal importance of all players is v (N) in any ordering.
The Shapley value[44] has a wide range of applicability as illustrated in the survey
paper by Moretti and Patrone (2008)[46], which is dedicated entirely to this unique
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solution concept and its applications. An example of the use of Shapley value in
machine learning can be found in the work of Keinan et al. [47].
We find another example of the use of Shapley Value in the context of eXplainable
Artificial Intelligence (XAI) applied to Machine Learning Classification problems.
XAI is a branch of artificial intelligence that deals with interpretability, that is, it
tries to give a reasonable explanation to the results of a model [48]. The example
in question is Shapley Additive exPlanations(SHAP) , which is a method that uses
the optimal Shapley values deriving from game theory [49] with a kernel-based
estimation approach. SHAP tries to explain a single forecast by calculating the
contribution of each feature contributes to the resulting forecast. One of the SHAP
approaches is the SamplingExplainer which calculates the SHAP values under the
assumption of functionality independence by extending the algorithm proposed by
Strumbelj and Kononenko [14]. If interested in learning more about the topic of
shapley value, refer to [44, 50, 46].
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Chapter 4

Data exploration for
classification analysis

The approach presented [13] is based on the idea of searching for representative
subgroups of a chosen dataset in which the model performance is inefficient and
incorrect, to do this we describe below the techniques used to find the subgroups
and how we have defined and evaluated the discrepancy between the ideal and
the real result obtained. In this section we will deal with the theoretical basis on
which the interactive tool has been built, highlighting the innovative aspects of the
proposed solution which will be made even clearer in the graphic representation.

4.1 Metrics used in the evaluation
During the description of the method [13] we will see, in addition to the operation,
the variety of parameters that the user can modify interactively, formulating new
hypotheses and being able to explore the results obtained at a high level. Among
the various choices proposed to the user there is also the choice of the metrics to be
used in the validation of the model and the list of possible values is considerable.
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False Positive Rate (FPR)
False Negative Rate (FPR)

Accuracy
Positive Rate
Negative Rate

|FPR|
|FNR|

|Accuracy|
Accuracy Subgroup Fairness(ACsf)

Statistical Parity Subgroup Fairness (SPsf)
False Positive Subgroup Fairness (FPsf)
False Negative Subgroup Fairness (FNsf)

Table 4.1: List of metrics available in the method

The metrics, in the context of classification, are used to quantify the goodness
of the model in a more or less detailed way, depending on the metric[29, 30].
A common metric used in these cases is Accuracy, which measures how often
the algorithm correctly classifies a given point; defined as the number of correct
predictions on all predictions, too low an accuracy makes the model unsuitable or
not at all; moreover, accuracy does not distinguish between false positives and false
negatives and for this reason we provide other metrics to quantify them. Starting
from the relationships indicated in the confusion matrix we can define the following
metrics[51, 52, 53].
Another choice is the False Positive Rate (FPR) metric, a precision metric that can
be measured on a subset and indicates the percentage of negative cases mistakenly
identified as positive cases, it is a fraction of negative cases mistakenly identified
as positive among all. the negative cases.
The metric False Negative Rate (FNR)indicates the false negative rate, it is a
percentage of positive cases mistakenly identified as negative out of all positive
cases. Of the metrics listed above, we also propose the version in which we consider
the absolute value.
The metric Positive Rate indicates the rate of positive cases, it is the percentage of
potential cases correctly identified as positive.
The metric Negative Rate indicates the rate of negative cases, it is the percentage
of negative cases correctly identified as negative.
In evaluating the result of a classifier it is important to consider the hypothesis
that the forecast may be influenced by some discrete random variables that encode
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sensitive characteristics present in the dataset (such as example ethnicity or gender).
If the prediction is independent of these sensitive characteristic, the algorithm is
defined fair. The fairness of classification systems is a very recent issue that is still
under development. Despite the multitude of definitions of fairness in the literature
[38], there are three criteria of fairness that serve to verify this situation.
Independence: the sensitive characteristics are statistically independent of the
prediction, the prediction of an individual, with different sensitive characteristics,
in one group or another, is equally probable[51].
Separation: the sensitive characteristics are statistically independent of the forecast
given the value of the target, i.e. the probability of being identified in a certain
group is the same for two individuals with different sensitive characteristics because
they actually belong to the same group, given the value of the same target[51].
Sufficiency: the sensitive characteristics are statistically independent from the
value of the target given by the forecast, indicating that the probability of two
individuals, with different sensitive characteristics, of being effectively identified in
each of the groups is equal since they were expected to be of the same group[51].
Starting from these definitions we can introduce other metrics to evaluate the
fairness of the algorithm, which we can divide into two groups: the metrics based
on the expected result and the metrics based on the expected and actual results.
Among the metrics based on the expected result, we considered Statistical Parity[51],
a definition that is satisfied if the cases considered of protected and unprotected
groups have the same probability of being identified as positive.
Finally, we have the metrics based on the expected and actual results and among
these, we considered the Predictive Equality (also defined as False positive error
rate balance), a definition satisfied if the cases considered of the protected and
unprotected groups have the same FPR[51].
The Equal Opportunities (also referred to as False negative balance of the error
rate), and defining cases considered fulfilled if the protected groups and unprotected
have FNR equals[51].
The Overall accuracy equality is satisfied if the case considered in the protected
groups and unprotected has the same accuracy of prediction[51].
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4.2 Research for representative subgroups
The first step of the analysis focuses on searching for those representative subgroups
of the dataset in which the model demonstrates incorrect behavior. There are two
approaches to search for subgroups, the first is aimed at the user by requesting to
indicate the attributes of interest or their values, the second instead is based on
automatic detection of subgroups and this is the approach followed in this analysis.
In our case we make a premise, that is, the choice of subgroups is limited to those
elements that have a certain frequency in the data set that have a greater number
of instances and therefore a greater influence, unlike infrequent subgroups that are
less relevant and whose measurements could be affected by statistical fluctuations;
we, therefore, focus on the frequent subgroups.
Frequent patterns are defined as those datasets that appear in a dataset with a
frequency not less than a threshold (indicated in our interactive tool as “threshold
support”) specified by the user.
In the world of Data Mining, this process is carried out by algorithms defined
Frequent Pattern Mining which has the objective of extracting sets of frequent
elements from a database; in our system, it is possible to use any Frequent Pattern
Mining algorithm considering that the performance of our model will depend on
the efficiency of the chosen algorithm.
Frequent Pattern Mining algorithms require the presence of discrete data, therefore
continuous attributes (if any) must be discretized. The datasets proposed in the
tool are already discretized, any new datasets chosen by the user must be inserted
already discretized.

4.3 Evaluation method for frequent patterns
Once we have determined the frequent subgroups we explore in this section what
considerations we made to evaluate the pattern in these sets.
The idea starts from considering the fact that an underperforming subgroup must
present a significant difference with respect to the behavior of the whole set, and
starting from this thesis we have introduced as a comparison value the difference
between the statistics computed on the item and the statistics computed on the
entire dataset, which for simplicity we will refer to in the course of the explanation
as a group discrepancy [13].
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Definition 4.3.1 (Group Discrepancy) We consider a set of arbitrary itemset
I in the dataset D and denote by p the value of the performance computed on the
element. We define the group discrepancy as:

∆p = p (I) − p (D) (4.1)

The value of the group discrepancy is computed in the process of extracting
the frequent subgroups to improve the estimate, once it is determined that the
item considered at that moment belongs to the frequent patterns, i.e. its support
value is above the indicated threshold from the user, the system returns the itemset
indicating the composition of the elements and its group discrepancy value. We
thus obtain a table of values in which it is possible to determine which itemsets
have a greater group discrepancy value, which can also be interpreted as which
groups deviate most from the correct behavior.
To give an example, let’s consider accuracy as a statistic and take COMPAS as a
dataset. COMPAS [54] is a decision support system used by US courts to assess
the probability of a defendant becoming recidivism. The tool assigns defendants
scores indicating the probability of recidivism based on more than 100 factors,
including age, gender and criminal history. These scores are used to decide whether
to release the accused on bail or detain him pending trial. As we can see in
the Figure 4.1, the first line indicates the overall and it is the instance that we
will use to make the comparison with all the others (accuracy = 0.63); in the
second line, however, the item set consisting of age_cat = Less than 25, race =
African-American, length_of_stay = <week has a lower accuracy (accuracy 0.53)
with a group discrepancy of -0.098, this indicates that considering that subgroup
the model is less accurate than the entire data set.

Figure 4.1: Frequent pattern evaluation with the overall: the second instance has
a lower accuracy than the overall this indicates incorrect behavior of the model in
this itemset.
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It is a very useful indication in the debugging of the models, with the calculation
of an estimate of the group discrepancy for the frequent subgroups we are able to
obtain an indication of the behavior of the classification model. In our analysis
is treated as a black box without having access to the operation internal (defined
agnostic approach), proving to be an effective method for understanding the model
or even for verifying a significant deviation from the general behavior for sensitive
attributes.
Once the frequent itemsets have been obtained, each characterized by its group
discrepancy value, the next step tries to explore in more detail for each subgroup
what individual contributions the individual elements of the particular itemset have
had to determine the corresponding group discrepancy value, to make this we use
the method described in chapter 3 of the Shapley Value[44].
Thanks to the Shapley Value[44] we have the way to individually determine which
attribute values have influenced the most in achieving a high group discrepancy
value, at a higher level we can say that the presence of that attribute value during
the classification process makes so that the prediction has a greater probability of
being incorrect. Taking up the example considered in Figure 4.1 we can evaluate,
thanks to the Shapley Value[44], the local contributions that the attributes that
compose it have.

Figure 4.2: Shapley Value graph to evaluate the local contributions of the
attributes that make up the itemset.
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Noting that the most contributing attribute is age _cat = Less than 25 (followed
by race = African-American), i.e. the presence of this attribute tends to decrease
accuracy.
Summarizing the steps performed up to this point, we extracted the frequent
patterns, we calculated the group discrepancy value, and thanks to the Shapley
values[44] we quantified the single contribution of the attribute values that make
up the item set, identifying which of them collaborate in a greater discrepancy
value, noting however that if an itemset is a subgroup of another itemset this does
not guarantee a smaller group discrepancy value, and from this consideration, we
introduce the next step concerning the search for those items that contribute to
lower the value group discrepancy when added to an itemset.
We always take accuracy as an example and consider the first instance represented
in Figure 4.2, we can see how adding the item "priors _count = 0" to the item set
consisting of sex = Male, race = African-American leads to an increase in accuracy
from -0.038 to 0.015 by adjusting the value by an amount equal to 0.023.

Figure 4.3: Evaluation of the contributions of adding items to the itemset

We explored all the frequent itemsets by cyclically adding a new attribute taking
into account all the possible combinations with the single values that the attribute
can take. We rephrased the calculations to determine which attributes exhibited
this regulatory behavior of the group discrepancy value, evaluating not only the
difference concerning the item-exempt from the attribute but also managing to
quantify the adjustment that the added attribute provided. Finally, we tapped
again on the power of the Shapley values[44] to obtain a comparison between the
contributions of the initial item set and those governed by the added attribute.
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Let’s consider the instance examined in Figure 4.3, the following image shows
the comparison between the two Shapley Values and we can see the positive local
contribution that the item priors _count = 0 adds with respect to the other nega-
tives, helping to increase the accuracy of the itemset.

Figure 4.4: Comparison of Shapley values[44]: on the left the local contributions
of the original item set attributes; on the right the local contributions of the item
set with the addition of the item

4.4 Search for a Global vision
The exploration of the group discrepancy of frequent itemsets has brought to
light the consideration that subgroups of an itemset do not involve lower group
discrepancy values, hence the idea of a global exploration of the value of group
discrepancy.
All the computations carried out up to this point evaluate the individual group
discrepancy which, as we have seen, depends on how many instances have a certain
configuration and consequently on how the data were collected.
This means that if in the dataset there are multiple instances of a given set rather
than another for how the data set is sampled we get an influence on the estimation
of the group discrepancy of the single itemsets. The evaluation is limited to the
specific case examined and does not reveal the correlations between several elements,
we are talking about a type of comparison between the single and the total.
We wondered if it was possible to extend the concept of group discrepancy towards
a result that would give a more global vision.
In detail we tried to evaluate the contribution that a single attribute value had on
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the group discrepancy if added to other itemsets thus obtaining an overall estimate
of the effect of that attribute. We obtain this result using Shapley’s collective game
theory based on game theory, in this way we can estimate the contribution of the
group discrepancy of a correlated element with all other elements, and with the
overall result, we can determine if the discrepancy value of group increases as the
attribute is added to the other itemset.
The global discrepancy result is a better estimate of the effect of an attribute on
the discrepancy and is more robust when variations occur in the data story, and
allows us to recognize which attributes tend to bend the classification towards one
class or another.
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Chapter 5

Visual Exploration of
Interactive Tool

In this Chapter we deal with another important aspect to consider when conducting
an analysis, the comprehension. The analysis represents an investigation, a de-
tailed study of a procedure (or system), carried out through the examination of its
individual elements and their interrelationships, in order to make it more rational
and efficient, or to discover its malfunctions. The ultimate goal of an analysis
concerns the presentation of the results obtained and the explanation of how the
analysis was carried out. The analyst, often, does not pay the right attention
to this last phase, focusing mainly on the formulation, algorithms and numerical
results, as the recipients of the analysis are usually scholars in the sector who can
understand the results obtained, also through a laborious explanation of the work
or with the simple presentation of the numerical results without a pre-exposure
of the basic concepts. All this implies a limitation of the diffusion of the work,
limited to the field of study and only to expert users able to understand, evaluate
and manipulate the algorithms involved in the analysis. Instead, a well thought
out representation could facilitate the understanding process leading to a greater
diffusion of the results obtained, in some cases a good graphic representation of
schemes and results is sufficient (for example the use of tables, bar graphs, etc. )
when the analysis does not present significant parameters for the result, in others,
if the analysis allows it, the representation can be brought towards a greater direct
involvement of the user in the analysis process itself, making him almost the author
of results [55, 56].
By allowing the user to interact with the system, we raise the level of interest
in the system and lead the user to train together with the system, obtaining
greater understanding, usability and perception of what is being done and what
has been achieved to expert users and in this way we are able to introduce even less
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experienced users into the recipients of the work. This is achieved by building an
interactive system that guides the user from start to finish, in the analysis process
and in the choice of parameters manipulating the result. An efficient analysis is the
one that leads to interesting results, by playing on the perception of the recipient
we are able to involve them emotionally in the work, to make them participate
and therefore to obtain greater understanding, interest and consequently greater
distribution.
The diffusion of the use of an algorithm is strongly influenced by the perception
that people have of it, regardless of its performance, this is because we are not able
to establish with certainty how people perceive the decisions made by algorithms
with respect to the decisions made by humans. The strength of algorithms lies in
enabling efficient, optimized, and data-driven decision-making, and this aspect leads
to increasing adoption of algorithms for managerial and organizational decisions.
Although algorithms are increasingly efficient there is still a tendency to doubt the
decision-making results that do not come from people, and this influence the per-
ception of the decisions that are made[57]. Misperceptions of algorithmic decisions
can in turn influence people’s trust and attitudes toward the use of algorithms by
decreasing their distribution. People form different personal theories about how
algorithms work, regardless of how algorithms actually work [58].
Interactive Machine Learning (IML) is a branch of Machine Learning that combines
human perception and intelligence with the computational power and speed of
computers. The interactive process is designed to involve input from the user,
without requiring the in-depth knowledge that might be necessary to work with
more traditional machine learning techniques.
Under the IML process, non-experts can use their knowledge of the domain and
datasets to find patterns of interest or develop complex data driven applications.
The IML process involves the user involvement in the training process using for
example human input in the example selection, creation and labelling process. [59]
and [60] demonstrated that typical machine learning tasks could be designed by
including human input, and over the past decade and a half the IML process has
seen increasing attention within the HCI community.
The user providing input to the IML system need not possess any deep understand-
ing of the models with which they are interacting. Interactive Machine Learning
is based on the construction of interaction systems in which a user or user group
iteratively operates a mathematical model to describe a concept through iterative
cycles of input and review. Model refinement is driven by user input which can be
designed in many forms, such as providing indicative samples, describing indicative
features or otherwise selecting high-level model parameters.
In the IML process the user becomes the principle driver of the interaction to
provide the desired behaviour in the system. Giving the user the ability to operate
on the system does not imply that the computer has no influence on the process or
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does not make independent decisions. Indeed, the application may, for example,
intelligently select a subset of data for review. The concept of the user as the main
driver of the operation is seen in the fact that the IML application seeks to provide
the user with control over the high level behaviour of the system. The user drives
the process by providing feedback and model training. The interface is the bridge
between the user and the model and data and provides the basis for interaction.
The interface component is the primary focus of this Chapter.
The user may possess significant domain expertise relevant to interpretation of the
data and evaluation of model outputs. In [61] three important aspects of an IML
process are highlighted that can be thought of as desired interface attributes: 1)
illustrate the current state of the concept learned; 2) guide the user to provide
inputs that improve the quality of the concept; and 3) provide review mechanisms
that allow the user to explore the model space. [62] identify three activities relevant
to the productive integration of the human user and machine learning techniques:
1) transmitting the reasoning of the system to the user; 2) transmit the user’s
reasoning to the system; and 3) ensure both the system and the user profit from
this feedback loop. The four key elements of the interface are therefore: sample
review, feedback assignment, model inspection and activity overview [63].
A decisive aspect of the growth of human-computer systems is Usability. Usability
issues are still identified late in the software development process, during testing
and deployment. One of the reasons for the delay in identifying these issues is
in the system design during requirements assessment which does not incorporate
usability perspectives effectively into software requirements specifications. The
main strength of usability-focused software requirements is the clear visibility of
usability aspects for both developers and testers.
Design science is described as an inventive or creative problem solving activity [64],
and focuses on how to develop and produce artefacts and artificial systems having
desired properties. In [65] the importance of design activities for the discipline of
information systems (IS) is emphasized and presenting a conceptual framework for
understanding, executing, and evaluating IS research combining behavioural science
and design science paradigms. An important aim of Human Computer Interaction
is to gain a detailed understanding of cognitive, perceptual, and motor components
of user interactions with human computer systems [66]. The two models to be used
to develop a detailed understanding and to elaborate the functional specification
are the user and usability models. These models will be formally designed as
specifications [67].
A human-centered understanding of machine learning in human context can lead
not only to more usable machine learning tools, but to new ways of framing learning
computationally. [68] studied expert programmers working with machine learning
and identified a number of difficulties, including treating the methods as a "black
box" and the difficulty of interpreting the results. A human-centered approach to
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machine learning that rethinks algorithms and interfaces to algorithms in terms of
human goals, contexts, and ways of working can make machine learning more useful
and usable. In interactive machine learning, the user chooses what new examples
to label and/or create, or works together with the algorithm in controlling the
process. In this way, the computer is part of a human design process, rather than
the human being in the loop of an algorithmic process.
Past work also demonstrates ways in which a human-centered perspective leads to
different approaches to evaluating, analysing, and understanding machine learn-
ing methods [20]. Design research suggests that explicit mechanisms to support
exploration, comparison of alternative prototypes, and iterative refinement are
fundamentally important to enabling efficient and effective design [69, 70]. Machine
learning tools should explicitly aid users in these activities. Tools must also provide
effective feedback to inform subsequent user actions: to help users understand
how to debug a model that has not learned a concept correctly, to understand
the trade-offs between different formulations of a learning problem, and even to
understand the limits of what can be learned [71].
Early computer software aimed to solve business and scientific problems in a prede-
termined way that allowed only very constrained user input, through arguments
given to the program at runtime. This contrasts sharply with modern day software,
which is much more interactive and supports frequent user input as it runs. This
shift towards interactive software is reflected in the growing emphasis on interfaces
designed to facilitate communication between software and humans.
However, one major drawback of existing interactive systems is that they have little
ability to take into account differences in the knowledge, style, and preferences of
their users. Clearly, there is a need for increased personalization in many areas
of interactive software, not only in the types of flexibility but in the way that
personalization occurs. Moreover, some facets of user styles may be reflected in
their behavior but not subject to conscious inspection. This suggests the use of
techniques from machine learning to personalize interfaces, based on the observation
of user activity. An adaptive user interface is an interactive software system that
improves its ability to interact with a user based on partial experience with that
user. Rather than replacing a human, the system suggests information or generates
actions that the user can always override. Ideally, the learned knowledge should
reflect the preferences of individual users, thus providing personalized services for
each one.
However, this focus on advisory systems leads directly to another characteristic: the
user’s decisions give a ready source of training data to support learning. Every time
the interface suggests some choice, the human either accepts that recommendation
or rejects it, whether this feedback is explicit or simply reflected in the user’s
behavior. Either way, the system obtains another datum to drive its search for an
improved knowledge base, and each case includes details about the decision-making
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situation, providing important context for future predictions.
The embedded nature of the induction process has another implication for the learn-
ing task: the system should carry out online learning, in which the knowledge base
is updated each time an interaction with the interface occurs. This contrasts with
most work in data mining, which assumes that all data are available at the outset.
Because adaptive user interfaces collect data during their interaction with humans,
one naturally expects them to improve during that use, making them ’learning’
systems rather than ’learned’ systems. Because adaptive user interfaces[72] must
learn from observing their user’s behavior, another distinguishing characteristic is
their need for rapid learning. Still, adaptive interfaces that learn rapidly will be
more competitive, in the user’s eyes, than ones that learn slowly.
There are two types of adaptive user interfaces: informative interfaces and gener-
ative interfaces. Informative interfaces attempt to select or filter information for
the user, presenting only those items he will find interesting or useful. Generative
interfaces, focuses on the generation of some useful knowledge structure [72].
The goal of visual analysis (VA) systems is to solve complex problems by integrating
automated methods of data analysis, such as machine learning (ML) algorithms,
with visualizations. More importantly, it is crucial to incorporate the knowledge,
intuition and feedback of the human being into the analytic process, so that hy-
potheses can be refined and models can be tuned. By integrating ML algorithms
with interactive visualizations, VA aims to provide a visual platform for the analyst
to interact with their data and models [73]. Interactive visualizations act as an
aid or "lens" that facilitates the process of interpretation and validation, but they
also make ML interactions accessible to analysts. Usually, simple exploration
interactions, such as changing visual coding or navigation, don’t feed back into the
ML components.
In VA systems, analysts are actively involved in an iterative process of observing,
interpreting, and validating system results followed by subsequent refinement. Such
an approach would favor the direct use of ML tools by domain experts. Visual
interfaces that are easy-to-use and understand allow such analysts to introduce
their domain knowledge more effectively and consequently adapt ML components
in order to further progress in data-intensive but ill-defined analysis tasks[74] .
Overall, VA tools have the potential to enhance the support of interpretation,
understanding, validation and refinement of ML through interaction. However,
current VA tools and ML components are posing many interesting challenges for
future work. To address these challenges, closer collaboration between ML and
visualization researchers is vital [75].
UX designers today have difficulty in interfacing with ML systems because they
do not have suitable prototyping tools to work with ML. It is difficult to quickly
prototype and understand the user experience impact of false negative and false
positive responses from an ML service. Finally, it could be that UX designers don’t
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have a clear understanding of what ML is and what it can do.
Recent UX articles on the web, where UX designers talk about ML, often reveal
huge misconceptions about what ML can actually do, with many designers treating
it too much like magic. Research on human-robot interaction shows that physical
proximity, organizational state and structure of activities can alter people’s experi-
ences [76], and that setting expectation and recovery strategies help mitigate errors
[77]. The value of design comes from instilling particular products and services with
the quality of experience that distinguishes them from everyday life; and without
good tools, designers have difficult to explore the space of possibilities.
A survey conducted by [78] revealed how much ML is seen as something that is
just starting to be important and will be more important in the future. It shows
that designers don’t have a clear understanding of ML technology and how to
imagine uses that they don’t yet they exist and possibly explain why UX designers
haven’t fine-tuned their expertise in using ML in today’s commercial products.
Respondents noted the need for designers to collaborate with skilled technicians
noting that machine learning is difficult to prototype. ML clearly requires a new
type of prototyping, which does not yet exist.
Machine learning implies that the system and data will change over time, and
designers are not used to designing a form for large-scale dynamic data. Also MLs
and designers do not treat data in the same way. Designers primarily visualize data
and look for meaningful correlations and patterns, which fit their understanding of
how the world should and works. On the contrary, Ml finds machine-recognizable
correlations and patterns in the data.
The survey results[78] showed that ML is considered technically complex and chal-
lenging. The interviewees described the difficulties of understanding and therefore
expressing the capabilities, limitations and potential of ML within a UX design
context. The statistical intelligence shown by ML can lead to a very different
interpretation of the same data than the human intelligence of common sense. This
can make performance errors bizarre and difficult to explain, resulting in potentially
dissonant user experiences.
To mitigate this, UX designers should consider interactions not only from the more
familiar human perspective, but also from the perspective of statistical inference
and, fundamentally, how these two perspectives might interact. The challenge for
researchers is not only to undertake such a review, but also to develop the tools
that allow us to explore the results with potential users.
Machine learning (ML) is now a fairly established technology, and user experience
(UX) designers have begun to integrate ML services into the things they design.
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5.1 Interactive Notebooks

In the previous introduction, the importance of greater user involvement in the
analysis process was emphasized. This extra aspect to take into consideration can
create a certain annoyance, in the absence of a User Experience design expert, for
the data scientist, if he has to take care of the interactive aspect that is not his
responsibility. The design of a user interface, of the workflow, of an easily usable
interaction, can be very time-consuming and it is for this reason that it is often
put aside. In this section we want to show how user involvement can also occur at
a lower level, not requiring any additional time compared to the analysis that is
taking place, but integrating a certain degree of interaction within the code itself,
exploiting the potential of existing tools that are having a wide diffusion among
data scientists.
The tool we’re talking about is Notebook Jupyter [79], a free, open-source inter-
active web tool known as a computational notebook that researchers can use to
combine software code, computational output, explanatory text, and multimedia
resources into a single document. From a user perspective, notebooks Jupyter
offers a convenient web-based user interface for iterative code execution, output
exploration, and data visualization, all from a single environment [80, 81, 82].
Michael Bostock 1[83] defined the notebook as an interactive and editable document
defined by code, a computer program, but designed to be easier for humans to read
and write. A Jupyter notebook consists of two key modules: a user interface and a
kernel. The user interface is where you edit your notebook by adding cells that
can contain text, code, images, or other elements like maps and charts, writing
code, and explaining the results. It is a web application that runs in your browser.
The kernel, in our case for Python, is where the code is executed. It is a separate
process that is done outside of the browser. When you execute a cell of code,
the kernel calculates the result and sends it back to the browser, where you can
continue working on it. This separation between the user interface and the kernel
makes Jupyter notebooks highly modular.
A problem that can be encountered in the use of the Jupyter notebook is the need
to have to rerun one or more cells several times when changing input parameters,
making the analysis process not only inefficient but also frustrating, interrupting
the flow of an exploratory data analysis. To overcome this problem there is a tool
to build interactive controls in Jupyter that allow you to modify the inputs without
the need to rewrite or re-execute the code, the IPython widgets [84].
The ultimate goal is to be able to create an environment as interactive as possible

1Michael Bostock is a famous computer American scientist, specialist in data visualization, is
one of the co-creators of Observable and is known as one of the key developers of D3.js.
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while remaining in the context of the notebook. This type of approach is less
effective if we want to increase the diffusion of the work because it limits the
distribution to that circle of people capable of understanding and manipulating the
code. However, it remains a valid alternative to improve the user experience and
interest the recipients of the analysis. The following will describe how this type of
approach for the analysis described in Chapter 4 was implemented. The idea behind
this step is to make the user author of the analysis, allowing as much as possible
the choice of the parameters used and showing easy to understand interactive results.

5.1.1 Selection of the dataset
The first operation requires the user to choose the dataset. The user can select
one of the datasets provided by clicking on one of the toggle buttons shown in the
figure and confirming to save the changes, or he can load a dataset from his file
system (the available datasets are already discretized, any dataset loaded by the
user must be already discretized, a control verifies this condition).

Figure 5.1: Display Dataset selection

Once the selection has been made, if a dataset has been chosen from those available,
the user will see the class map of the dataset, the number of instances, the number
of features, and the first three rows of the pandas Dataframe [85] in table form,
the user can decide to display more lines by changing the number of the text box.
In our running example, we select the COMPAS dataset [54].
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Figure 5.2: Selected Dataset’s information

If instead, the user has decided to import a dataset of his choice, it is necessary
to choose the features that will represent the class map. In this case, a select is
provided to decide the attribute that will be used, once the field has been chosen,
the user must select the value that will represent the positive class, click on the
confirm button and display a preview of the dataset consisting of the first five lines.

Figure 5.3: Selection of the class map for dataset uploaded by the user

5.1.2 Analysis parameter set and Evaluation metrics selec-
tion

Once the dataset has been selected, the user must set the parameters necessary
for the analysis. A top box allows you to choose the support threshold value,
two other text boxes allow you to indicate the true class and the predicted class,
once confirmed the user can choose the evaluation metrics of his interest through
multiple selectors with all available metrics (if the aforementioned class is not
indicated, the False Positive Rate ("FPR"), and the False Negative Rate (" FNR ")
will be available as evaluation metrics).
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Figure 5.4: set of analysis parameters

5.1.3 Frequent patterns extraction
From this point begins the analysis, built to accompany the user throughout the
process. The first phase consists of a display of frequent patterns, sorted according
to the supporting value in which the user can evaluate, for each set, the calculated
value for both the classification metrics and the discrepancy metrics selected previ-
ously. To facilitate the evaluation, the user has a series of commands including the
selection of the number of lines, the selection of the field to be used in sorting, and
a checkbox to change the sorting order (ascending/descending).
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Figure 5.5: display of frequent patterns

Furthermore, the user can decide to eliminate unwanted columns by removing
the check of the column in question, as shown in the Figure 5.6.

Figure 5.6: display of frequent patterns with dropped column

This type of representation will be presented to the user whenever you want to give
the possibility to specifically evaluate the values obtained by allowing the sorting
of the rows and the drop of the columns. We find, in fact, this type of scheme even
later, when the results obtained for the selected metrics are individually evaluated.
Let’s take the example of the False Positive Rate (FPR).
The first operation that the user can do is the evaluation of the most discrepant
patterns, comparing for each pattern the values of the discrepant metrics or even
just the metric of their interest, eliminating the columns of no interest or displaying
immediately below the table with only discrepant information, being able to select
the number of rows to display, the field used for sorting, if you want an ascend-
ing/descending sorting and being able to eliminate the columns that you do not
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want to take into consideration.

Figure 5.7: Most discrepant patterns with all selected metrics

Figure 5.8: Most discrepant patterns with only discrepant information

The interaction remains the main point of the construction of the notebook, but
this thesis also wants to demonstrate how a different representation of the data
can increase the user’s interest in what he is doing.
We show below the next step of the analysis, the calculation of the top-K patterns,
in which the user cannot manipulate the calculation but only provide the K param-
eter to decide how many values to observe. In this case, we have chosen to change
the standard representation and to build a special table with the plotly library
[86], thanks to which it was possible to set the size of the table, the size of the
individual columns as well as change the color by enhancing the output obtained
which will be used then later as a basis for some choices.
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Figure 5.9: Top K table with selection of the number of rows

Once the table has been obtained, the user can view the Shapley value, rep-
resented as a bar graph, by selecting the group corresponding to the row of the
above table whose output is to be evaluated. The group value can be selected
through the use of the toggle widget that allows you to create clickable buttons
associated with the plot corresponding to the number indicated above. Furthermore,
the realization of the bar graph through the plotly library allows to obtain an
interactive graph, in fact, when the mouse passes over a bar, a tooltip will appear,
that is a small help window, containing the information relating to that bar.

Figure 5.10: Bar chart for Shapley Value
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Subsequently, the choice of the pattern will also be presented in the evaluation
of the lattice graph, in which the user can set the group discrepancy threshold.
The visualization of lattice search shows a lattice starting from a root with an
empty pattern, building the second level with nodes containing only one element
per pattern, and so on going down. Furthermore, the value of the score for that
pattern is shown, diversified through the use of 3 colors. Red indicates a score
value greater than the group discrepancy threshold, dark blue indicates a lower
group discrepancy value, the light blue square indicates a lower score value, in the
descent than the previous one.

Figure 5.11: Example of Lattice Search visualization

By clicking on the appropriate "lower" checkbox, the user can decide not to show
when the score has decreased in the descent, but will only display the corresponding
symbol relating to the score value (blue circle for values below the set threshold,
red square for values exceeding ). We also note here that the use of the plotly
library allows us to build an interactive graph that shows information about the
node on mouseover.
The objective of the analysis is the search for problematic subgroups that can lead
the classifier to an incorrect prediction, to do this we must look for those subgroups
that influence the behavior of the classifier.
The next step of the analysis involves the evaluation of the contribution, positive
or negative, which causes the addition of an item to an itemset.
In this case, the user can view the summary table with the first five values, where
at the user’s choice it is possible to decide to increase or decrease the number of
lines displayed by simply changing the number in the text box immediately above,
the display update will update automatically.
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Figure 5.12: Table with Corrective values

From the vision of the table, we move on to the comparison between the Shapley
Value of the original item and the Shapley Value of the item set with the addition
of the corrective item. With reference to the table, the user can select the item
to be taken into consideration and view the differences between the two bar graphs.

Figure 5.13: Comparison of the Shapley Values of two subgroups
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Having evaluated the Shapley value, the user can also evaluate the lattice search
of the new itemset with the corrective item. In this way he will be able to un-
derstand what the contribution of each subgroup is in the final prediction. It
can modify the group discrepancy threshold and decide whether or not to show
differently, the subgroups that have a lower score in the descent of the lattice.

Figure 5.14: Visualization of lattice search of itemset with corrective item

The last aspect that the user can evaluate of the single metric taken into considera-
tion is the single subgroup chosen by the user himself. For each field of the dataset,
the user has a selection with all possible values for that field. By choosing, for
example, “sex = Male” and “race = African-American” and confirming with the
“Select items” key, we obtain the single row of the dataset with all the calculated
values.

Figure 5.15: Selection of values for each field with display of the selected item
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If the combination of the chosen values presents a support value below the threshold
set at the beginning, the user will be informed, who can decide whether to display
the same result or reformulate another choice, as shown below.

Figure 5.16: notice to the user item below threshold

All the operations described above are repeated for each metric selected at the
start of the analysis. Finally, to conclude the analysis, we provide the user with
a summary representation of the results obtained for each metric, showing both
the overall result and a comparison plot, so that the user can have a clear view of
what he has just analyzed, can see the trends of the various contributions and, if
necessary, with a simple mouse hover, observe the corresponding numerical value
of the Shapley.
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Figure 5.17: Global Shapley Value

Figure 5.18: Global Comparison Shapley Value

Designing a notebook in this way has a double benefit. On the one hand, it
facilitates the comprehension process through the abundant use of graphic repre-
sentations which, as we know, constitute a mechanism for transferring information
that the human brain prefers over text and helps to simplify and categorize the
fundamental operations carried out, on the other hand, the more experienced user
can also evaluate the implementation details and experiment with new hypotheses
through the interactions, manipulating the modifiable parameters.
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5.2 User Interface
In this section, we will deal with the description of the user interface for the
interactive tool that has been created. At the base of the design of the user
interface there is the concept of usability, defined by the International Organization
for Standardization [87] as the effectiveness, efficiency, and satisfaction with which
certain users achieve certain objectives in certain contexts, i.e. it indicates how
easy and satisfying to use a tool when the user interacts with it. Usability is not a
characteristic of the system but must be understood as a property resulting from
human-computer interaction, we can see it as a measure of the cognitive distance
between the "design model", the product model and its functioning conceived by the
designer, and the “user model”, the idea created by the user of what the product
should look like and how it works. The closer the two models are, the less usability
is a problem [88]. This demonstrates how important a good and efficient design
of the user interface is, as it must be clear to the user, from the first use, the
possibilities, limits, and operating modes with which he will interface, without
difficulty he must understand the actions that are possible on the interface, and
mostly what results he can achieve.
The quality of software can be evaluated by considering three aspects: the first
aspect concerns the functionality, the second the usability, and finally the third the
user experience. To ensure the usability of the final product it is important to try
to satisfy some requirements [89]. First of all, ease of learning must be guaranteed,
the user must be able to achieve good performance in a short time; the system must
be efficient in terms of performance; ease of remembering, the user must be able to
interact with the interface even after a long period of inactivity without having to
start from scratch; the system must have a low probability of error and must be
robust in case of error; finally, it must guarantee a certain degree of satisfaction
during the interaction.

5.2.1 Front-end Environment
The front-end part of the tool was developed using ReactJS[90], a JavaScript
library widely used in the creation of modular user interfaces. The use of ReactJS
allows the development of large web applications that can modify data without
subsequent page updates, and is widely used due to its highly efficient execution
[91]. Considering the classic MVC (Model-View-Controller) design paradigm used
in user interface development, ReactJS positions itself as View. An efficient and
light virtual DOM [92] (Document Object Model) is created saved in memory
with which React interacts without touching the DOM generated by the browser,
leading to fast and above all robust performance of the application, because before
reflecting the changes of a page on the Web, React makes the changes to the virtual
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DOM. After modifying its copy in memory, React applies a comparison algorithm
between the two DOMs and updates only the desired nodes of the browser DOM,
thus avoiding rendering the entire DOM. The DOM represents the physical display,
created according to an HTML model, of the tree of the components that make up
the user interface.

5.2.2 Back-end Environment
The Back-end was developed using Flask [93], a Python micro framework that
provides the core functionality of the web framework and allows you to add more
plug-ins so that the functionality and feature set can be extended to a new level. A
framework is a library or collection of libraries that aims to solve a part of a generic
problem instead of a completely specific one. Flask is defined as micro because it
makes the basic functionality simple but extensible in terms of development, that is,
it implements only basic functionality (including routing) but leaves more advanced
features (including authentication and database ORM) to the extensions, among
the services offered we find the integrated HTTP server, support for unit tests and
the RESTful web service. This makes writing applications or extensions very easy
and flexible and gives developers the power to choose the configurations they want
for their application, without imposing any restrictions on the choice of database,
model engine, and so on. The result is less initial setup for the first-time user and
more choice and flexibility for the experienced user. Flask uses Jinja Template
Engine [94] and Werkzeug WSGI Toolkit [95]. Flask structure is divided into
two parts, Static files and Template files, the template file has all Jinja templates
including Html pages, whereas a static file they have all the static codes needed
for the website such as CSS code, JavaScript code and Image files. Once imported
into Python, Flask can be used to save time building web applications. In the tool
described below, Flask routing is used a lot with the structure in Figure 5.19

Figure 5.19: Flask URL routing in Hello Word web application
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as we can see, Flask uses decorators for URL routing, that is, it assigns a certain
function to the route we indicate (in this case defined by the single bar), it
is a Python shortcut that allows you to call the function indicated under the
decorator every time the user visits the page of our web application defined by the
indicated route. In reality, this system can also be used in the absence of the page
corresponding to the route when the webserver receives an HTTP request from the
web browser to the specified route, it can also be useful for passing values from the
browser to the server. The web server, in case of a GET request, will reply, in our
case, with a JSON object which can be described as a key/value dictionary. For
more information regarding Flask see the following references [96, 97, 98, 99, 100].

5.2.3 Graphical User Interface (GUI)
Up to this point we have talked about how important it is, for a good diffusion, to
design a user interface to facilitate the understanding process. In this section, we
will describe the user interface in the composition of its graphics and in the stylistic
choices that have been made as it is not sufficient to present a set of basic elements
positioned, randomly, on a blank page. The composition of the graphic elements
and their organization on the page is the first aspect to consider to improve the
user experience. We find this concept well expressed in the philosophy of Steve
Jobs [101, 102] who put the user experience at the center of his projects, also
researching the particular design choices that would have involved the user more
from a sensorial point of view. Steve Jobs abstracted the concept of design to a
higher level, it is not only aesthetic but represents the entire functioning of the
product, as it is the relevant factor that determines its success or failure because it
represents how the product will be perceived and used by the user.
The user interface that has been designed has the purpose of facilitating the learning
process, for this reason, we can say that it has an educational purpose [103]. An
important aspect to consider when designing educational software is the time that
the user will spend using it, it will not be very long but limited to the time needed
to learn the software content. This consideration is the basis from which to start
in the design of the interface, it must not require too much effort on the part of
the user to understand its functioning which does not represent the ultimate goal
to which it is aimed, adding self-describing and indicative parts to the design that
facilitates an automatic use of the tool. Making a similarity, we can say that the
parts of the description represent a bit of the road signs of the path that we want
to make the user do, indicating the right way to go. To make the interaction more
efficient from the first use, the interface is built so as not to project the user directly
into the analysis but presents a sort of pre-phase of the general presentation of the
tool in a congenial scheme that many applications they use, i.e. home page (Figure
5.20, about page (Figure 5.21), and start page (Figure 5.22).
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Figure 5.20: First page of proposed Interactive Tool

The setting of anticipation of the key points of the analysis is what makes the
presented system effective, the user is quickly guided to assimilate the key points
of what he will actually find himself exploring, the About page has precisely the
purpose to provide the user with a summary explanation of the problem and the
proposed solution, furthermore, in addition to the textual explanation there is a
carousel which, with a simple scrolling animation, shows the user some details of
the tool (Figure 5.21).

Figure 5.21: About page of proposed Interactive Tool: the page is composed at
the top of the navigation bar, in the center we find an automatic scrolling carousel
that shows some details of the process, under a text bar containing a small summary
of the problem and the proposed solution.
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If the user decides to skip the About part and wants to start the analysis directly,
the tool stops the user on an intermediate page, since even if he has not read the
description of the process that will be carried out, it is necessary to provide the
user with some instructions to follow. The basic idea is to guide the user during
each step ensuring smooth execution of the actions, the user usually tends to be
hasty in the preparatory phase, skipping the reading phases to immerse himself in
the active, interaction phases. To mitigate the consequences of the tendency to
skip important steps that could lead to a non-sliding demo, it is good practice to
insert additional actions to be presented to the user, which could be a confirmation
or data entry. In this case, it is simple feedback in the form of a button, where the
user confirms that he wants to start the analysis, and even if he has not read the
suggested instructions, during the demo the user will receive alerts relating to the
case of possible error specific to the action he is taking.

Figure 5.22: Demo page of proposed Interactive Tool: this page is an extra step
proposed to the user before starting the exploration to underline some important
instructions that must be taken into consideration during the analysis

The dynamism of an interface is what makes it more appealing to the user and
from the first page we wanted to pay attention to details. The first aspect taken
into consideration was the selection of the palette to be used in the pages because
thanks to the colors it is possible to express what you want to communicate, it
is possible to emphasize a certain action, and it is the first detail that involves
the user as the colors generate emotions and have meanings. It is a good idea not
to make too much use of colors and strong contrasts with highly saturated colors
because they can annoy the user’s eye [104]. In our case we have chosen to use
the classic colors of the technology sector, the main background of each page of a
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non-bright white that allows the right contrast with the objects in the foreground.
The elements inside the page have been created using gray that creates a good
but not excessive contrast. Finally, for the other details, we have chosen to use a
variant of blue because as Boyle [105] states "the distribution of cones in the eyes
also makes peripheral vision of blue over large areas quite effective" and also, it is a
color that conveys tranquility and makes more productive.The possible resolvable
errors are orange which attracts the user’s attention and finally the success of the
operations is indicated in green, classic color to indicate positivity.

Figure 5.23: Display examples of indications: on the left an example of a warning,
to indicate to the user that he is carrying out a wrong action; on the right an
example of successful action, the user is reported of the success of an operation

Another aspect taken into consideration concerns drawing the user’s attention when
she is about to take a step that involves changes relevant to the result. Attracting
attention means stimulating the user’s perception that something has changed
and we do it by exploiting the properties of the objects that make up the page.
For example, the user can accidentally confirm some settings she did not want,
or start a wrong count because distracted from the moment, she did not pay the
right attention to where he clicked, this is a fairly common situation. The Figure
5.24 shows an example of how to avoid any distractions simply by making the
confirmation action dynamic, a button with only the marked outline that fills up
when the mouse passes over it creating contrast with the background can be a good
solution. The user will be captured by the element that at that moment takes on
a different aspect, standing out on the page, attracting her attention, and thus
avoiding involuntary actions.
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Figure 5.24: Dynamic button example display: on the left the layout of the
button when it does not receive interaction; on the right the button when the
mouse is positioned over it.

Finally, we present the general scheme that has been adopted for all pages from
the moment the user begins the analysis.

Figure 5.25: Example of page: all the pages of the tool have this scheme,
navigation bar at the top for the main steps, side navigation bar for the single
operations relating to the step, central content with the operation to be carried
out.

From the Figure 5.25, we can see the presence of all the elements necessary to
guarantee the user an effective and smooth interaction. The user must always
be able to understand where she is navigating. For this reason, there are two
navigation bars, at the top, there is the navigation bar of the macro elements
of the analysis plus the logo that allows the return to the home page. It is the
main navigation bar that summarizes the key points of the exploration allowing
navigation from one state to another, keeping the saved settings or setting the
default values in case of absence. On the left, however, there is the navigation bar
of the single macro-topic (in this case the navigation bar of the "Analysis" status is
shown), with all the possible actions for that status following the order from top to
low for a sequential exploration. It also allows the UNDO operation, to allow the
user to go back to the previous step and reformulate a new hypothesis.
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In reality, the user can also pass from one activity to another as the tool allows
saving the status of the single page.
Finally, the central structure is organized always showing the title of the current
page which indicates to the user his position within the analysis, and in the central
part of the page we have the elements indicative of the specific activities that can
be performed. For example in the case of the Figure 5.25 we find a table of the
top-K with selectable rows, a selection bar to indicate how many rows to display,
a scroll bar to indicate the range of rows to be displayed and finally a stepper,
i.e. an indication numeric of the steps to be performed (selection of the row of
interest, Shapley Value graphic display of the selected row, latex graphic display of
the selected row).
The user is never treated as an oracle, he will not be able to change relevant
details of the method used but at the same time allowing a series of interactive
actions we can involve him in the analysis process, enhancing those aspects that
we consider interesting in the evaluation, with a dynamic process and results fast,
meaningful and above all online (just a change to a parameter that the page updates
automatically accordingly).
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5.3 Description of interactive operations
Described the data exploration techniques for classification analysis (Chapter 4)
and analyzed the choices relating to the design structure (5.2.3), we focus in this
section on the relationships between the theoretical part and the graphics. We will
analyze which operations are available to the user for each important step of the
analysis, starting directly from the beginning of the analysis without including the
initial pages already described (cit figure). We can divide our analysis into four
basic macro steps: 1) Choice of the dataset, 2) Selection of metrics, 3) Analysis, 4)
Global evaluation.

5.3.1 Choice of the dataset
The first macro step concerns the choice of the dataset presented to the user with
a view containing two sections. The first section (D) allows the user to select one
of the proposed datasets in the proposed table (A) and to view (C) a preview of
the selected dataset (the first 5 instances will be shown), furthermore, the name
will be displayed at the top of the title of the selected dataset (B).

Figure 5.26: View of Dataset Choice

If the user clicks on the box relating to another dataset with respect to the
default value, the view will be updated automatically, signaling to the user the
change of state within the application through a backdrop that indicates the dataset
value next to the name and, once loaded, showing its preview (Figure 5.27).
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Figure 5.27: Loading the new dataset into the application

By clicking on the button with the “+” symbol in the list of datasets, the user
can load a dataset of his interest. A new box will open where the user can select
the dataset by pressing the button with the magnifying glass (A) which will open
the display of his file system to facilitate the operation. Once selected it will display
the name in the text box (C) and pressing the “Select” key (B) will confirm the
loading of the dataset within the application.

Figure 5.28: Insertion of a dataset chosen by the user
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To pass to the second section, the user just has to use the navigation bar and
click “Visualization”. In the second section, the user can explore the dataset selected
in the first section completely. The name and the table containing all the dataset
partitioned into multiple pages are shown that the user can explore using the
commands at the end of the table (the user can select the number of rows to be
displayed on a page and can scroll through the various pages by simply clicking on
the arrows).

Figure 5.29: Display of the entire dataset selected by the user

The confirmation, by the user, of the choice of the dataset by clicking on the “Select
Dataset” button brings up a dialog for the set of analysis setting parameters. The
user can select, through two drop-down menus, the true class and predicted class, or
leave the default values, and as we have analyzed in Chapter 4, he must select the
value of the support threshold with which we will identify the frequent subgroups
through the Frequent Pattern Mining algorithm. The user can also decide to
enter only the true class, in which case he will not have all the proposed met-
rics available in the next phase as it will not be possible to compare the two classes.
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Figure 5.30: Setting the parameters of the analysis

At this point, the user can decide to go back and make another choice by pressing
the “Discard” button, or confirm the settings by pressing the “OK” button and
move on to the next step.

5.3.2 Selection of metrics
The application will save all the states related to the choice of the selected dataset
and will show the user the view for the second macro step: the selection of the
evaluation statistics.

Figure 5.31: Selection of evaluation statistics
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The selection of metrics is presented through a list of proposals each with its
checkbox. Multiple selections are foreseen, the user can select all the metrics of
his interest. To help the user in the selection of the metrics that he considers of
particular interest, by hovering the mouse over the name of a metric, a tooltip is
displayed on the side, that is a small suggestion containing the summary description
of the metric. In this way, the user does not make a random choice but can quickly
understand what that statistic is analyzing and decide whether to check or not.
Once all the metrics of interest have been selected, the user clicks the "Start
Analysis" button, the application saves the status relating to the metrics and
directs the user to the next stage.

5.3.3 Performing the Analysis
Evaluating Frequent Patterns

The analysis begins with the evaluation of frequent patterns presented to the user
in the form of a table. Above the table, there are as many Tabs as the metrics
selected in the previous step. In this way, the user can easily navigate between one
metric and another to evaluate the corresponding values. The table is constructed
showing the support value, the composition of the item, the confusion matrix, the
length of the item, the count of instances that satisfy that group, and the values
relating to the metric selected in the Tab.

Figure 5.32: Evaluation of the most discrepant patterns

The metric selected in the Tab is the one taken into consideration in all the
subsequent phases of the analysis, to change it, the user must return to the view
relating to frequent patterns and change the selected Tab. The table allows a
series of manipulations, for example by placing the mouse on a column value an
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arrow will appear, by clicking on it it will be possible to sort the table according to
the selected column value. Clicking a second time on the arrow will change the
direction of the arrow (if it points up the order will be ascending, if it points down
the order will be descending). The table contains all the calculated instances, it
is possible to change the number of rows to be displayed using the appropriate
command at the end of the table. The user can navigate through the other pages
of the table by clicking on the arrow at the bottom, the count of the pages being
viewed is also shown compared to the total.

Detailed exploration of the patterns

Following the navigation bar relating to the operations possible for the macro topic
(the bar on the left), the next step allows the exploration of the patterns in detail.
To guide the user during this exploration we propose (Figure 5.33) the display of a
Stepper (C). The Stepper is used to indicate an indicated procedure, showing the
numbered steps, showing each time the completed steps. The first step involves
selecting a row in table (A) which indicates the corresponding group discrepancy
value for each itemset. The table shows the first K elements with the largest group
discrepancy, the user can decide to change the value of K to view more rows simply
by changing the value in the numerical box (B).

Figure 5.33: Exploration of most discrepant patterns: pattern selection

If the user selects too high a number of K, the table grows so that it can no longer
be represented on a single page and it is necessary to scroll down to view the final
values.
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Figure 5.34: Exploration of most discrepant patterns: top 20 pattern

To avoid having to go up and down to follow the steps we have inserted a Slider
that indicates the range of itemsets to be displayed. In the case of 20 rows, for
example, we can decide to display from the fourth to the fifteenth row, obtaining a
table perfectly suited to the page.

Figure 5.35: Exploration of most discrepant patterns: select a range of patterns
to display

The user selects an itemset to evaluate it in detail, we consider the first available
value, by pressing the “Next” button we move on to the next step of the exploration.
The Stepper indicates that we are in the second step, by coloring the step with the
number 2.
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In the second step, we have the evaluation of the local contributions of the individ-
ual attributes that make up the item set.

Figure 5.36: Exploration of most discrepant patterns: Shapley Value of selected
pattern

The Shapley Value is represented as a horizontal bar graph. The graph allows the
display of the precise value by simply passing the mouse over the bar of interest.
This facilitates the evaluation of the results, not forcing the user to search for
the correct value by enlarging the image and estimating the result based on the
values of the grid. Simply position the mouse and the corresponding value will be
immediately displayed in the form of a label on the side of the bar.
By pressing the “Next” button again we complete the second step and move on
to the last step. The third step allows the interactive exploration of the pattern
through a visual representation of the network of the group of objects. The nodes
of the grid represent a subset of the selected item starting from the empty subset
and adding an item to each level up to the last level that represents the item itself.
The group discrepancy value is indicated for each subset.
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Figure 5.37: Exploration of most discrepant patterns: Lattice Search

The user can select the threshold value and observe which subsets have a higher
(red squares) or lower (blue circles) value. With the lattice search, it is also possible
to verify which items exhibit a regulatory behavior, that is, in the lattice descent,
they tend to lower the group discrepancy value. The items with the regulatory
behavior are displayed using blue diamonds. The user can decide whether to view
or not view these items simply by activating or deactivating the Switch indicated
with “Lower”.

Figure 5.38: Exploration of most discrepant patterns: Lattice Search without
displaying the regulatory items
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Search for regulatory items

The search for regulatory items is presented to the user through a table that collects
an itemset for each row, the item that is added, the value of the item set statistic,
and the variations that the added item causes to the itemset. The user can select
how many lines to display (the default value is 5) and can select, as he wishes, one
line at a time to graphically check the influence that the added item has on the
item set.

Figure 5.39: Search for items with a regulatory effect

We propose to the user the visualization of the comparison chart between the
Shapley Value of the original item and that of the item set with the regulating
item, and the representation of the lattice search of the adjusted item. To carry out
these operations two buttons are indicating the name of the graph to be displayed.
The button with a light background indicates that the user has clicked on it. If
the user decides to view the representation of the lattice search by clicking on the
"Lattice" button, the necessary settings will appear to change the threshold and to
view the regulating items as in the case of Figure 5.41.
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Figure 5.40: Lattice Search for items with a regulatory effect

Displays information patterns

The last phase of this analysis allows the user to trace information relating to a
pattern of interest. The user has a list of Selects available, one for each attribute
of an instance.

Figure 5.41: Search for information about an itemset by selecting attribute values

The user can select a value for each attribute, not necessarily there must be a
value for each attribute, and clicking on the "Select Item" button will display the
information relating to the selected subgroup. A row containing the support value,
the item set composition, the confusion matrix, the statistic value, and the group
discrepancy value will be shown.
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Figure 5.42: Search for information about an itemset with itemset found

The user can formulate different combinations to obtain the information. The
“Reset” button is used to reset the Select values, avoiding having to manually set
each unsolicited attribute to the initial default value of “None”. If the user selects
an itemset that has a support value lower than the threshold specified at the start
of the analysis, a Dialog appears that alerts the user of the situation and asks if
the user still wants to view the information, in which case it will confirm with
the "Agree" button, or if he prefers to go back and request a new combination (by
pressing the "Disagree" button).

Figure 5.43: Search for information about an itemset with itemset not found

Finally, with the "Back" button on the navigation bar, it is possible to return to
the previous phase of the analysis or, the selection of metrics.
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5.3.4 Global Evaluation
The last macro step is the evaluation of the global results which the user can
access through the main navigation bar by clicking on “Global”. The overall results
contain a summary of the entire analysis and can help the user to better identify
the correlations between items and how these affect the group discrepancy value.
The home page shows the user the various global rating options enclosed in 4
clickable sections diversified by color.

Figure 5.44: Display of options for global evaluations

Global Metrics

The first option allows the evaluation of global results by single metric (the green
section is very similar, it presents the global contributions of the first K elements,
with K equal to Figure 5.33 ). The user can select the metric of interest through
the Tabs at the top of the page and evaluate the global Shapley values for each item.
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Figure 5.45: Evaluation of the global Shapley values for each item

The user can also simultaneously evaluate the global Shapley values and the
respective group discrepancy values of the selected metric by navigating in the
sidebar to the second option. The visualization presented as in the Figure 5.46
allows the user to verify which coalitions of items lead to a high group discrepancy
value.

Figure 5.46: Evaluation of the global Shapley values and group discrepancy
values for each item
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Compare FPR and FNR

In this section, the user can compare the global Shapley values relating to the
False Positive Rate and the False Negative Rate, presented as two bar graphs with
different colors placed side by side. The user can evaluate the different global contri-
butions of the items for the two statistics. Furthermore, the parallel representation
allows a greater understanding of the correlations of items that influence the final
value tending to raise or lower it.

Figure 5.47: Evaluation of the global Shapley values for False Positive Rate and
False Negative Rate

Most discrepancy patterns

The fourth section (Blue color Figure 5.44) allows the user to view a summary of
the K models with the highest group discrepancy value. The display is presented
to the user in the form of a table containing for each instance the value of the
support, the composition of the item set, and the values relating to the metric
taken into consideration.
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Figure 5.48: Evaluation of the most discrepant patterns with threshold for
discarding itemset with irrelevant variation

As you can see from the Figure 5.48 there is a text box in which to enter a
threshold value defined as the redundancy threshold. The redundancy threshold is
used to discard itemsets whose group discrepancy variation with the addition of
an item is not particularly relevant (less than or equal to the indicated threshold).
This view helps the user to better identify in which subgroups there may be
some inefficient performance in terms of classification. The user can change the
redundancy threshold simply by changing the number in the text box, to avoid a
continuous update for each digit entered, the result with the changed threshold
will be displayed after clicking the “Show” button.

User Experience Considerations

Considering the user-experience, the interactive tool presented is extremely easy to
use. Its strength lies in many factors such as:

1. the organizational structure of the components, very common and easy to
understand;

2. quick update of the result based on parameter changes;

3. division of the analysis states in a decisive way, which does not confuse the
user;

4. saving intermediate results, allowing you to go back without losing information;

5. it does not require closing and reopening to restart the analysis from scratch,
just return with the navigation bar to the choice of the Dataset;
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6. allows the undo of operations without having to be updated;

User involvement is the main aspect that we have tried to achieve in every single
operation, even where the analysis did not include modifiable parameters we have
tried to keep the user’s attention active by allowing, for example, the evaluation of
interactive graphs. On each page the user can act, making the process active.
The thesis aims to convey the idea that an approach implemented in this way
can be of greater help in the wide search for optimization of machine learning
systems, also importing a more aesthetic aspect into the study that could simplify
the development and understanding.
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Chapter 6

Experiments

In this Chapter, we will show experiments of the results that can be obtained with
the interactive tool presented in Chapter 5. In the first section the experiments
carried out using the tool will be presented, in the second section, a comparison
with another will be presented interactive system, FairVis[18].

6.1 Evaluation of the results of the interactive
tool

We analyze the Adult Dataset to determine if a person earns more than 50K per
year. We divide the analysis into three sections by considering three statistics,
False Positive Rate, False Negative Rate, and Accuracy.

6.1.1 False Positive Rate (FPR)
Analysis of the most discrepant patterns and the contributions of at-
tributes

Let’s consider the pattern analysis with a higher group discrepancy value than the
overall (for False Positive Rate equal to 0.0795). We search for the pattern that
has the greatest group discrepancy value, i.e. that deviates most from the general
behavior and we find, by ordering by decreasing group discrepancy values, that
the pattern that has the greatest distance is the one composed of race = White,
capital-loss=0, capital-gain = 0, marital-status = Married, hours-per-week=>45.
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Figure 6.1: Most discrepant patterns for Adult Dataset (FPR)

Our interactive tool allows us to go into the detail of the group discrepancy
value, for this reason, we select the row corresponding to the pattern with the
greatest discrepancy value and analyze the local contributions of the attributes
that make up the pattern.

Figure 6.2: Selection of most discrepant pattern for Adult Dataset

The Shapley values for the pattern under consideration show that the attribute
values that contribute most to a high group discrepancy value are married marital
status, followed by hours-per-week = >45. The presence of these attributes makes
the prediction tend towards a false positive.
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Figure 6.3: Shapley values for most discrepant pattern for FPR (Adult Dataset)

This concept is made even better by the visualization of the lattice search, in
fact, at the third level, we already find the first subgroup that exceeds the threshold
and is composed only of the two attributes that stand out most in the Shapley
values. The addition of the other attributes does nothing but increase the group
discrepancy value, reaching the last level which represents the initial pattern with
the maximum value.

Figure 6.4: Lattice Search for most discrepant pattern for FPR (Adult Dataset)
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Search for regulatory items

To search for the regulating item we consider the first five instances proposed by
the tool, from the tabulated values we note that the addition of the item occupation
= Blue-Collar has a damping effect on the group discrepancy value, balancing the
strong contribution that the relationship attribute equal to Husband gives in the
opposite direction tending to raise the group discrepancy value. The concept is
best expressed by evaluating the Shapley values of the situation before and after
adding the item.

Figure 6.5: Regulatory item search for FPR (Adult Dataset)

The lattice search emphasizes the concept of regulation even more, in fact for the
case considered we can note that the addition of the item occupation = Blue-Collar
leads to the creation of a pattern whose subgroups all have group discrepancy
values lower than the threshold set and an entire half of the lattice forms subgroups
with discrepancy values that decrease as you go down the lattice.

Figure 6.6: Lattice Search of regulatory item for FPR (Adult Dataset)
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Global Evaluation

From the evaluation of the global results we can determine that the attribute values
that increase the group discrepancy value if related are marital-status = Married,
relationship = Husband and hours-per-week = >45.

Figure 6.7: Global Discrepancy Group for every item for FPR (Adult Dataset)
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6.1.2 False Negative Rate (FNR)
Analysis of the most discrepant patterns and the contributions of at-
tributes

Let’s analyze the model considering the False Negative Rate statistic with an
overall equal to 0.3901. The evaluation of the most discrepant patterns ordered
according to the group discrepancy values shows that there are different subgroups
with the same maximum group discrepancy value (0.6099), we choose the itemset
identified by hours-per-week = <40, education = High School grad, capital-loss =
0, capital-gain = 0, marital-status = Never Married.
This instance will be the one we will consider in the search for the local contribu-
tions of its constituent attributes.

Figure 6.8: Most discrepant patterns for Adult Dataset (FNR)

The Shapley values clearly show that for the pattern under consideration, the
attributes that contributed most to the high value of group discrepancy are in
order the marital-status equal to "Never Married", the capital-gain equal to "0" and
the education equal to "High School grad".
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Figure 6.9: Shapley values for most discrepant pattern for Adult Dataset (FNR)

The evaluation of the lattice research is interesting in which the criticality of the
pattern stands out, since already the first level (each node represents an attribute)
there are subgroups that exceed the threshold. Furthermore, we can also note
the presence of regulatory items. In the third level the subgroup composed of
marital-status = Never Married and education = High School grad has a group
discrepancy value equal to 0.27, the addition of the hours-per-week = <40 item
lowers the group discrepancy value to 0.25 .

Figure 6.10: Lattice Search for most discrepant pattern for Adult Dataset (FNR)
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Search for regulatory items

As we know, the search for items with a regulatory effect is more understandable
in the view dedicated to this operation. In fact, the exploration can take place
at a more detailed level because we present both the value of the statistic and
its variation with the addition of the item and we also give a quantification of
the regulatory effect. We have seen how in the pattern examined the attribute
marital-status = Never-Married gave the greatest contribution to the high value
of group discrepancy, we show the case in which this attribute instead has the
opposite effect, it does not contribute by increasing the value of discrepancy but
adjusts the effect of the others attributes by lowering the final value.
In the case of the False Negative Rate, we note that the attribute with the greatest
contribution for the selected item is age <= 28 followed by education = High
School grad. The addition of the item marital-status = Never Married adds an
opposite contribution, even if not so significant compared to the contribution of
age <= 28(the Shapley values highlight this situation), such as to lower the group
discrepancy value (from 0.377 to 0.11) with a regulatory effect equal to 0.267.

Figure 6.11: Regulatory item search for FNR (Adult Dataset)
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The lattice search of the considered pattern better shows the regulatory effect
due to the addition of the item marital-status = Never Married. Starting from a
global perspective, we note the presence of many subgroups of the pattern that
exceed the threshold of 0.15. The regulating effect already manifests itself at
the third level while maintaining a high group discrepancy value (0.25). The
evaluation for each level of the lattice shows how from the third level onwards the
subgroups with a decreased value of group discrepancy gradually increase, obtaining
also subgroups that return below the threshold value. The last level, for exam-
ple, which represents the initial pattern, has a group discrepancy level equal to 0.11.

Figure 6.12: Lattice Search with the effect of the regulating item for Adult
Dataset (FNR)
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Global Evaluation

The global results provide a more general explanation of which attributes tend to
raise the False Negative Rate value and indicate, thanks to the representation of the
Shapley values, which coalitions of attributes contribute to dividing the behavior
of the classifier from the general one. In this case we can conclude that the group
of attributes that result in a high group discrepancy value for the False Negative
Rate is composed of capital-gain = 0, education = Dropout , and marital-status =
Never Married.

Figure 6.13: Global Discrepancy Group for every item for FNR (Adult Dataset)
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6.1.3 Accuracy
Analysis of the most discrepant patterns and the contributions of at-
tributes

Let us consider as a final example the evaluation of the model regarding the Accu-
racy statistic. We know that Accuracy measures the number of correct predictions
on all predictions, so when evaluating the most discrepant patterns we will consider
the subgroups with negative group discrepancy values (unlike the previous cases).
A negative group discrepancy value indicates that in the subgroup the model is
less accurate than the overall (group discrepancy value equal to 0.8435). We sort
our table by descending values of group discrepancy and find that the itemset at
greater distance (accuracy equal to 0.6344 and group discrepancy equal to -0.2091)
from the overall is composed of race = "White", capital-loss = 0, capital-gain = 0,
marital-status = "Married", and hours-per-week = >45.

Figure 6.14: Most discrepant patterns for Adult Dataset (Accuracy)

Having obtained the pattern with the maximum group discrepancy value, we are
interested in knowing for each attribute what is its individual contribution to deter-
mine that distance. Our tool allows us this, by selecting the instance of our interest
we obtain the Shapley values for that pattern that allow us to give an estimate of
the contribution that each attribute brings to the group. The representation clearly
distinguishes the individual contributions, for the pattern under consideration the
attributes that cause the decrease in the accuracy value are in ascending order
marital-status = "Married", hours-per-week => 45, and capital-gain = 0 .
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Figure 6.15: Shapley values for most discrepant pattern for Adult Dataset
(Accuracy)

Different is the evaluation of the lattice search, we present the representation
of the reticule without visualization of the regulatory items. The system checks if
starting from a node and going down a level the group discrepancy value decreases,
in which case it signals the regulator item. In the case of Accuracy values at each
level the group discrepancy value decreases because they are negative values, we
eliminate the representation of the regulatory items. The representation without
adjustment serves in this case to give a better estimate of how the value of the
group discrepancy increases with each addition of items.
To give an example, considering the local contributions examined thanks to the
Shapley Value, let’s take the three subgroups that will lead to a node above the
threshold. As the Shapley values showed, the coalition between capital-gain = 0
and marital-status = "Married" leads to the highest group discrepancy value with
respect to the other two subgroups, composed of the two separate attributes and
the race = "White ”, with which it will be combined. The race = "White" attribute
has a minor contribution, but combined with the other attributes it increases the
discrepancy value resulting in a node above the threshold.
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Figure 6.16: Lattice Search for most discrepant pattern for Adult Dataset (Accu-
racy)

Search for regulatory items

Even in the case of the search for regular items, the difference in Accuracy with
respect to the previously evaluated metrics (6.1.1 and 6.1.2) must be emphasized.
The adjustment takes place if the added item makes a positive contribution by
increasing the group discrepancy from a negative value to a value close to 0. The
example in the Figure 6.17 shows this concept well.
Consider the first instance of the table and the resulting Shapley Value, the addition
of the item occupation = "Blue Collar" makes a positive contribution, even if not
very large, which combined with the contribution of the hours-per-week attribute 40
dampens the negative effect deriving from the marital-status = "Married" attribute
by increasing the group discrepancy value by a factor equal to 0.066 (from -0.141
to -0.074).
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Figure 6.17: Regulatory item search for Accuracy (Adult Dataset)

We also evaluate the reticular search of the item set with the addition of the
item occupation = "Blue Collar". The representation shows how the regulation
affects a large slice of the lattice, obtaining most of the subgroups with group
discrepancy values below the threshold (as can be seen, there is only one node with
a value that exceeds the threshold equal to 0.17 ).

Figure 6.18: Lattice Search with the effect of the regulating item for Adult
Dataset (Accuracy)
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Global Evaluation

Finally, we evaluate the global results to determine the general contributions
that the attributes give if added to an itemset and which coalitions determine an
underperforming behavior of the model in the case of accuracy.
The representation of the Shapley values of all the attributes and their correlations
places the attributes marital-status = “Married”, hours-per-week => 45, and
relationship = “Husband” on the podium. The correlation of these three attributes
is the one with the greatest contribution to deviate the prediction from the correct
value.

Figure 6.19: Global Discrepancy Group for every item for Accuracy (Adult
Dataset)
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6.2 Comparison with FairVis
In this section we will present a comparison with the FairVis [18] system. A first
comparison will address the graphic differences that the two systems adopt. For
the second comparison we will consider the presentation of results provided by the
two systems.

6.2.1 Differences on the graphical interface level
In the first analysis, we can see a different set of interactive tools, as FairVis[18]
proposes all the interaction operations on a single page, consequently, the user can
make all choices in that window designed as shown in the figure 6.20.

Figure 6.20: visualization of the tool proposed by FairVis[18]

In our proposal, on the other hand, we have created several views to isolate the
passages considered important in the analysis and showing more clearly, for each
passage, the results obtained at that specific moment.
The type of analysis that can be carried out in the two tools appears different
despite the concepts on which they are based are similar.
In FairVis[18], the user can choose which attributes to select for the generation
of sub groups, and the choice is aided by showing for each attribute value its
distribution within the data set.
In our tool instead, the subgroups are automatically generated considering only
the itemsets with a frequency greater than the support threshold entered by the
user, in this way we obtain those groups of interest that have a certain relevance
at the evaluation level giving a more general estimate of how the model behaves
concerning the specific case not suitable for determining general behavior.
Once the groups with the inserted attributes have been generated, the evaluation
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statistics chosen, FairVis[18] generates the result of the metric for each group by
adding the display of the average, i.e. of the behavior concerning the whole set, to
evaluate the distance of the subgroups concerning to the total; in our case, this
distance, indicated in Chapter 4 as group discrepancy ( definition 4.3.1), is the
measure with which we go to estimate which patterns tend to be more significant
for a wrong prediction.
Finally, FairVis[18], proposes to the user a set of subgroups statistically similar
to those generated by the user, basing the similarity on the statistical divergence
between the feature distributions to evaluate the differences in the impact on
performance or to compare the results generated with subgroups more general with
less functionality.
In our case, instead, we focus on the calculated group discrepancy value by ana-
lyzing the results obtained in more detail, we break down the subgroup into its
elements obtaining, thanks to the Shapley values[44], the estimate of the contribu-
tion that each attribute has given for achieve that result, and also, let’s evaluate
the possibility of decreasing the distance concerning the overall by searching in
an iterative process of adding an element to the item set, the items that have
a regulatory effect on the distance, bringing the value closer to the general behavior.

6.2.2 Comparison presentation of results
To evaluate the different presentation of the results of the Fairvis system [18] com-
pared to our tool, we take into consideration the evaluation of statistic Accuracy
and we observe below the different representation of the results obtained.
We generate in Fairvis system [18], for convenience, subgroups similar, in terms of
attribute value, to the subgroups that in our tool have the maximum and minimum
Accuracy value. In Fairvis [18] it is possible to select for each attribute all the
values available in the dataset in question, we have decided to take as example
values those with a greater distribution within the dataset.
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Figure 6.21: FairVis[18] accuracy evaluation: we generated the groups thanks to
the panel on the left and we evaluated the two sub-groups that are at the extremes
compared to the average of the overall; on the left the bar graph shows in red the
accuracy of the subgroup to the right of the average, in blue the accuracy of the
subgroup to the left of the average.

From the representation given to us, we can evaluate for each subgroup its
distance from the general behavior indicated by the long bar with the number
above; at this point let us examine the two extreme cases as shown by the arrows.
FairVis[18] allows the selection of a group to keep still in the comparison and the
possibility of indicating the other group by simply passing the mouse over the
various bars generated, indicating the stationary group in red and the mobile group
in blue.
From the analysis shown on the right we see a bar graph with different colors
to show the relative accuracy value for the two groups and below the detailed
information relating to the groups examined. FairVis[18] aims to evaluate the
fairness of a model, we cannot fail to notice in this case that the two groups taken
into consideration, for the same days in prison, have a very significant distance
from each other,but not being able to quantify the influence of each attribute, it is
difficult to determine if the cause of this detachment can be traced back to another
comparable attribute, that is race.
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Figure 6.22: Accuracy evaluation in our interactive tool: we have the table
with all the subgroups automatically generated by the Frequent Pattern Mining
algorithm; it is possible to sort the columns of interest in our case we evaluate the
lowest accuracy values to verify how far they are from the overall.

Our model, on the other hand, proposes a table of frequent subgroups in which
we can evaluate all the characteristics of a given instance, we present its support
value, the composition of the item set, the confusion matrix, and all the measures
relating to the statistic selected among which is the group discrepancy value (the
two red circles in the image show the lowest accuracy value and its corresponding
group discrepancy value). We want to better analyze the pattern with the lowest
discrepancy value, thanks to the navigation bar on the left we can move to the
second view.
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Figure 6.23: Pattern Exploration: this view allows the user to evaluate, for each
generated subgroup, how the group discrepancy value is produced; selecting the
row of interest can display a series of details such as the lattice graph.

We select the row corresponding to the group discrepancy value we are interested
in and click next to obtain the corresponding Shapley Value[44].

Figure 6.24: Pattern Exploration Shapley Value: selected the instance to be
evaluated by pressing the next button, the user will see the bar graph that represents
the Shapley values for the elements of the item set.
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From the Shapley Value[44], we can see that the attribute that contributed most
to obtaining such a low accuracy value was the age followed immediately after
by the breed. We perform the same operations for the item set with the highest
accuracy value to make a complete comparison, select the corresponding row and
generate the corresponding graphic for the Shapley Value.

Figure 6.25: Pattern Exploration higher accuracy values.

Figure 6.26: Pattern Exploration Shapley Value higher accuracy values.
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In this case, we can see that the factor that has contributed most to having a
high accuracy value is never having been in prison followed by being Caucasian;
we also propose the lattice graph to explore how the group discrepancy varies in
the generation of the lattice of the selected item.

Figure 6.27: Pattern Exploration Lattice Graph:on the left the lattice graph
corresponding to the instance with the highest accuracy value; on the right the
lattice graph corresponding to the instance with the value of less than accuracy.

Thanks to our research of the elements that regulate the group discrepancy,
taking as an example the last case examined, the priors _count = 0 attribute will
be just one of these. As we can see in the Figure 6.28, we see that the accuracy
value goes from -0.039 to 0.015 by adjusting the group discrepancy by a factor of
0.023. Furthermore, the Shapley Value[44] on the right makes the concept even
clearer while race = African-American and sex = Male tend to lower the result
priors _count = 0 it contributes positively by correcting the final value.
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Figure 6.28: Evaluation of items that decrease the distance value
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6.3 Comparison with Aequitas
We know that the Aequitas system (2.1.5) is a toolkit for discovering the presence
of bias or lack of fairness of Machine Learning models. The toolkit is very simple to
use, the user only has to load the dataset to be analyzed and set the bias metrics
and protected attributes of interest. The groups generated by the toolkit are formed
by all the entities that share the same attribute value, e.g. sex = "Male".
We compare our tool with the Aequitas toolkit on the basis of the evaluation and
presentation of the results.

6.3.1 Comparison of results presentation
We propose the visualization of the results of the Notebook provided to carry out
the analysis of the COMPAS dataset with the approach proposed by Aequitas.
The analysis involves setting the evaluation metrics, we choose the False Positive
Rate (FPR). As attributes of interest we consider age, race and sex which represent
the sensitive attributes considering the context of analysis (the prediction of the
recidivism of a defendant) and we evaluate, with respect to these attributes, how
the model behaves.

Figure 6.29: Evaluation of the False Positive Rate for sensitive characteristics
(Aequitas [106]).

From the visualization of the Figure 6.29, we can immediately determine which
attribute values carry a greater probability of being classified as false positives.
The representation shows for each attribute inserted a bar graph for each valure
th The results under examination lead to the conclusion that attribute can take,
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identifying the difference in value with different gradations of the orange color. For
example, from the graph obtained we can evaluate that men and women are equally
likely, but African American people under the age of 25 have a much higher false
positive rate (0.54 and 0.45 for age _cat and race respectively) when compared
with Asian people over the age of 45. Always using the Aequitas toolkit we search
for biases for age and race attributes. In this case, the toolkit allows the comparison
of all attribute values with respect to one considered as a reference and computes
the disparity for each reference/value pair. We consider the age _cat attribute and
as a reference the value 25-45 (value with the average result).

Figure 6.30: Visualizing disparities between groups in the single attribute age
and race for FPR (Aequitas [106])

The display in the Figure 6.30 offers a clearer idea of the present bias, in fact,
taking the average value as a reference, the result of the disparities is decidedly
significant. For the False Positive Rate we have for age _cat = “Less than 45” a
disparity equal to 1.62.
By performing the same operations on the race attribute and considering race =
"Caucasian" as a reference, we obtain incredible results. We see that the disparity
value for the cases of false positives is equal to 1.91 for African-Americans and 1.60
for Native-Americans, it is a very high disparity considering that the disparity of
the reference attribute is equal to 1.
Finally we evaluate the fairness of the model for the sensitive attributes that we
have decided to analyze. Fairness is evaluated by taking into consideration the
levels of disparity calculated during the search for the Bias, and using the
"80% rule" [19] that is, considering a threshold th = 0.8 (equivalent to 80%), a
certain group is considered fair if its disparity value is between 0.8 and 1.25 (corre-
sponding to 1

th
).
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Figure 6.31: Visualizing fairness of a single absolute group metric across all
population groups (Aequitas [106])

Also in the case of fairness the reference values must be set, in our case we have
race = "Caucasian", sex = "Male" and age _cat = "25 - 45". The representation
in the Figure, very simple to read, shows a bar graph where green indicates fair
group, red indicates unfair group. We note that as fair groups with respect to the
reference we have only sex = "Female" and race = "Hispanic", all other groups are
considered unfair with respect to the reference, there is no statistical parity.
As in the case of Bias, it is possible to visualize the disparity about fairness for a
single attribute and metric. We show the results for the "race" attribute for the
False Positive Rate statistic. We note how the contrast of colors leaves no doubt to
the user, almost all the blocks are colored in red, a sign that cannot be considered
statistically equal to the gray colored reference. For more details see [107]
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Figure 6.32: Visualizing fairness between groups in a single attribute race for all
calculated disparity metrics (Aequitas [106])

Let’s now consider the same conditions but developed within our tool with
respect the classifier that we have used. Our tool does not yet have the choice of
individual attribute values to be analyzed but we provide at the end of the analysis
the global results that can be an aspect of comparison with the Aequitas system
[107] in evaluating the fairness of the model.
Recall that the global results provide for each statistic examined, a representation
of the Shapley values of each attribute value, first of all showing the individual
contributions that each feature makes in addition to other itemsets. Furthermore,
this type of evaluation offers the possibility to determine which combinations of
attributes cause an increase or a decrease of the group discrepancy value for each
metric (definition 4.3.1). It is a more detailed type of assessment with which to
verify the fairness and bias present within a Machine Learning model.
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Figure 6.33: Representation global Shapley values for FPR and FNR

We present the results obtained for the COMPAS dataset considering the same
metric analysed previously, False Positive Rate.
The global representation provides clear results to evaluate fairness by adding also
the quantification of the discrepancy value for each attribute value, so we can
determine not only which characteristics can be considered more critical at the
level of incorrect prediction but we also visualize the measurement of the effect
which certain characteristic contributes to the final result.
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6.4 Comparison with Slice Finder
The Slice Finder system (2.1.1) allows the identification of problematic sections
in which the model’s performance is not correct. The first consideration to be
addressed concerns the setting of the solution. The Slice Finder system determines
the significant difference in model performance metrics in terms of a section’s log
loss compared to its counterpart. Furthermore, to determine if the loss is significant,
they consider the size of the effect of the difference. We discuss the presentation of
the results and the interactivess of Slice Finder (2.1.1) on the Adult dataset.

6.4.1 Comparison of results presentation with Adult Dataset
The example in the Figure 6.34 shows the interactive view offered by the Slice
Finder system. The user selects a K number and an effect size threshold and
obtains the top-k sections that can be explored with an effect size smaller than
the set threshold. It is possible to sort the table according to the column of your
interest, in this case we sort according to the difference of the logarithmic loss
and select the row relating to relationship = "Wife" to display the position of the
attribute value in the scatter chart. By placing the mouse on the corresponding
point, you can view a summary of the information of the selected item.

Figure 6.34: Evaluation of problem sections for the Slice Finder system [108]

A section is defined as problematic if the difference in loss is statistically signifi-
cant and if the size of the effect of the difference is large enough (from 0.8 upwards),
we try to sort according to the size of the effect. We obtain as top-k the sections
relevant to the capital-gain and capital-loss attributes.
Our approach evaluates the problematic subgroups through the difference in per-
formance with the entire dataset (definition of group discrepancy 4.3.1). The
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Figure 6.35: Evaluation of problem sections with max effect size for the Slice
Finder system [108]

selection of the subgroup to be analyzed allows a more detailed exploration of
the individual components of the pattern and a more intuitive view of the effect
that each attribute value has on the final result. We also provide to the user
the search for regulatory items that tend to control the contribution of the most
critical functionalities, bringing the result closer to the correct value. Finally, we
provide the global results that allow greater clarity in the evaluation of the overall
functionality of the dataset in question. The detailed analysis of the Adult dataset
with our tool is described in Section 6.1.
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Conclusion

There are contexts in which the inclusion of machine learning systems as a method
of choice brings to attention an intrinsic problem relating to the possible prejudices
that the system could verify during the classification when the result of the
prediction influences the human being.
In this thesis, we have analyzed a new data exploration approach for classification
analysis that is based on the concept of group discrepancy. The group discrepancy
is an estimate of the statistical distance of a given pattern with respect to the entire
dataset, giving a first idea of the behavior of the model in representative subgroups
of the dataset that can be critical. We explored the group discrepancy on a more
detailed level by providing Shapley values for the individual features that make
up the itemset to assess which attributes are most responsible for deviating from
general behavior. We also provide the lattice research of the pattern in which to
evaluate every possible combination of attributes and the contribution it has on
the group discrepancy.
We provide the possibility to search for items with a regulatory effect by evaluating,
as in a coalition game, the difference in group discrepancy of the pattern with and
without the added item, displaying in detail the local contributions of each attribute.
Finally, we propose the definition of global group discrepancy for the evaluation of
the influence of one functionality in correlation with the others. From these results,
we are able to determine which groups cause inaccuracy of the prediction and we
can quantify for each attribute its group discrepancy value.
The thesis also wants to underline the importance of bringing the user closer
to exploring the approach through a more interactive system. User involvement
becomes an essential aspect to consider to increase the diffusion of new approaches
for machine learning systems and to improve the understanding of the method
used.
We present a low-level interactive approach based on carrying out operations that
require user action in the context of Jupyter Notebooks, making the analysis process
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more dynamic and allowing the realization of different hypotheses without having
to search within the code the edit point. The creation of an interactive notebook
allows a more professional user experience, requires an understanding of the code
but speeds up editing operations by updating the modified result online. The
creation of an interactive notebook allows a more professional user experience,
requires an understanding of the code but speeds up editing operations by updating
the modified result online.
We also propose a high-level approach with the creation of an interactive tool
in which the user remains extraneous to the implementation of the method and
is completely immersed in the visual analysis of the results he can obtain. The
application consists of several views in which the user can carry out a part of the
analysis through the selection of parameters, the interactive display of explanatory
graphs or the manipulation of data tables. Attention to detail, the fluidity of the
executive process, and ease of use are the characteristics that make our tool a valid
proposal for a new way of undertaking a process of optimization or analysis of
machine learning systems. We focus on the definition of usability, the key principle
of human-computer interaction, to show that the optimization of systems can also
be aimed at the user side and not just the code side, the direct involvement of the
user in a research context can simplify the understanding process and allow faster
development of solutions for system anomalies.

7.1 Future Work
Human-computer interaction is a growing concept that still has to outline a precise
application protocol even if it is strongly requested in the new emerging systems
used by human, such as those of machine learning. Future work provides the
optimization of the presented interactive tool, increasing the possibilities offered to
the user at the analysis level, for example by exploring the possible extensions of
the concept of group discrepancy. A design improvement is also provided, allowing
the customization of the graphics displayed both at a stylistic and structural level.
Another possible optimization concerns the expansion of the tool distribution
platforms considering also other operating systems (Windows, Android). In this
way, we can increase the versatility of the presented work allowing its use on any
device.
Future work will focus on the creation of a complete application in all its features,
abandoning the definition of demo in favor of a more full-bodied tool, in order to
be able to build analysis and not just verify the results.
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