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Abstract

Emerging new wireless technologies and devices to capture and broadcast
high–resolution videos in real–time, demand higher data transfer rates. To
increase the bit rate, the communication systems always are under devel-
opment. In the meantime, the other objective is low power consumption,
especially for mobile devices like phones and cameras.
This achievement requires an optimum design of the elements in a transmis-
sion chain. One of the possibilities is optimizing the modulator block. Most
of the standard communication systems like DVB—T, use the traditional
uniform constellations to map multiple information bits to a constellation
symbol. Optimizing the constellation leads to obtain "non–uniform" constel-
lations.
In this work, we studied and designed the new "non–uniform" constellations
which are used to close the capacity gap to the Shannon limit as much as
possible. In this regard, we used the maximization of BICM capacity ap-
proach. BICM, which is a scheme to design a transmission chain and its
blocks, tries to increase the code diversity, and because of its flexibility, the
channel encoder and modulator can be chosen independently. This makes
it a powerful tool to focus on the constellation in the modulator, without
worrying about the impact of constellation optimization on the other blocks.
By doing this, the improved constellations have a higher capacity which can
be translated to gain in other terms like reduction in the power, or, lower-
ing the Bit Error Rate (BER). However, this improvement is not without
the cost. Non–uniform constellations will impose another level of complexity
to the demodulation procedure in the receiver, because, in contrast to the
uniform constellations, the modulation algorithm can not use the symmetry
features that are present in the constellation shape. Fortunately, this problem
is resolved by designing new methods to simplify the demapping procedure.
Another issue is choosing the best performing constellation. Since the SNR
factor is present in the channel capacity equation, we have a specific opti-
mum constellation for each SNR value. Therefore, the target receivers and
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operation parameters of the system must be selected carefully. Nevertheless,
the performance evaluations showed the optimized constellations outperform
the uniform one regardless of SNR.
To evaluate and verify the performance of resulting constellations, first, we
used them in a simulation of a full transmission chain, and then, applied
them to an SDR implementation of a video transmission system to observe
the performance in a real system. The outcome of the evaluation proved the
maximum power gain of 0.8 [dB].
One of the most interesting parts of this work is that, in general, thanks
to the BICM approach and its flexibility, the new optimized constellations
can be used in a wide range of applications and new technologies that are
following that design scheme.

The real transmission chain used in this thesis is developed by the REDS
Institute (HEIG–VD, Yverdon Les Bains, CH).
This thesis is organized in 2 parts:

• Introduction:
Contains introduction, characteristics, and basics of operation of the
model and system under study.

• Optimization and Results:
Contains optimization procedures and algorithms, results analysis, and
performance evaluation on a real system.
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Acronyms

1D–NUQAM One-dimensional non-uniform QAM.

APSK Amplitude and phase-shift keying.

AWGN Additive white Gaussian noise.

BC Coded modulation.

BER Bit-error rate.

BICM Bit-interleaved coded modulation.

BW bandwidth.

CR Code Rate.

DOF Degree of freedom.

FEC Forward Error Correction.

FFT Fast Fourier transform.

FPGA Field-programmable gate array.

LLR Log Likelihood Ratio.

LSB Least significant bit.

ML Maximum-Likelihood.

MSB Most significant bit.

NM Nelder–Mead optimization method.
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NUC Non-uniform constellation.

OFDM Orthogonal frequency-division multiplexing.

PAPR peak-to-average power ratio.

PSK Phase-shift keying.

QAM Quadrature amplitude modulation.

QEF Quasi Error Free.

RS Reed-Solomon.

SDR Software-defined radio.

SER Sequence Error rate.

SNR Signal-to-noise ratio.

TCM Trellis-coded modulation.

TS Transport Stream.
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Chapter 1

Preface

1.1 DVB–T and REDS chain
ETSI developed several well-known standards for video and audio broadcast-
ing. DVB–T and successor one, DVB–T2 are for the terrestrial TV and they
are the most dominant and successful technologies comparing other standards
like ATSC 3.

REDS institute used these standards to redesign the whole chain of the
a transmitter and receiver, satisfying the specific project requirements. The
resulting system contains a Reed-Solomon encoder cascaded by a Turbo en-
coder which helps to remove the inner-interleaver, comparing to traditional
DVB–T architecture. This reduces the latency and increases the system
performance. Another important change is moving towards the MIMO tech-
nology. Based on the description of the project, this is used to increase the
bit-rate of the system to meet the project requirements. We will consider
neither channel coding nor MIMO in this thesis. Instead, we are dealing
with the other important elements of the chain: modulation constellations
and corresponding demodulators. To further increase the performance of the
system, one can think of shaping the constellation to reduce the gap from the
Shannon capacity limit. Since the optimal distribution for an AWGN channel
is Gaussian, we use the Geometry shaping method to make the transmitted
signal to be closer to the Gaussian. This is called "Geometry shaping", be-
cause it is dealing with distances of the points in the constellation which is
different from the other possibility, "Probability shaping". Probability shap-
ing is very hard to apply to the signal as it tries to give Gaussian shape to
the signal after FEC encoding and thus it must be reversed in the receiver
[18].
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1 – Preface

1.2 State of the art

1.2.1 BICM systems

Coded Modulation (CM) is a system with the concatenation of an encoder
and modulator to increase the spectral efficiency. CM made it possible to
associate several bits to a channel symbol. An example of CM systems is
Trellis-coded modulation (TCM) that is a pair of a binary convolutional en-
coder and a memoryless modulator.
The main limitation of the CM schemes is that the channel encoder and
modulator are designed jointly.[2] Instead, Bit-interleaved coded modulation
(BICM) approach, added a bit interleaver to the chain of CM and placed
it between the encoder and modulator. One of the best characteristics of
BICM is that modulator and channel encoder can be selected independently,
unlike the CM scheme. Due to this flexibility BICM is the most efficient and
less constrained approach today.
Existence of the interleaver in BICM, helps increase the performance of the
system, specially in the fading channels. This method first was shown in the
paper by Zehavi [22]. In this paper, the proposed system tested over the
fading channel (Rayleigh) and soft-decision is used at the Viterbi decoder.
Later E. Biglieri and G.Taricco [5] provided the exact theory to evaluate the
performance and design better systems. Currently, BICM is used in almost
all modern communication systems like DVB-NGH, ATSC 3.0, 4G, and 5G
in a combination of MIMO.
Today, the current studies are related to further optimize and improve this
system. Thanks to BICM scheme and its flexibility to choose the modulator
and channel encoder independently, this approach can be used to improve
the spectral efficiency of the communication system by maximizing the ca-
pacity of the channel. Focusing on the modulator and the constellation used
to map the information bits to the symbols, we don’t even need to think
about impacts of our work on the other blocks. So, we can assume that if
we can achieve the highest possible capacity by moving the position of the
constellation symbols, the resulting constellation is optimum one and must
outperform the others.
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1.2 – State of the art

1.2.2 Non-uniform constellations
Several attempts have been done by researchers to design optimized constella-
tions for various systems. For example "Constellation design for memoryless
phase noise channels" [11]. But the most recent one is a doctoral thesis by
M. Fuentes [8] for ATSC 3.0. Great work has been done in BBC research
and development center [19] in which the writer applied 1-dimensional op-
timization on the rectangular constellations and discussed many aspects of
utilization of the resulting constellations like the possibility to use higher
order constellations on the lower SNRs and their implications. Later, in ad-
dition to 1D, 2D optimization is done for both SISO and MIMO terrestrial
broadcasting systems in [8]. In the same reference, complexity of demodu-
lation is also has been discussed, and, appropriate and the most complete
solution is provided.

1.2.3 Our approach
Our work is based on the references that are introduced in the previous sec-
tion. In fact, we will try to cover the missing part of the previous works
and accomplish them. For this reason, in this thesis, after design and im-
plementation of the optimized non-uniform M-QAM (M stands for order)
constellations, we will evaluate them in a real-world application. Also, the
trade-offs of usage of these constellations will be discussed
For evaluation, first, we will set up the REDS chain simulator with proper
modulator and demodulator functions applying the optimized constellations,
then we will move towards Software-defined radio (SDR) implementation of
the system, where the real hardware is attached to. At this point, we will
perform tests and verify the results of the simulation. It must be mentioned
that during the thesis, to save time we skipped the study of modulation un-
der the order of 16 (16QAM) since they are near-optimal and there is not
much space for optimization. We will discuss this later.
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Chapter 2

Basics

2.1 System model
2.1.1 Transmission over channel
In digital transmission standards, the source must be converted to a bit-
stream before being fed to the transmitter. According to the principle of
the communications, if s(t) is the continues-time signal sent by the transmit-
ter over a channel, the received signal y(t) is a combination of the channel
response h(t) and the additive white Gaussian noise w(t):

y(t) = h(t) ∗ s(t) + w(t) (2.1)

Since nowadays almost all the communication systems are digital, it is needed
to translate the above formula to the discrete-time form:

y[n] = h[n] ∗ s[n] + w[n] (2.2)

In this case, the information is transmitted every T seconds, so, the informa-
tion rate R is 1/T (Hz), which corresponds to the signal bandwidth. Then,
at the receiver side, the sampling rate should be set according to Nyquist
criterion [15] to successfully extract the transmitted information from the re-
ceived signal. Figure 2.1 shows a simple broadcast transmission model over
a channel.

2.1.2 BICM blocks
As detailed in reference [5] and figure 2.2, the main blocks of a BICM system
are Encoder, Interleaver, Mapper, Channel, Demapper, Deinterleaver, and
Decoder. We will briefly describe relevant components in the next pages.
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2 – Basics

h(t) channel
s(t)

y(t)

TX RX

Figure 2.1: A simple terrestrial broadcasting system.

Figure 2.2: Block diagram of bit-interleaved coded modulation (BICM)
scheme, π is bit-interleaver [5].

The transmission system blocks used in the REDS chain are the same
as DVB–T, but with a different type of components. In the REDS chain,
Reed-Solomon is cascaded by a Turbo coder which helps to remove the inner-
interleaver comparing to traditional DVB–T to reduces the latency and in-
crease the system performance.
Furthermore, they equipped the product with MIMO technology. The gen-
eral block diagram of DVB–T transmitter is shown in the figure 2.3. One can
easily distinguish the BICM part of this system. Here BICM components are
Outer coder, Outer interleaver, Inner coder, Inner interleaver, and Mapper.

FEC and Interleaving

This component itself contains many other sub-components which cover most
of the upper area in the block diagram 2.3.
The reference DVB–T system uses Forward Error Correction (FEC) to in-
crease the error correction capability of the system. FEC block contains
Reed-Solomon encoder with parameters (244, 188) as its outer encoder where
the codeword length is 188 bits, and punctured convolutional encoder as its
inner encoder.
The outer interleaving process is a convolutional byte-wise interleaving with
depth I = 12. The Inner interleaving DVB–T uses a special block that is
described in ETSI reference EN 300 744 v1.4.1 (2001-01).
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2.1 – System model

MUX
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MPEG-2
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TERRESTRIAL CHANNEL ADAPTER

To aerial

Encoder

Encoder

Encoder

Encoder

Figure 2.3: DVB–T block diagram of DVB–T [7].

Mapper

DVB–T is an old broadcasting standard that utilizes a Quadrature Amplitude
Modulation (QAM) type of constellations in the modulator block, where the
maximum order of constellation M is just 64. According to the standard,
the possible Ms that can be used are 4, 16, and 64. The standard wants to
normalize the power to the unit, so the "average power" normalization factor
c is defined for each constellation order. The corresponding values for c equal
to 1/

√
2, 1/

√
10, and 1/

√
42, respectively.

OFDM Modulation

One of the most important and interesting elements in the DVB–T and REDS
chain that recently is in use in any communication technology, is OFDM.
With OFDM, the available spectrum is divided into several narrowband or-
thogonal subcarriers. OFDM brings many advantages to communication
systems. Some of them are as follow:
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2 – Basics

1. As the frequency response of subcarriers (sub-channel) are overlapping,
OFDM has higher spectral efficiency. But in the resulting spectrum, the
maximum power on each subcarrier is located on nulls of other subcar-
riers (figure 2.4).

2. The subcarriers experience almost flat fading meaning that it mitigates
multipath fading.

3. It eliminates the crosstalk, thus making it easier to design transmitter
and receiver.

f

Figure 2.4: N OFDM subcarriers.

Figure 2.5 shows the discrete time model of OFDM as shown in [6]. According
to the same reference, after several steps of calculations we have:

yl = DFT (IDFT (xl) ~ gl + ånl)
= DFT (IDFT (xl) ~ gl) + nl

(2.3)

where ~ represents the circular convolution, yl contains N received data
point, xl is the N transmitted constellation points and gl the channel impulse

Figure 2.5: OFDM system used in digital communication systems. Note that
CP stands for Cyclic Prefix.
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2.2 – Capacity of a communication channel

response. Assuming the channel noise ånl is white and Gaussian, nl is the
uncorrelated Gaussian response. Considering that DFT of two cyclically
convolved signals is the product of their individual DFTs, we can rewrite the
above equation as below. Note that DFT(gl) is the frequency response of the
channel.

yl = xl.DFT (gl) + nl (2.4)
which means using the fast Fourier transform (FFT), DFT and IDFT can be
done at a high speed in transmitter and receiver.

2.1.3 Reception
AT the receiver after time and frequency synchronization, all the blocks in
the transmitters diagram must be reversed in order to get the original bits.
To increase the performance, instead of Hard decoding the demapper uses
the Approximate Log-Likelihood Ratio algorithm with Viterbi decoder to
demodulate the received data. Soft Viterbi decoder is used to decode the
coded data by the convolutional encoder.

2.2 Capacity of a communication channel
2.2.1 Shannon theorem
In the equation 2.2 if the only disturbance in the channel is AWGN noise,
the h[n] can be assumed to be 1. So the equation can be simplified to:

y[n] = s[n] + w[n] (2.5)

where w[n] is white additive Gaussian noise with zero mean and variance
(noise power) of σ2. According to the Shannon theorem the Capacity C of
this channel can be expressed as the below equation, where P is the average
power of the signal and W is the channel bandwidth.

C(bit/s) = W log2
P + σ2

σ2 (2.6)

One can simplify this equation to have Signal to Noise Ratio SNR in it;
where SNR = P/σ2.

C(bit/s/Hz) = log2 (1 + SNR) (2.7)

which results the figure 2.6. Basically, Shannon capacity is the upper bound
for transmission rate at a certain SNR.
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2 – Basics
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Figure 2.6: Shannon capacity limit AWGN channel.

2.2.2 CM and BICM Capacity

As described in section 1.2.1, CM and BICM systems are very useful to
obtain overall higher system performance. Since in communication systems
the channel is not ideal (h[n] /= 1), a powerful channel coding is needed in
addition to Interleaving, which are used to minimize the error bursts so that
the erased bits can be recovered at the receiving end [22].
From reference [5], when the receiver signal is y = hx, then the BICM system
can be modeled as a m parallel binary input channels (figure 2.7). the CM
and BICM capacities can be calculated as follows:

CCM = I(x; y|h) = m− Ex,y,h

log2

q
xÍ∈χ

p(y|xÍ, h)

p(y|x, h)

 (2.8)

where Ex,y,h denotes the expectation with respect to s, y and h; χ is the set
of constellation symbols; m = log2(M) is the number of bits per constellation
symbol. Remember that also m is the number of the parallel channels in the
equivalent model and each m corresponds to a position in the label of the
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2.3 – Improvements in REDS transmitter

constellation χ.

CBICM = I(cl; y|h) = m−
mØ
l=1

Ex,y,h

log2

q
xÍ∈χ

p(y|xÍ, h)q
xÍ∈χbl

p(y|xÍ, h)

 (2.9)

In this equation, the term χbl denotes the set of symbols in a constellation χ
that the coded bit cl is equal to b ∈ {0,1}. Also, p(y|x, h) is the conditional
probability density function (pdf). This expression holds in general for all
kinds of channels, AWGN, Rayleigh, or Rician. Also CCM ≥ CBICM . But it
must be noted that despite the performance loss in BICM, iterative decoding
shows significant improvements.

Figure 2.7: Equivalent BICM system model [8].

2.3 Improvements in REDS transmitter
[] In the REDS transmission chain, two methods were adapted comparing
to the original DVB–T to increase the data rate: The most noticeable and
important changes are: using higher QAM constellations in the Modulator,
and transforming the existing SISO to MIMO technology.

Technically, the QAM constellation order M increased from 64 to 256.
This is a very reasonable method to increases the data rate of the system,
but the downside of this is degradation in the Bit Error Rate (BER) perfor-
mance of the system.
To avoid the BER degradation, one can think of increasing the transmission
power or using the powerful channel encoding. According to the application
and requirements of the project, increasing the transmission power is not a
valid solution. So, the remaining option is that the convolutional encoder
and Viterbi decoder must be replaced by a Duo-Binary encoder and decoder.
Since the duo-binary turbo encoder includes an interleaver block, the coexis-
tence of this interleaver with the inner interleaver in the transmission chain
will increase the system latency. According to the documentation of the
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project [1], the performed simulations showed that eliminating the inner in-
terleaver does not impact the system’s overall performance at the end. Thus
removing it can decrease the latency.
Figure 2.8 shows a simplified block diagram of the REDS transmission chain
used for both simulation and evaluation.

Source Reed-Solomon Encoder Outer Interleaver Turbo Encoder

Symbol Interleaver QAM / NUQAM Mapper OFDM Modulator USRP SDR Board

Figure 2.8: Simplified REDS transmission chain.

2.3.1 Further improvements
So far all the preliminaries for starting to discuss the optimization are ex-
plained. For most of the optimization, the BICM capacity function is used
to achieve the optimal positions of the constellation symbols in the consid-
ered M–QAM constellations. As mentioned before, M is introduced by the
requirements of the project and is equal to 4, 16, 64, and 256 values.

Here, the question may arise: Why the BICM capacity equation is used
for optimization? The answer is that because it is a valid description for the
channel capacity in the system under study. Moreover, by using this equa-
tion, one can avoid the many associated parameters required for calculations
to get the BER values.
This way is indeed much faster than the association of all blocks and their
parameters in the chain for doing the calculations. We know that maximizing
the BICM capacity function translates to have a small number of errors (in
terms of BER) at the receiver side. As a result, this leads to less power con-
sumption for achieving a certain BER. Because the Quasi Error Free (QEF)
value can be reached in the lower received SNR. It must be mentioned that
for the DVB–T standard QEF = 2× 10−4, after the Viterbi decoder.
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Chapter 3

Optimization

3.1 Comparison of PSK, APSK and QAM
Before continuing, it is worth mentioning a fact about choosing between
[A]PSK and QAM.
In PSK the transmitter can operate at the maximum power, but in QAM
it is not possible to use the maximum power to send the symbols that their
amplitude are less than the maximum power. Also one can think of using
APSK, in this case, given a modulation order, APSK could have less ampli-
tude levels that leads to a lower peak-to-average power ratio (PAPR).

But in terms of spectral efficiency, QAM wins as in our case the distance
between transmitter and receiver in the system under study is not as long as
distance in satellite communications.

3.2 BICM capacity maximization
According to the reference [5], BICM capacity can not be calculated in closed
form, so the method described in reference [16] is used for numerical com-
putation. For a modulation encoding m bits per second, the BICM capacity
for an SNR value γ can be calculated as:

CBICM = Im(γ) = m−E

 1
m

mØ
i=1

1Ø
b=0

Ø
z∈χib

log2

q
x∈χ

exp (−|Y −√γ(x− z)|2)q
xÍ∈χib

exp (−|Y −√γ(xÍ − z)|2)


(3.1)

where χ is the set of 2m constellation symbols, χib denotes the set of the
symbols for which bit i equals to b, and Y is a complex normal random
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variable with zero mean and unit variance. Using enough N realizations of
Y , one can produce smooth curves and reliable results.
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Figure 3.1: BICM capacity for 4, 16, 64 and 256 QAM (AWGN channel).

Figure 3.1 indicates the Shannon capacity limit (equation 2.7) and BICM
capacity (equation 3.1) of uniform 4, 16, 64 and 256 QAM constellations.
When using uniform QAM, according to this figure, there is a best perform-
ing uniform QAM constellation in a certain range of SNR. For example in a
SNR range of [3,10], it is better to use 64QAM since its gap to the Shannon
limit is less than the others in that range.
Another result of figure 3.1 which is important for this thesis is observing
the gap and available optimization space for each constellation at each SNR
value. According to figure 3.2 which shows the shortfall from Shannon ca-
pacity for the different order of uniform QAM constellations, the gap from
the Shannon capacity increases with SNR and constellation order M .
Based on these findings and the requirements of the system under study, this
thesis at the first stage focuses on doing optimization, e.g. maximizing the
BICM capacity in certain SNR ranges where DVB–T QEF condition can
be reached by the system. This way, the dependency on many parameters
of the system will be eliminated to achieve reliable results. As mentioned
in previous sections, maximization of BICM capacity is equal to error re-
duction and hence better BER performance. Therefore it is reasonable to
consider only certain constellation orders. Note that QEF value for DVB–T
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Figure 3.2: BICM capacity shortfall from Shannon capacity for M = 2, 4 ,6,
8 (AWGN channel).
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Figure 3.3: BICM capacity for 4, 16, 64 and 256 QAM and NU–QAM con-
stellations (AWGN channel).

equals 2 × 10−4 at the output of the inner decoder which is Turbo in the
REDS transmission chain. This value means less than 1 uncorrected error
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per hour.
In figure 3.3, BICM capacity is calculated for original QAM and 1D–

NUQAM constellations using equation 3.1 in a range of SNRs. In this figure
the optimal positions are extracted from reference [19]. This is showing
clearly the superior behaviour of 1D–NUQAM constellations comparing to
uniform one.

3.3 Optimization process and algorithm
For maximization of the BICM capacity described in the section 3.2, a non-
linear numerical optimization method must be employed since all the calcu-
lations are numerical. Based on the trials, the best performing optimization
algorithm for our goal was Nelder–Mead optimization method (NM) that is
described and discussed completely in [12].

In our case, the generic form of the optimization formula is as equation
3.2. NM inputs POSInit, a set of initial M–ary constellation symbol positions
as starting parameter values in addition to NMOptions, a set of options like
power level in which the optimization must be done. The output POSOut is a
set of optimal positions in the I–Q plane, where the BICM capacity function
is maximized. Of course, the NM is for finding the minimum of a function;
therefore to get the maximum we need to invert the BICM capacity function.:

POSOut = NM(−1× CBICM , POSInit, NMOptions) (3.2)

A pseudo-code to demonstrate the NM algorithm is shown in Algorithm
1. In figure 3.4 a graphical representation of the algorithm 1 is provided.
In addition an example of applying NM on a nonlinear function to find its
minimum is depicted in figure 3.5.

3.4 Demapper
The Maximum-Likelihood (ML) demapper is used to minimize the errors.
For ML, for each received bit the Log Likelihood Ratio (LLR) [20] can be
computed as:

L(b) = log

A
Pr(b = 0)|r = (x, y)
Pr(b = 1)|r = (x, y)

B
(3.3)
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Algorithm 1: Nelder–Mead optimization method (NM) Algorithm
input : A function f , a vector x and termination conditions (σ1, σ2)
output: Optimal parameters values minimizing function f

1 Create a simplex of n+ 1 points for n–dimensional vectors x;
2 while xcurrentn+1 − xpreviousn+1 < σ1and f(xcurrentn+1 )− f(xpreviousn+1 ) < σ2 do
3 Order: x1 < ... < xn+1 such that f(x1) < ... < f(xn+1);
4 Reflect: xr = 2m− xn+1, m = Σxi/n, i = 1...n;
5 if f(x1) ≤ f(xr) < f(xn) then
6 xn+1 = xr; Goto next iteration;
7 end
8 if f(xr) < f(x1) then
9 Expansion: xs = m+ 2(m− xn+1);

10 if f(xs) < f(xr) then
11 xn+1 = xs; Goto next iteration;
12 else
13 xn+1 = xr; Goto next iteration;
14 end
15 end
16 if f(xr) ≥ f(xn) then
17 Contract:;
18 if f(xr) < f(xn+1) then
19 Contract outside: xc = m+ (xr −m)/2;
20 if f(xc) < f(xr) then
21 xn+1 = xc; Goto next iteration;
22 else
23 Goto Shrink;
24 end
25 else
26 Contract inside: xcc = m+ (xn+1)−m)/2;
27 if f(xc) < f(xr) then
28 xn+1 = xcc; Goto next iteration;
29 else
30 Goto Shrink;
31 end
32 end
33 Shrink: vi = x1 + (xi − x1)/2, f(vi), i = 2...n+ 1;
34 end
35 end
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Figure 3.4: Evolution of the initial simplex in NM algorithm.
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Figure 3.5: Nelder-Mead optimisation method in a one-dimensional space.
Initial situation (left), reflection of the simplex (middle) and contraction of
the simplex (right) [21].

assuming that the transmitted symbols are equally probable and that the
noise follows a Gauss distribution:

L(b) = log


q
s∈S0

e− 1
σ2 ((x−sx)2+(y−sy)2)

q
s∈S1

e− 1
σ2 ((x−sx)2+(y−sy)2)

 (3.4)

In this equation, x and y are the coordination of received constellation sym-
bol, and sx and sy are the reference coordination. Also, s0 and s1 are the
ideal symbols or constellation points with bit 0 and 1 at the given bit posi-
tion, respectively [10].
Approximate LLR is computed by taking into consideration only the nearest
constellation points to the received signal, rather than all the constellation
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points (as done in exact LLR); We have as in reference [10]:

L(b) = − 1
σ2

5
min
s∈s0

[(x− sx)2 + (y − sy)2]−min
s∈s1

[(x− sx)2 + (y − sy)2]
6

(3.5)

When it comes to the complexity of demapping, it is known that the
complexity degree for 1D–NUQAM is the same as uniform QAM. But, as
described in DVB–T2 standard, for more efficiency, QAM constellations can
be used with rotation and cyclic Q-delay. Then, one can think about using
2D–NUQAM together with rotation. Because using cyclic Q-delay requires
the demapper to consider the 2 axes in the plane and this means that the
complexity is already increased. By implementing such a demapper to benefit
from Q-delay, it must already have enough capability to be used with 2D–
NUQAM. We will discuss this more later.
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Chapter 4

Non–uniform QAM

4.1 1D Optimization
For a M–ary QAM constellation with order M , the position of constellation
symbols can be represented as a set of [x, y] on the I-Q plane and be produced
by the all 2-by-2 combination of coordination set D that is:

D = {−an,−an−1, ...,−a1,−1,+1, a1, ..., an−1, an} (4.1)

where n is equal to
√
M
2 − 1, and is called the number of parameters which

must be optimized: Degree of freedom (DOF). Note that because the power
normalization ±1 is a fixed position, so we would associate it as a parameter
for optimization.
Now, the optimization process is to find all the x and y pairs belonging to
all symbol positions of a constellation with certain M , that maximizes the
corresponding BICM capacity or equivalently Mutual Information I for a
given received signal to noise power ratio. In fact, The optimization tries to
find a specific constellation for each SNR in which BICM capacity reaches
its global maximum.
To minimize bit errors between adjacent symbols, Gray coding is applied in
the design of constellation symbols. Because by Gray labeling each symbol
has just one nearest neighbor.
In figure 4.1 the evolution and movements of the constellation points are
shown for the two M values of 64 and 256 at SNR of 9 [dB] when the channel
is AWGN.

In the next sections, the discussion of the optimization process is followed
by a MATLAB simulation of the resulting constellation using the REDS
transmission chain, and the corresponding BER curves are depicted.
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Figure 4.1: a: QAM and optimized Non-Uniform constellations for SNR=9
and M = 64. b: Optimized Non-Uniform constellations for SNR=12 and
M = 256.

4.1.1 64 1D-NUQAM

For M = 64, different optimization settings are available that will be dis-
cussed and compared later.
For the first attempt, using the basics explained in section (4.1) we have
DOF = 3 which means that the parameters to be optimized are a3, a2 and
a1 corresponding to ±7,±5,±3 both in I and Q plane. This will keep the
rectangular shape of the constellation.

First, the optimization algorithm must be initialized. To do this, instead
of letting the optimizer choose random positions, the best idea is to enter
values for parameters close to the uniform 64QAM.
By starting the process, based on the speed of the computer processor, after
many iterations, the function reaches a global maximum. The evolution of
these parameters with respect to SNR values is depicted in figure 4.2. It
is noticeable that the inner symbol positions do not change after arriving
at SNR = 14, while the outermost ones are experiencing the most of the
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Figure 4.2: The evolution of values of 64 1D-NUQAM parameters.
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Figure 4.3: BER of original and optimized 64QAM for SNR = 8, 9, 9.5 and
10.

variations.
Figure 4.3 shows the simulation results using the model in figure 2.8 in

terms of BER curves for SNR 8,9, 9.5 and 10 where QEF happens somewhere
between these SNRs when Code Rate (CR) is 1/3. In this figure, the first 3
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curves show BER at the output of Turbo decoder, and the latter 3 curves are
for the output of the Reed-Solomon, which can be called the total BER of the
system; as Reed-Solomon is the last block in the receiver before retrieving
the data. Here, the curves are drawn for M = 64 QAM and 1D–NUQAM
constellations. The gray horizontal line is related to DVB–T QEF.
Note that there are two sorts of BER curves in this figure; some correspond
to the resulting constellation by the optimizer and the others are labeled as
"MOD NUQAM". Looking at this figure, one can see a small improvement
using "MOD NUQAM".
MOD NUQAM curves are obtained by manually manipulating (increasing)
the third optimized parameter value. Although it has slightly better BER
performance, the consequence is a reduction of the capacity. Actually, these
are non–optimized constellation whenever both of the BER and capacity
factors are considered jointly. So making one better, worsens the other. But,
the important point is that by this manipulation, still both of the capacity
and BER are reaching a better value than the uniform QAM. For example,
assuming SNR = 9 [dB], CR = 1/3 in Rayleigh condition we have table 4.1.
In the last row (MOD 64 1D-NUQAM) it can be seen that the BER is better
than the second row, but with the cost of losing 0.03 units of capacity. As
mentioned before, it has still a better BER performance and Capacity in
comparison to uniform QAM.

Constellation 1, a1, a2, a3 Capacity BER
Uniform 64 QAM 1, 3, 5, 7 2.86 3.633757e-03
64 1D-NUQAM 1,1.45, 3.69, 5.42 2.96 2.267724e-03
MOD 64 1D-NUQAM 1, 1.45, 3.69, 7 2.93 1.753132e-04

Table 4.1: Capacity (Bits/Hz/s) and BER at the output of the Turbo de-
coder.

4.1.2 256 1D-NUQAM
For M = 256 the number of parameters DOF is 7. This will impact the
optimization time, making it longer. Here, an applied trick to the initial-
ization part in order to minimize the optimization process time is using the
optimized value for the current SNR as initial values for the next SNR, given
that the distance between the two consecutive SNR values is small. Other-
wise, it won’t be effective.
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Like the previous case, we need to define the input parameters an: ±15, ±13,
±11, ±9, ±7, ±5, ±3. Figure 4.5 shows the position of the symbols in 256
1D–NUQAM; We can see that if SNR increases, the shape of the constella-
tion tends to be a uniform QAM, e.g. SNR > 24.
Another figure 4.4 shows the BER curves resulted from the simulation of
REDS transmission system in MATLAB at Rayleigh condition and code
rate of 1/3 with 256 1D–NUQAM and 256 QAM. In this case, QEF can be
reached in higher SNR, and therefore there is more gap to the Shannon limit.
Comparing the two curvesQAMTURBO andNUQAMTURBO where they cross
the QEF (horizontal line), a 0.8 [dB] gain can be seen. This is also true for
the total BER of the system. This means that we are able to close the gap
between the QAM constellation and Shannon limit using optimal constella-
tions.
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Figure 4.4: BER of original and optimized 256QAM for SNR range of 11 –
14.

4.2 2D Optimization
A further step after 1D optimization is performing the optimization in 2 di-
mensions. Obviously, we should expect overall better performance for our
transmission system and more power gain. Because in this case, all the con-
stellation symbol positions are free to move in both x and y direction, which
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= 9, 12, 15, 18, 21 and 24 respectively [19].
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Figure 4.6: Example of using symmetry for 256 2D–NUQAM: blue points
show 1/4, the red section is 1/8, and green is 1/16 of the whole I/Q plane.

means that the resulting constellations are not obliged to keep the initial
rectangular shape. During the optimization procedure, the optimizer will
force them to move to the coordination in which the given BICM capacity is
maximum.
Having more freedom of movement leads the optimizer to have many parame-
ters. Therefore the DOF will be increased massively. Now each constellation
symbol has 2 parameters to be optimized.
One of the methods to simplify the model and speeding up the optimiza-

tion procedure and saving time is to use the symmetric feature of the QAM
constellations. Indeed we are going to consider only those symbols which are
located in one quadrature. We can even divide one quadrature again and use
1/8 of the I/Q plane and so on so forth. Therefore, we can generate the rest
of the points by remapping the optimized positions to the rest of the I/Q
plane. Figure 4.6 represents this concept.
Besides the mentioned simplification method, we applied the same technique
used for the 1D case for further time saving: once the optimal points are ob-
tained for the current SNR value, they can be used as initialization location
for the next close SNR.

43



4 – Non–uniform QAM

8 10 12 14 16 18 20 22 24 26

SNR (db)

0

2

4

6

8

10

12

O
p
ti
m

iz
e
d
 p

a
ra

m
e
te

rs

Figure 4.7: Illustration of the evolution of values of 64 2D-NUQAM param-
eters.

4.2.1 64 2D-NUQAM
Assuming the use of 1/4 of the I/Q plane, the DOF for 2D optimization is
equal to M

2 − 1. If M = 16, the number of parameters to be optimized is 30,
fixing the position [1,1].
Figure 4.7 is just for illustration of a very complicated evolution behavior

of the middle and outer points in 64 2D–NUQAM within the SNR range of
9 to 25 dB, while the inner points are almost merged.
The resulting constellations are depicted in figure 4.8, for SNR values of 8
to 24 with step size = 2. In lower SNRs like 8 [dB] some symbols and espe-
cially inner ones remind the "Condensed" concept discussed in section 4.2.4.
Instead as SNR increases, the symbols start to split.
Simulation results in MATLAB show superior BER performance of the 64
2D-NUQAM over uniform 64QAM in Rayleigh condition and CR of 1/3 (fig-
ure 4.9). Comparing these BER curves with the ones at figure 4.3 where they
cross QEF criterion, we can see about 0.5 [dB] more gain for 2D optimiza-
tion than 1D optimization. Also, we have about 0.6 [dB] gain comparing to
uniform 64QAM.
In the next figure 4.10, CR is changed to 3/4, and still, the previously men-
tioned performance result holds, but this time the difference between 1D and
2D optimized constellation is negligible.
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Figure 4.8: Optimized 64 2D–NUQAM for SNR values of 8, 10, 12, ..., 24
from top left to right.

4.2.2 256 2D-NUQAM
The 2D optimization process for M = 256 must be modified to decrease the
huge number of parameters to speed up and simplify the process, otherwise, it
would be very cumbersome. Having many parameters, it is highly probable
that the optimizer will fall into local minima. To avoid this problems, if
we follow the same process used in 64 2D–NUQAM (considering only one
quadrant), we get DOF = 128. Using MATLAB, this will take about 4 days
with a middle range desktop CPU to obtain the result, which is not feasible.
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Figure 4.9: Performance of 64 2D–NUQAM in Rayleigh channel and CR of
1/3.

15 15.1 15.2 15.3 15.4 15.5 15.6 15.7 15.8 15.9 16

SNR (db)

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

10 -1

B
E

R

QAM
TURBO

QAM
TOTAL

1DNUQAM
TURBO

1DQAM
TOTAL

2DNUQAM
TURBO

2DQAM
TOTAL

DVB-T QEF

Figure 4.10: Performance of 64 2D–NUQAM in Rayleigh channel and code
rate 3/4.

So, considering another level of symmetry, which is 1/8 of the constellation
symbols in the I/Q plane, allows us to do optimization and later we map
the resulting symbol positions to other sections to get a full constellation.
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Figure 4.11: Optimized 256 2D–NUQAM for SNR values of 17, 18, 19, ...,
25 from top left to right.

Consequently, the complexity decreases to 70 parameters. Note that this will
not fall into 62 parameters as 64 2D-NUQAM case, due to the standing of 8
constellation points on the y = x or y = −x line that do not have any mirror
points inside the same quadrature.
Figure 4.11 shows the resulting symbol positions for SNR from 17 to 25 [dB].
It must be noted that depending on how the symmetry is chosen and which
symbol positions are given to the optimizer as a parameter will result in
different output shapes.
In the next section, there is a general conclusion about the value of possible
gain using the optimized constellations. We will find 256 2D–NUQAM that
delivers the maximum possible gain of 0.8 dB with CR ≈ 1/2.
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4.2.3 Conclusion of optimization gain
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Figure 4.12: 1D and 2D NUQAM Performance gain under Rayleigh channel.
CRs (x/15) from 2/15 to 13/15.

In the BICM capacity formula, which all the optimizations rely on that,
the assumption is having a perfect channel coding unit. But in fact, we
use different CRs. Remembering this, we should expect different gains for
different CRs. In the figure 4.12, which is a modified version of figure available
in [8], we see these variations. The values on this figure must be true also
for our work since we both are using the same principle for optimization.
Based on the mentioned reference, in general, the highest gain is for medium
Code Rates. As we stated earlier, because the gain is negligible when M =
16, we neither performed optimization nor discussed it.

4.2.4 Higher order NUQAM
Using the described principle, we can take an arbitrary M–ary QAM con-
stellation and optimize it. As mentioned before, M > 256 is rarely used
in the wireless industry. Especially nowadays that the trend is towards the
higher frequencies and therefore the received power is very sensitive to the
displacement of the mobile terminals [13].
Indeed, as M increases, considering the normalized power, the constellation
symbols get close and closer to each other. It is true that if we increase M,
each symbol will carry more bits, but at the end, the BER for a given SNR
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4.2 – 2D Optimization

is high due to the errors introduced by the mistaken demodulation. In order
to compensate this loss, a better (lower) CR and a powerful FEC must be
used.
In [19] the authors tried to optimize up to M = 4096 where the symbols
merged. They used the term Condensed to describe this phenomenon. The
reason for the condensation of symbols in lower SNRs is that they are going
to preserve the Most significant bit (MSB) while eliminating the Least signif-
icant bit (LSB). With MSB, the position of a symbol can be decoded at the
receiver, and as said before, the FEC can correct the errors. Therefore, we
must expect that in sufficiently lower SNRs, 2n–ary NUQAM constellations
will be collapsed to an order of 2n−1 NUQAM.
Although using higher-order constellations increases the complexity of de-
modulation, the author in [19] states:

"There is however a possible cause to like the idea of using ever-higher-
order QAM constellations. Once we are improving the capacity at the margin,
the capacity isn’t increasing very much, but the increased constellation order
means that the coded bit rate transmitted is increasing appreciably. In other
words, the code rate of the FEC we have to use is becoming lower. Within
reason, this may be a good thing, as it leaves something more in hand for
dealing with selective channels.
To put it very crudely, suppose a selective channel causes 1 bit in 4 to be
erased 25 , then a code of rate 3/4 has nothing left to deal with noise (i.e.
infinite SNR would be necessary). Only codes of lower rate than 3/4 would
be usable in this example.
Suppose the intended operating point is 16.5 dB SNR, as just considered in
the table of 6.6. The capacity that can be achieved is in the range 5.33 to
5.39 bit/symbol.
The implied code rate with 256-QAM (8 coded bit/symbol) is 5.33/8 = 0.67.
With 1024-QAM (10 coded bit/symbol), the implied code rate is 5.39/10 =
0.539, a significant reduction."

Using the Soft decoding, for each bit, the LLR computation must be done.
While the number of computations isM for uniform QAM and 1D–NUQAM,
this value is doubling in 2D–NUQAM case (e.g. for 256 2D–NUQAM the
complexity is 512). One possible solution to limit the LLR search area is to
only select the area given by the Hard decoder. If the constellation is highly
symmetrical like uniform M–ary QAMs, the search area defined by the Hard
decoding is in order of log2M . But, in the case of other constellations,
specific methods need to be developed. While this document is being written,
some of them emerged. For example in reference [8], Quadrant Condensed
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Search Reduction (QCSR) is explained, and the author concluded a decrease
in complexity "from 69% to 93%", while the loss comparing to Maximum-
Likelihood (ML) is almost negligible. Further trials can be found in [3].

The final word in this chapter is that to choose the mode (non–uniform vs.
uniform) and order of a constellation, all the associated factors which impact
the loss/gain and implementation/adaptation complexity and cost must be
evaluated. In this circumstance, the information of figure 4.12 can be helpful
for making a decision.
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Chapter 5

SDR and Performance
evaluation

5.1 Introduction to SDR

Back in around 2010, when the new generation of processors released by
manufacturers, there was a huge enhancement in the performance and func-
tionality of processors. Year after year new processors are born with new
architecture and instructions embedded in them and almost doubled in tran-
sistor number according to more’s low while they are getting smaller and
smaller in size. With current powerful computers and embedded systems,
the vast majority of the signal processing can be handled [almost] in real-
time inside the processor itself at the software level, and we do not need to
have a dedicated separate piece of hardware to do such processing. Having
an RF front end connected to our processors or some reconfigurable hardware
like Field-programmable gate array (FPGA) is enough to prepare a fully op-
erating radio communication system. Then the rest of the communication
system units like [de]Interleaver, [de/en]coder, [de]mapper, [de]modulator,
etc. can be implemented as software units running in our processors making
a complete chain. The concept of the Software-defined radio (SDR) is ac-
tually an old one, but especially nowadays we have processing units in our
hands to accomplish such tasks.
The importance of SDR is coming from the fact that we are capable of mak-
ing a highly flexible communication system. We can adjust most of the
parameters and switches between protocols by writing a new piece of code
or just adjusting them. Moreover, if the system is open-source, we can share
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Figure 5.1: A graphical representation of SDR taken from Wikimedia.

either the binary or source code, which indeed is very meaningful these days
and of course, useful. This was just a general high-level description of the
idea behind the SDR. In the figure 5.1 a graphical representation of SDR is
provided. So far, all the works done by the few published materials are in
optimization using available tools like MATLAB or Wolfram Mathematica.
The published papers and reports analyzed and discussed the performance
using the data coming from the simulations in MATLAB or similar software.

In this work, we used SDR to implement what we designed and simulated
before. Certainly, our focus is on implementing a mapper for new optimized
NUQAM constellations and then having a setup to evaluate the performance
in the real world.

5.2 System setup
In this thesis, GNU Radio [9] is used to build a realistic model of the REDS
transmission chain as described before and depicted in the figure 2.8. Making
the model more realistic introduces additional noise and losses so that the
received SNR at the receiver will be shifted by some decibels.
The implementation consists of all the blocks that exist in DVB–T chain ex-
cept that REDS substituted some of them that are mentioned in section 2.3.
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5.2 – System setup

Figure 5.2: Test bed hardware. A: USRP board used as a transmitter. B:
Signal combiner to add controlled noise to the signal. C: LimeSDR board
used as receiver. D: LimeSDR board used as a noise generator.

For our aim, the transmission chain is adapted: the Mapper and Demapper
blocks are redesigned to be able to apply the new non-uniform constellations
and the existing chain is modified in order to pass some parameters to switch
between various versions of the constellations. We used liquid-dsp [14], an
open library written in C/C++, which can be interfaced with Gnu Radio in
our mapper and demapper implementations.

Figure 5.2 shows the hardware used to complete the SDR chain and have a
fully operational system. As can be seen in this figure, to have control on the
noise level and avoid the impact of the environmental factors like multi-path
fading, etc. we used a block of noise generator implemented in software and
hardware to transmit and add this noise to the transmitting signal.

The latter figure 5.3 is a screenshot of the spectrum analyzer which
shows the spectrum of the transmitting OFDM signal and added noise. This
spectrum consists of 1705 sub-carriers, meaning that we have Fast Fourier
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Figure 5.3: OFDM spectrum of the system as seen on spectrum analyzer.

transform (FFT) length of 2048 operating on 2K mode of DVB–T. Center
frequency is 1.4 (GHz) and the bandwidth (BW) is set to 4 (MHz). Consid-
ering that in DVB–T standard, the sampling frequency is:

fs = 8
7 ×BWHz (5.1)

we get about 4.571 Mega samples.
The other important configuration parameters used in the test bed are as
follows:

• Turbo Code block size = 576;

• Number of OFDM symbols per frame = 68;

• Guard Interval = 128;

• Constellation set = 64 QAM, 64 1D–NUQAM, 256 1D–NUQAM, 64
2D–NUQAM, 256 2D–NUQAM.
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5.3 – Data alignment

5.3 Data alignment
To have an accurate BER calculation, we need to have the input data and
the received one to be precisely aligned, i.e. having the exact starting point.
Misalignment happens because we can not turn the receiver on time to re-
ceive the data; As a result, we either have an unknown sequence of data
recorded before beginning the useful information, or we started to record af-
ter transmission commences and have missed some portions of data. So the
idea is to find the exact offset or address where the input and output data
are getting aligned.
We can either process the input/output data directly, or we can inject the
data after Interleaver (behind the turbo encoder) and collect it after turbo
decoder (behind the deinterleaver).
For our goal, the cross-correlation method is employed to estimate the lag/delay
between input and output. Besides, a direct pattern search using open–source
tool binwalk is applied from the estimated offset by the first step, to ensure
the files are aligned correctly to have reliable BER result.

Here we show an example of this approach. The two signals s1 and s2
(figure 5.4) represent our source and received files. Obviously, in our case s2
is a delayed and noisy copy of s1.
The cross-correlation of two jointly stationary random processes xn and yn
where they assumed to be only a segment (N samples) of one realization of
the infinite length random process is:

Rx,y(m) =


N−m−1q
n=0

xn+my
∗
n m ≥ 0

R∗
x,y(−m) m < 0

(5.2)

and cross-correlation sequence is:

C(m) = Rx,y(m− n),m = 1,2, ...,2N − 1 (5.3)

therefore, the delay is the index of the C(m) where it has the maximum
value. This is well illustrated in figure 5.5 where the lag between two signals
is 127. This means that s2 has a delay of 127 and we need to truncate the
first 127 samples of it.
Finally in figure 5.6 after compensation of the delay, the two signals s1 and
s2 are shown.

Note that if we consider the QEF criterion and make the alignment pro-
cedure easier, it would be better to generate a binary data file with enough
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Figure 5.4: s1 and s2 signals.
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Figure 5.5: Maximum value of cross-correlation of s1 and s2 and correspond-
ing index.

length and inject it into the system just before the turbo encoder and collect
the output right after the turbo decoder. Since the Energy dispersal and
RS decoder blocks are avoided in this method, it is vital to have a random
sequence.
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Figure 5.6: s1 and s2 are aligned.

5.4 BER calculation

5.4.1 Synchronization impact on SNR value

In MATLAB simulation, ideal conditions are assumed, i.e. ideal synchroniza-
tion and ideal channel estimation. In reality, the receiver needs to determine
the exact clock and frequency for sampling (Resampler) and then find the
exact offset on the received OFDM frame where a new OFDM symbol is
located. To do this various hierarchy of synchronization is done on the data
with the aid of continual and scattered pilots, before passing it to OFDM
demodulator and higher blocks. These blocks are shown in figure 5.7.
This process introduces a loss in the range of 1 to 5 [dB] in the real system
performance. For this reason, in the real tests, it is not possible to repro-
duce exactly the performance simulation results, consequently, the measured
signal and noise powers do not indicate the original SNR value in which the
optimizations are done on constellations.
In this section, the transmission and noise power are measured separately
before starting the transmission, then the two signals are fed into a signal
combiner. We avoid using the antenna in our tests (instead SMA cables are
used) to achieve more reliable outcomes. We reported the aforementioned
powers instead of SNR.
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Symbol Deinterleaver Turbo Decoder Data sink

Figure 5.7: The model used to evaluate the performance of constellations.

5.4.2 Reed-Solomon impact on BER
Using the QEF criterion to evaluate the optimized constellations, it is re-
quired to count the BER at the input of the Reed-Solomon decoder at the
receiver side. Since this coder works with 8-bit units to detect and correct
the errors, counting the errors lacks enough accuracy to convert it to bit
error rate, actually, that is more similar to Sequence Error rate (SER). In
figure 5.7 the modified chain and location of input data injection and output
collection is depicted. We used this model to calculate BER in our tests.

5.4.3 Error rate evaluation methods
Packet error rate and loss

Before we go to use the modified transmitter and receiver chain, we also
wanted to use the original chain to show the performance of the system
with the new constellation, despite that we already know this method is not
flawless.
Fortunately, the Packet error rate is calculated by the implemented software
in the runtime at each transmission interval. Here, the transmission interval
is defined as the transmission of 10000 TS packets which each of which has
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a length of 188 (bytes). In this thesis we are calling this Instantaneous BER
since the value is multiplied by 8 to represent an approximate BER value,
making it comparable with QEF. After 275 iterations (transmission of 4.136
megabits of data), the computed Instantaneous BER values are averaged and
called BER.

Unlike the MATLAB simulations, in reality, if the transmission power is
low or equivalently the noise level is high, there won’t be any information
about errors from the Reed-Solomon so the system will mark all the data in
a packet as errors. So to make the performance analysis more reliable, we
must avoid setting too low power values.
Furthermore, if the received SNR is high enough, errors occur rarely and so,
there will be a very small number of times that we can see Instantaneous
BER values to be smaller than QEF, as a result the participation of these
errors in the averaged BER will be too low to appear in the result. Therefore,
in these cases, to have an intuitive idea about the BER, counting the packet
loss occurrence or equivalently when the instantaneous BER is bigger than
QEF value could be an option.
Table 5.1 shows an example of the application of this method. This result is
for 3 full transmissions of a 50 (MBytes) source stream file.
It compares 64 1D–NUQAM and uniform QAM; and verifies the superior
performance of 64 1D–NUQAM over uniform QAM at received SNR of 15
[dB] and CR of 1/3, using REDS SDR transmission chain in GNU Radio.
In this table "# BER > QEF" counts the occurrence of BER values that
are greater than QEF, and "# PACKET LOSS" indicates the corresponding
TS packet loss occurrence during the test. Also, the "@SNR" denotes the
optimized 64 1D–NUQAM constellation for that SNR, and "U" is the uniform
QAM.
From the 3 mentioned performance factors in the table, it is clear that the
optimized constellation for SNR closer to the working SNR point has better
performance than the others. Here, optimized constellations for SNR of 14.8
and 15 are the best, while uniform QAM has the worst performance. As

64 1D–NUQAM U @14.8 @15 @15.2 @20
BER 6.34E-5 3.02E-5 3.15E-5 3.55E-5 4.2E-5
# BER > QEF 9.3 4.5 4.6 5.6 6
# PACKET LOSS 102 49.5 51.3 62.3 66

Table 5.1: Performance evaluation of 64 1D-NUQAM at SNR = 15.
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explained in this section, this method is not accurate enough and even not
fair enough to compare the two forms of constellation performances. For this
reason, we performed this test just to provide an example and then moved
towards the next method.

Bitwise error computation

First case: M = 64
In the BICM model, we assumed that the FEC is sufficiently powerful. We
know that Reed-Solomon (RS) encoder and decoder blocks already exist in
both REDS and DVB–T chain and it is necessary to keep these blocks. Re-
moving them from the original transmission chain can decrease the overall
performance of the system. But until the conditions for QAM and NUQAM
constellations are equal, we can have an acceptable performance comparison.
Since performing each test was time-consuming and we did not have enough
time to do multiple tests to reproduce the figures and curves like those pro-
duced by the simulations in MATLAB (i.e. BER vs SNR), we decided to set
the transmitting power and CR in the transmitter, then fix the gains in both
sides and also in the noise generator. After this, we performed the tests for a
sufficient duration, or equivalently, enough transferred data length inserting
a new constellation each time. At the first attempt, we used this method to
perform the previous test with the same parameters. Comparing the original
and received files bit by bit after perfect alignment, results figure 5.8. Since
we are reading the data as 8-bit unsigned integers, we can define byte error
rate (ByteER), which indicates how many bytes are received wrong. This
term is used just to have something similar to the previous test method. In
this figure, BER and byte error rate curves are depicted for QAM and 64
1D–NUQAM constellations at TX power ≈ -87.2 [dBm] and Noise power ≈
-91.2 [dBm] in the AWGN channel. From the figure, it can be seen that both
of the curves follow almost the same path. On the X-axis, the first element
is uniform QAM, and the latter (@SNR) is the optimized constellation for a
particular SNR value.
This figure confirms the better performance of 1D–NUQAM constellations
in this SNR range comparing uniform QAM.
It is necessary to mention that the performance of NUQAM is very important
in the waterfall region of the BER curves. According to [17] the region of
the curve just before the sudden drop in performance is called the waterfall
region of the error-rate curve. Indeed, despite the small performance gap
between NUQAM and QAM in the waterfall region due to the steep slope of
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Figure 5.8: BER and Byte error rate of 64QAM and different types of 64
1D-NUQAM with CR=1/3, TX power ≈ -87.2 [dBm] and Noise power ≈
-91.2 [dBm] in the AWGN channel.
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Figure 5.9: BER values of 64QAM and different types of 64 1D and 2D
NUQAM: CR = 1/2, TX power ≈ -68 [dBm] and Noise power ≈ -85.5 [dBm];
CR = 2/3, TX power ≈ -65.5 [dBm] and Noise power ≈ -85.7 [dBm]. In
AWGN channel.
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Figure 5.10: BER values of 256QAM and different types of 256 1D and 2D
NUQAM: CR = 1/3, TX power ≈ -65.5 [dBm] and Noise power ≈ -85.7
[dBm; CR = 1/2, TX power ≈ -58 [dBm] and Noise power ≈ -89 [dBm]. In
AWGN channel.

the BER curve, if NUQAM is used, then the receiver can demodulate and
decode all the data successfully, while this is not true using uniform QAM.

Figure 5.9 shows the BER value for each optimized 1D and 2D constel-
lation with M = 64, for CR of 1/2 and 2/3. The complete information is
written in the figure description. Note that the first case in the X-axis is
the BER value corresponding to uniform 64QAM. Besides, we smoothed the
curves to have a better illustration.
In both cases, the optimized constellations in SNR 16 and 17 have the best
BER values. From the curves, it seems the 2D NUQAM constellations are
more sensitive to the operation point, as we see some of them (usually)
performing better than other 2D and 1D versions, but always have better
performance than the uniform version.

Second case: M = 256
The BER measurements for higher orders were not easy and in each itera-
tion, we got scattered values. This shows their sensitivity to the noise. So,
through several trials, we adjusted the transmission and noise power so that
the BER never went above the QEF line and stays near that point. After
fixing the power, we averaged the results of various trials in each point and
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could draw the resulting figure 5.10.
We can see a general trend in all these figures: beginning from uniform QAM,
the number of errors with optimized constellations on the SNR point that
they were optimized in, decreases. Up to a point this continues to reach a
minimum which is the point that the best performing NUQAM is located.
After that, as we must expect, the error begins to grow and continues to
converge to a value in which the optimized constellation symbols are apart
from each other, keeping the same distance, resembling the uniform QAM
shape. We observed this in all the curves we have.
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Chapter 6

Conclusions and Future
work

In this thesis, we had a short introduction to the BICM systems, trying to
make them perform better. Then we discussed the REDS transmission chain
in which the re-engineered transmitter tries to transfer more bits in a time
unit while maintaining the error level acceptable without a huge power in-
crease.
This work is essential these days; because we are going to generate more
and more data every day. Especially in the video broadcasting industry, by
emerging of the larger TV screens, the human vision wants to observe a clear
picture which means the resolution must be increased and consequently the
bit rate.
In this regard, we used the BICM capacity as a key and a straightforward
method for optimizing the constellation in the modulation block of the chain.
Optimizing leads to close the gap between the uniformM–ary QAM constella-
tions and the upper capacity bound, which is known as Shannon limit. After
discussing the NM algorithm, we started the optimization process. Given a
set of initial symbol positions corresponding to a constellation of order M,
the output of the process was a set of optimum positions of the symbols
where BICM capacity reached its maxima. As the resulting constellations
depend on the SNR where the optimization is performed, at lower SNRs,
symbols begin to merge and become condensed, making condensed constel-
lations concepts. This concept was investigated on the other references and
we summarized it too. In this work, instead, we focused on the working point
power levels of the transmission system, which is not too low to have such
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constellations in use. The performance of these constellations is first evalu-
ated in the MATLAB, close to the working point of DVB–T systems called
QEF. We found this point interesting because for BER values below this, the
stream can be demodulated and its errors can be corrected by having a clear
smooth video playback.
As the title indicates, the most important aspect of this work is the study
and evaluation of the proposed constellations in a real system. For this, we
used the REDS chain to test them, and indeed the superior performance of
the new constellations is proved. Setting the transmission power level sys-
tem near the location where the QEF criterion is fulfilled had an important
outcome: using the optimized constellation the system can operate normally
and stay more stable. Especially in the waterfall region of the BER curves
where the system is prone to errors due to various types of noise by small
variations in received power levels. this means that BER can stay further
below the QEF criteria.
However, one issue in the application of these constellations is the complexity
increase in the demodulation block at the receiver. This can not be a prob-
lem anymore with the new low-power high-performance hardware since the
new methods were developed decreasing the complexity dramatically with a
negligible performance loss.
The actual challenge remains to choose the right constellation for the system
to operate. There are many constellations, each having the best performance
in a specific SNR. Considering that the receiver stations are located at dif-
ferent distances from the transmitter, thus experiencing a different level of
power and noise, the results based on the experiments in the last section of
this document show that a wide range of the optimized constellations at least
have equal and in general better performance than the uniform QAM.
To benefit from various types of these optimized constellations and have a
robust broadcasting system, an adaptive transmitter and receiver can be de-
signed. In this case, signaling can be used to inform the receiver about new
parameters of the new constellations.
Finally, looking at the image that this work gives, as exists in all communi-
cation systems, there is also a trade-off between implementation cost, com-
plexity, power consumption, and the gain which is discussed in chapter 4.
At most, the 0.8 [dB] gain in terms of power can be achieved, where M is
256 and CR approximately 1/2 using 2D optimized constellation, while this
is 0.65 in the case where M is 64 and again CR 1/2. Therefore this needs to
be considered in the design of a communication system.

The optimized constellations can be used in every transmission system
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that follows the BICM scheme. Also, the same method that is used to op-
timize square-shaped constellation applies to the other constellations like
APSK to find the optimum radius and location of the symbols. Looking far
from constellations, there are still several blocks in the transmission chain
that each of them can be optimized further. But also there are other op-
portunities for further work in the other areas related to the gain in terms
of bit rate in a video broadcasting system. One of the most interesting el-
ements is source encoders. We see significant progress in video encoding in
the past 10 years and it is proceeding. The recent research led to introduce
the latest video codec: Versatile Video Coding (VVC) [4] and of course, fast
implementations of this new technology is very effective to satisfy the need
for high bit rates.
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