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Abstract

In recent years, our cities have become increasingly smart, thanks to the massive
use of IoT (Internet-of-Things) sensors and smart devices owned by people, life in
the city has improved considerably.

One of the most popular and important studies concerns the monitoring of people
flows with the aim to guarantee both better services to citizens, from the point
of view of dimensioning transportation networks, bike lanes, and public routes.
However, it is also significant for identifying and quantifying people in sensitive
areas (e.g., for safety and security purposes, such as during large crowd gatherings)
or in areas of transit. It is essential to introduce new technologies for tracking
people in case of health emergencies, such as the one we have been experiencing for
many months.

In this thesis work, the analysis of people’s mobility is studied in a restricted
area between the Politecnico di Torino and Porta Susa train station. The study
uses six commercial probe-detection sensors (APs scanners) installed in strategic
positions to collect data from smart devices carried by passers-by.

The scanners can collect WiFi and Bluetooth probe requests messages sent peri-
odically by all the active devices searching for known APs or devices to connect with.
The source MAC address of such messages (even if randomized and anonymized)
allow inferring the mobility of each mobile device. By means of two NFV (Network
functions virtualization) on the Edge Cloud, all the data are retrieved, stored, and
visualized with some graphs and charts, relative to the detected MAC addresses,
in a real-time dashboard.

Thanks to the analysis of the data collected, it is possible to identify the most
frequent patterns and types of mobility around the area of interest. Furthermore,
it is relevant to see the effect that the lockdown, caused by COVID-19, has had on
campus life but also in people’s everyday travels. The platform’s implementation
took into account a future expansion on the number of sensors throughout the city;
the platform adopts the MEC (Multi-Access Edge Computing) paradigm by which
the computation is distributed across the mobile infrastructure, allowing to scale
the approach and its accuracy.
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Chapter 1

Introduction

Nowadays, Internet-of-Things (IoT) systems have a substantial impact on people’s
everyday lives. With the birth of 5G networks, lots of uses cases have been devel-
oped to improve our cities’ quality of life.

A smart city is an urban area that uses different types of IoT electronic sensors
to collect data and efficiently provide, through the analysis of the data captured,
resources and services to finally improve life in the city. The smart city concept
integrates information and communication technologies (ICT) and various physical
devices connected to the city’s IoT network; this permits to calibrate and optimize
the efficiency of the operations and services that the city offers to the citizens, and
also it is easier to monitor what is happening in the city in real-time and how the
city is evolving. Citizens interact with the smart city through the use of their smart
devices such as smartphones, tablets and smartwatches, but also through cars and
motorcycles connected with the entire ecosystem.

Torino is the fourth largest Italian city in terms of population with almost 900
thousand people that move on more than 3000 km of routes every day. People need
to move fast from one point to another, so it is crucial to control people’s flows
to provide better services from the point of view of dimensioning transportation
networks, bike lanes, and public routes. On the other hand, it is also important
to identify and quantify people in sensitive areas (e.g., for safety and security pur-
poses, such as during large crowd gatherings) or in areas of transit.

The purpose of this thesis work aims to find a solution to that problem by
concentrate the study in a small area of interest between the area of Politecnico
and Porta Susa train station. The main goal is to detect the main patterns of
mobility in the considered area, thanks to six APs scanners installed in strategic
positions that can collect data from smart devices carried by passers-by.
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Introduction

These sensors can scan WiFi and Bluetooth bands to capture probes messages
transmitted passively by smartphones or other smart devices that are trying to
identify known nearby WiFi Access Points (APs) or other devices to connect to.

During this study, various problematic factors will also be analyzed to achieve
the goal, among which the most interesting of all is the use of randomization.
From a couple of years, mobile device vendors have introduced the MAC address
randomization technique to protect user privacy. Also, the sensors installed have
some limitations:

• they can only detect the presence of people, not the path they are following;

• they can only detect people who carry smart devices;

• the information transmitted is non-customizable, and it is affected by some
vendor implementations.

The second point of the bulleted list above is one of the limitations on which
we cannot intervene because we cannot know if every person on foot, by bike or by
car (or by motorcycle) detected by the scanners brings with them just one smart
device, or if they carry more than one. Also, we cannot know which interfaces are
enabled on the devices themselves, if only the WiFi one, only the Bluetooth one,
both or neither.

Finally, thanks to the use of the 5G backbone and the MEC paradigm (Multi-
access Edge Computing), the data detected by the scanners were stored for further
analysis and displayed in real-time through interactive dashboards.

Alternative solutions exist, for example, counting people using advanced tech-
niques (as video image processing) is technically feasible, but very expensive. For
example, state of the art YOLO_V3 library [29] can identify and count the heads
in a 30 FPS video in real-time, but it requires a high-level GPU and a highly
equipped server, thus the overall video-based detection platform is too expensive
for large-scale use.

Over the years, several other approaches have been used to address the problem
of presence detection; for example, infrared sensors, cameras, pressure sensors,
visible light sensors, RFID, UWB, audio-processing and PC activity. However, the
techniques mentioned above do not provide satisfactory results in relation to the
cost of implementation and performance [19].

2



Chapter 2

Technological issues

This chapter will present the state of the art of WiFi and Bluetooth probe requests,
how MAC addresses randomization is implemented in our smart devices, and finally,
some notes about 5G networks and the edge cloud architecture.

2.1 WiFi probe request
Mobile devices can discover networks in two different ways, either passive scanning
or active scanning.

Devices who use passive scanning techniques are all the time listening to beacons
sent by APs to discover known networks. These techniques are not very efficient, so
nowadays, proactive scanning is preferred to discover APs by sending probe request
management frames on 802.11b/g/n channels.

Probe requests include a unique device identifier (e.g., the MAC address) and
some device’s capabilities (e.g., supported 802.11 standards). They can be directed
to one specific AP by indicating its SSID (Service Set IDentifier) or broadcasted
to all APs within range. In Figure 2.1, there is an example of the structure of the
probe request management frame.

After receiving a probe request, an AP can inform the client of its presence using
a probe response. If there are no APs in proximity or the APs are in passive mode,
the client will not receive any response.

Figure 2.1: Structure of probe request frame (reproduced from [23])
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Probes can help maintain WiFi connections, even when mobile devices are asleep.
When the device is already connected to a network, the scanning process contin-
ues, searching for networks with higher signal strength, to always provide the best
possible connection quality to the user. Probe requests are also the only solution
to connect to hidden networks because the APs do not broadcast beacons.

The 802.11 standard does not force a broadcasting frequency for probe requests
and beacons, so all the vendors can implement a different solution.

Factors that influence the increase in the frequency of sending probes [5]:

• Device WiFi interface enabled;

• Device screen turned on;

• Device unlocked.

Factors that NOT influence the frequency of sending probes:

• Device in flight mode;

• Mobile device in charge or not.

iOS devices send probe requests also when they are in sleep mode and no network
connection. From iOS 9, the device’s awakening or answering a call could increase
the frequency of sending probes [14]. Also, in Android, the answering of a call could
influence the frequency of probes requests.

From Android 9, each foreground app can scan four times in a 2-minute period.
This allows a burst of scans in a short time; also, all background apps combined
can scan one time in a 30-minute period [22].

Thanks to a recent study [5], we can approximate the number of probes n as
follows: n = k · l · 13, where 13 is the number of 802.11b/g/n channels, k is the
number of SSIDs stored in memory, and l = 45 is the estimated hourly rate of prob-
ing. The conclusion was that some mobile devices send almost 55 probe requests
per hour on average, but even if a mobile device is not charging and in sleep mode,
it might broadcast about 2000 probes per hour.

In another study [7], it was found experimentally that probe request frames
can be sent with intervals ranging from 5 seconds to more than 10 minutes, with
approximately 88% of the frames sent in the first 5 minutes.

4
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2.2 Bluetooth probe request
Bluetooth devices operate in the 2.4 GHz short-range radio frequency spectrum,
which is a globally unlicensed frequency.

Each device that has the Bluetooth interface ON can be in two different states:

• discoverable/visible;

• NOT discoverable/NOT visible.

In case the target device is not in visible mode, the only way to start the pairing
process with it is to know its MAC address.

Bluetooth protocol uses a similar way, like WiFi probe requests, to discover other
devices. This way is called inquiry mode, where a device sends out inquiry packets
and other devices within range and in inquiry scan, can answer with inquiry reply.
So they can exchange the necessary information to set up a connection.

The inquiry procedure can take up to 10.24 seconds, according to the speci-
fication [3], after which the inquiring device should know all the devices within
range.

2.3 MAC address
A MAC address (Media Access Control address) is a unique identifier assigned to
a network interface controller (NIC, an IEEE 802 capable device) for use as a net-
work address in communications within a network segment. Every network interface
device has a 48-bit MAC address layer-2 hardware identifier (like in Figure 2.2), de-
signed to be persistent and globally unique. In order to guarantee the uniqueness of
MAC addresses across devices, the Institute of Electrical and Electronics Engineers
(IEEE) assigns blocks of addresses to organizations. Each particular three-byte
prefix of the MAC address, the OUI [9] (also known as an Organizationally Unique
Identifier), is under the control and responsibility of a vendor, manufacturer, or
other organizations. The manufacturers are then free to assign to the remaining
low-order three bytes (224 distinct addresses) any value they wish when initializing
devices, subject to the condition that they do not use the same MAC address twice.
Also, devices with more than one network interface, such as routers and multilayer
switches, must have a unique MAC address for each NIC.

IEEE also provides the possibility to purchase a “private” OUI, which does not
include the company’s name in the register.

5
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Figure 2.2: 48-bit MAC Address Structure (reproduced from [2])

Addresses can either be locally administered addresses or universally adminis-
tered addresses. They are distinguished by setting the second-least-significant bit
of the address’s first octet (as highlighted in Figure 2.2). A locally administered
address is assigned to a device by a network administrator, overriding the default
one (burned-in address for physical devices). Instead, the least significant bit of an
address’s first octet identifies the type of transmission, unicast or multicast.

6



2.3 – MAC address

2.3.1 MAC address randomization
The randomization of MAC addresses is a strategy that is intended to prevent po-
tential observers from identifying which mobile devices are within reach of a sensor.

As discussed in Section 2.1 and 2.2, probe request frames require a source MAC
address. However, if a device uses its globally unique MAC address, then it is effec-
tively broadcasting its identity all times to any AP receiver that is nearby. Smart
devices of users can then be easily tracked across temporal and spatial boundaries
as their devices transmit their unique identity. To ensure the users’ privacy, both
Android and Apple iOS operating systems uses locally assigned random MAC ad-
dresses to perform active scanning while the devices are in a disassociated state.
Since the MAC address is now random, users gain a measure of anonymity up until
they associate with an AP.

With the advent of randomized MAC addresses tracking a wireless device is
no longer trivial. Only when a mobile device attempts to connect to an AP, it
reverts to using its globally unique MAC address. For this reason, in the last years,
lots of closed spaces such as malls, airports, and station offers to users free WiFi
connection so that they can easily track flows of people through shops or other
facilities and provide a better user experience. Recent studies have overcome this
limit by implementing a sort of de-randomizer [18], an algorithm that is based
on the analysis of common characteristics present in different probe requests, that
remain constant even with randomized MAC addresses, and other parameters that
allow calculating the probability that two random MAC addresses belong to the
same device.

Android implementation - WiFi

From Android 6.0 the randomization is implemented in the software, but each
vendor can decide whether to use it and how to use it [14].

Starting from Android 8.0, Android devices use randomized MAC addresses
when probing for new networks while not currently associated with a network. In
Android 9, there is a developer option (disabled by default) that causes the device
to use a randomized MAC address when connecting to a WiFi network [12].

Also, the official Android documentation says that randomized MAC addresses
are generated per SSID and are persistent.

However, in a recent study [7], it is stated that Android’s MAC randomization is
largely absent even if the version of the operating system does support this feature.
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iOS implementation - WiFi

From iOS 8.0, the randomization is implemented and used by Apple [13]. According
to [19], iPhone devices with iOS 10.1.1 use a new random MAC every time that:

• the device is locked or unlocked;

• a WiFi interface is activated or deactivated;

• a connection to a WiFi access point is made or attempted.

It can be stated that in Apple devices, it is not possible to estimate the time
interval in which the same random MAC address is used, as this period depends
on the way users interact with their devices.

2.3.2 MAC randomization adoption by the main vendors
All subsequent data have been drawn from the following previous studies [13, 14],
and provide a general line on the use (or not) of the MAC address randomization
techniques by the main smart devices vendors.

An important aspect to keep in mind is that randomization techniques and their
implementation on smart devices are rapidly evolving. With the release of new
software versions, various manufacturers often change some implementations to
improve user privacy.

Samsung

Despite Samsung being one of the leaders in the mobile phone market, in the studies
carried out they did not detect any use of randomization techniques by the vendor.

Huawei

Huawei from EMUI 8.0 uses MAC randomization techniques. Huawei mobile
phones change the MAC address with a new randomized address every time they
connect to a different AP [8].

Motorola

The studies found that a subset of Motorola devices performs randomization using
neither a CID nor an OUI with the local bit set. These devices use one of Mo-
torola’s proprietary OUIs, using the global MAC address occasionally, and a new
randomized MAC address when transmitting probe requests.

8
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This behaviour is strange because it means that Motorola uses random global
addresses, thus not respecting the rule that prohibits having the same MAC ad-
dress on more than one device; indeed, it could happen that a Motorola device
temporarily has the same MAC address as the real one of another device.

Apple

As for Motorola, it also emerged for Apple that MAC addresses are randomly
generated by iOS devices without share any common prefix. All bits, including the
24-bit of the OUI, are completely random except the local bit, which is always set
to 1, and the multicast bit, which is set to 0.

Windows

Microsoft supports randomization starting from Windows 10, as long as the hard-
ware supports it. Furthermore, the studies show that Windows systems use random
addresses both for sending probe requests and as MAC address when connecting
to a network. This behaviour can be easily changed in the device settings.

Linux

Linux instead, added the support for the use of randomized MAC address during
network scans from kernel version 3.18. Also, the MAC address is randomized at
each scan iteration.

9
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2.4 Evolution of mobile networks up to 5G
Since 1G was introduced in the early 1980s, every ten years a new wireless mobile
telecommunications technology has been released; all of them refer to a new tech-
nology used by telco carriers and devices. Every technology has different speeds
and features that improve on the generation before it.

In 1980s, the first generation of mobile networks was delivered; in particular, 1G
delivered analog voice.

Ten years after, in the early 1990s, the second generation (2G) introduced digital
voice (e.g., CDMA - Code Division Multiple Access) and encryption of voice and
text (max speed 50 Kbps).

With the born of 3G, in the early 2000s, mobile networks allow transferring both
"voice" data (digital phone calls) and "non-voice" data, such as downloading from
the Internet, sending and receiving emails and instant messaging. The max speed
of 3G is estimated to be around 2 Mbps for non-moving devices and 384 Kbps for
moving vehicles. The theoretical max speed for HSPA+ is 21.6 Mbps [1].

The fourth-generation widely used today is the 4G LTE that ushered in the era
of mobile broadband. 4G introduced new supports such as gaming services, HD
mobile TV, video conferencing, and other things that demand higher speeds. The
max speed of a 4G LTE network when the device is moving is 100 Mbps or up to
1 Gbps for low mobility communication [1].

Mobile services are so engaging that the market demands higher bit rates, lower
latency, greater reliability and robust coverage.

The explosive growth in data traffic for mobile networks fuelled by applications
such as ultra-high-definition video, augmented reality, and tactile Internet drives
the industry toward the next generation (5G) of mobile wireless networks.

In 2019 began the deployment of the 5G networks; like its predecessors, the
service area is divided into small geographical areas called cells. All cells have a
local antenna that emits radio waves, which allow all wireless devices to connect to
the Internet and telephone network.

10



2.4 – Evolution of mobile networks up to 5G

The need for higher bit rates and capacity requires the use of new radio frequen-
cies, the Extremely High Frequency (EHF), from 30 to 300 gigahertz (GHz). Radio
waves in this band have wavelengths from ten to one millimetre, so radiation in
this band is called millimetre waves (mmWave, Figure 2.3), which will be deployed
in small cells with a limited coverage area. To ensure wide service, 5G networks
operate on up to three frequency bands, low, medium, and high. Each frequency
bands require different types of cells and different types of antennas, each giving a
different trade-off of download speed vs. distance and service area. Mobile devices
with 5G technology and wireless devices will connect to the network through the
highest speed antenna within range at their location.

Figure 2.3: Networking Spectrum Bands (reproduced from [17])
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2.5 5G networks
5G networks are designed to target traditional key performance indicators (KPIs),
such as capacity and coverage, and new KPIs like connection density, latency,
reliability, and power efficiency (as we can see in Figure 2.4).

Figure 2.4: 5G specification requirements

Smart cities could use 5G in several ways to transform the lives of the people
who live there. Through greater network efficiency, people would enjoy better
connectivity between people and things, higher data rates, and lower latency than
ever before, encouraging in areas such as automotive safety, infrastructure, virtual
reality, and entertainment a substantial improvement.

12
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There are three main application areas for the enhanced capabilities of 5G.

1. Enhanced mobile broadband (eMBB).
Uses 5G as a progression from 4G LTE mobile broadband services, with faster
connections, higher throughput and more capacity;

2. Massive machine-type communication (mMTC).
Includes all kinds of IoT devices connected to the Internet. This requires
support for a huge number of attached devices, deep coverage and long device
battery life;

3. Ultra-Reliable Low Latency Communications (URLLC).
Includes machine–machine communication that requires uninterrupted and ro-
bust data exchange, ultra-low latency and extreme reliability.

To achieve the necessary flexibility and requirements, 5G networks take ad-
vantage of two new technologies: Network Functions Virtualization (NFV) and
Multi-access Edge Computing (MEC).

2.5.1 MEC - Multi-access Edge Computing
The Multi-access Edge Computing (MEC) paradigm was born to address the chal-
lenge of reducing the latency up to 1 millisecond in the core network. MEC’s main
concept is to reduce the physical distance between users, with their smart mobile
devices, and the application servers. Thanks to the MEC paradigm, the processing
resources are placed at the edge of the network, closer to the users [15, 26]. In
Figure 2.5, the current 4G architecture and the new 5G architecture are compared.

The 4G architecture represented is the Centralized Cloud Computing (CCC) one.
In the CCC architecture, the application servers are located at the central cloud,
and all the tasks are processed inside the network functions that are virtualized on
the servers. If the physical distance between the central cloud and the users is long,
this architecture causes a delay in the core network.

Instead, the 5G architecture using the MEC paradigm can reduce transmission
delay by placing all the application servers with the computing resources (edge
cloud) near the users.
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(a) Centralized Cloud Computing (4G)

(b) Multi-access Edge Computing (5G)

Figure 2.5: CCC vs. MEC architectures

Multi-Access Edge Computing allows analyzing, processing, and storing the data
in the network edge instead of sending all data to a cloud for processing. Collect-
ing and processing data closer to the users guarantee ultra-low latency and bring
real-time performance to high-bandwidth applications and support latency-critical
services. This helps to improve both the quality experienced by the end-user and
the interactivity of the services.

Another advantage of this solution is given by the fact that by keeping the
traffic related to the application locally, the MEC permits to reduce the bandwidth
requirements in the transport network and increase the security of communications.
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2.5 – 5G networks

Figure 2.6: Multi-access Edge Computing (MEC)

MEC provides a new ecosystem and value chain. Telco operators can open their
RAN (Radio Access Network) edge to authorized third-parties, allowing them to
deploy innovative applications and services towards mobile users and enterprises.

2.5.2 NFV - Network Functions Virtualization
Network Functions Virtualization (NFV) is a way to virtualize all the network
services such as routers, firewalls, and load balancers, that conventionally run on
proprietary hardware. These services are grouped as virtual machines (VMs) on
consumer hardware, usually, a Commercial Off The Shelf (COTS) server based on
a standard architecture; this allows service providers to run their NFV on standard
servers rather than proprietary ones.

NFV does not require the availability of dedicated hardware for every network
function, but in a single server can run a lot of VMs. NFV also increases horizontal
scalability by allowing providers to deploy new network services and applications
on-demand without adding additional hardware resources.

Thanks to the MEC paradigm, network functions will be more distributed and
close to the network edge in order to address the ultra-low latency requirements of
the new applications [27] (like in 5G EVE pilot architecture, explained in Section
3.4).
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Chapter 3

Proposal architecture

This chapter will present the implemented architecture and the IoT scenario, pro-
viding a complete detail on all the probe request parameters captured by the scan-
ners. Finally, the core of the master’s thesis work will be highlighted and described,
i.e., the implementation in different network functions of a mobility tracking appli-
cation.

3.1 5G EVE architecture
The 5G EVE architecture [4] is an instance of the 5G architecture, it implements
the MEC (Multi-access Edge Computing) paradigm, and each application is real-
ized through the use of NFV (Network Functions Virtualization).

In Figure 3.1, we can see in detail the implemented architecture. Following
the flow from left to right, we can find firstly the APs scanners, which can scan
and detect WiFi and Bluetooth probe request messages coming from smart devices
carried by passers-by. All the scanners are connected through the RAN (Radio
Access Network) to the OneM2M server [20], managed by TIM.

All the data stored in the OneM2M platform are retrieved by the MOB NFV and
saved in a local database for subsequent uses. Finally, the experimenter can con-
nect to the VIS NFV to see in real-time the data collected by the scanner through
a web-based visualization tool.
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Figure 3.1: 5G EVE architecture

The platform’s edge cloud (grey part in Figure 3.1) is located within a group
of servers inside the Politecnico di Torino; therefore, they are easily accessible and
manageable in case of breakdowns or other technical problems.

Thanks to the use of the MEC paradigm, the proposed architecture is able to
scale horizontally in the number of scanners installed. While the use of NFV to
realize the entire mobility tracking application provides great freedom from the
point of view of the required hardware resources and their scalability.
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3.2 IoT Scenario

The area considered in this thesis is the area from the campus of Politecnico di
Torino to Porta Susa train station. It is characterized by a large inflow and outflow
of people that every day moves into and out of the campus. In this area, a bicycle
lane is also present, so it is possible to capture lots of signals from devices carried
by people moving on foot, by bike (or micro-electric mobility), or by car.
Thanks to the collaboration of TIM, an Italian mobile operator, six WiFi and Blue-
tooth probe-detection scanners, Meshlium by Libelium [11], were installed (blue
placeholder with name in coverage area map in Figure 3.2). Two of them were
installed inside the campus while the other four, with the support of IREN and the
City of Turin, on the top of as many traffic lights (like the one in Figure 3.3b).

Figure 3.2: Coverage area map with scanners placeholder
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(a) Meshlium scanner (b) Meshlium scanner installed on a traffic
light pole

Figure 3.3: WiFi and Bluetooth scanner

3.3 APs scanner
Each scanner can receive WiFi and Bluetooth probes by scanning WiFi bands at
2.4 and 5.0 GHz and Bluetooth ones. From such probes, the scanner extracts and
store some information as:

1. The RSSI at the receiver, it has not been considered since the Libelium doc-
umentation does not explain how the value of RSSI is evaluated (e.g., it is
unclear if the value detected is the average or the maximum) and how the
RSSI of multiple probe requests received during the same sampling period is
computed. Furthermore, as well known in the literature, the RSSI cannot be
considered a reliable metric for mobility tracking;

2. The interface vendor, it does not permit to identify the interface uniquely and
in many cases is equal to “Unknown”;

3. The timestamp, given with the precision of one second. The same sampling
time of 51-second is reported for all probe requests observed during the same
sampling period. So it is not possible to have a detailed timing sequence of
the probe requests, making the tracking extremely challenging. Furthermore,
multiple probe requests coming from the same device during the same sampling
period are collapsed into a single sample;
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4. MAC address, this has been obtained by digesting the device MAC address
through an SHA-224 function. Since the anonymized MAC address is not
considered to be personal data, the adopted process is compatible with the EU
General Data Protection Regulation (GDPR). In particular, the default hash
function available in the Libelium scanner digests the MAC address together
with the current time, not allowing the identification of the same MAC address
at different times. To avoid this problem, the hashing mechanism was modified
to digest just the MAC address;

5. Some other fields for Bluetooth probes, not considered for privacy reasons.

Figure 3.4 and 3.5 show some examples of the JSON file produced in output by
the scanners.

Figure 3.4: WiFi JSON example
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(a) Smartphone detection example

(b) Car detection example

Figure 3.5: Bluetooth JSON example

Each scanner is connected to the 5G EVE platform [4], and every two minutes,
the scanners upload the log of the WiFi and Bluetooth probe requests transmitted
from nearby devices to the OneM2M platform [20], using their cellular link.

The OneM2M platform is available through the 5G EVE infrastructure and
managed by TIM.
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3.4 Pilot architecture

Figure 3.6: Pilot architecture

The adopted pilot architecture is shown in Figure 3.6, where the two main com-
ponents of the use case are the MOB and the VIS NFV running in the 5G EVE
edge cloud.

The MOB NFV is a Mobility Flow Tracker, whose aim is to correlate the time
each MAC address has been observed by the different scanners and compute the
corresponding path. The MOB NFV interacts with the OneM2M platform and
retrieves the data from the scanners in real-time, adopting MQTT as publish-
subscribe protocol (see Section 4.1). Also, in the MOB NFV runs some other
script whose purposes are those of searching for anomalies in scanners operation
and outlier MAC addresses in the database.

The VIS NFV is instead responsible for visualizing the data, stored in the MOB
NFV database, through an interactive dashboard (see Chapter 6 for more details)
that is available to the experimenter.
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The VSB (Vertical Service Blueprint) graphic visualization for the use case is
available in Figure 3.7, and it describes in a structured format the VIS and MOB
components and their interactions. The VSB describes only the components under
the control of the 5G EVE infrastructure, indeed excluding the experimenter client
and the OneM2M infrastructure. The elements in Figure 3.7 represent respectively
atomic components (cubes in dark blue), connectivity services (circles in pale blue
with arrows), endpoints (edges), and Service Access Points (SAP) (dark grey circles
with cloud). The VIS and MOB are encoded as atomic components in the Blueprint.
They communicate with each other via two connectivity services, one for data plane
traffic and the other for management traffic. The latter is used by the 5G EVE
infrastructure to configure the atomic components at deployment time or during
their life-cycle. The MOB has access to a SAP connected to the OneM2M platform
to receive data from sensors. The VIS component, instead, is connected to a SAP
to provide access to the visualization dashboard.

Figure 3.7: VSB graphical visualization
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Chapter 4

Flow mobility tracking

This chapter will present how the data are retrieved from the sensors, which filters
are applied, how they are stored, and how they are used to create charts, graphs, and
real-time dashboards. Also, all the implementation choices made will be explained.

4.1 MQTT client
All the data collected from APs scanners are uploaded in real-time on the OneM2M
platform through a mobile connection. The OneM2M platform contains six main
containers, one for each scanner, and each of them is divided into two sub-containers,
one for WiFi data and one for Bluetooth data.

To retrieve the data from the remote platform, an MQTT client has been im-
plemented. MQTT (Message Queuing Telemetry Transport) is an open transport
protocol, very lightweight, based on the publish-subscribe paradigm. The protocol
runs over TCP/IP, so it is reliable and it prevents the out-of-order delivery of data
and the packets loss. MQTT protocol was designed for constrained environments
such as M2M (Machine to Machine) and IoT (Internet-of-Things), where a small
code footprint is required, or the network bandwidth is limited.

Returning to our use case, in particular, for the connection with the OneM2M
platform has been used an MQTTS (MQTT over SSL) protocol with the type:
exactly once (2) for the value of the Quality of Service (QoS). This type of QoS
guarantees that each message is received only once by the intended recipients. QoS
2 is the safest and slowest quality of service level [16]. If a packet gets lost along the
way, the sender is responsible for retransmitting the message within a reasonable
amount of time.
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Thanks to the persistent session of the client and the QoS 2, all the messages
sent are queued for offline clients until the client is available again, so in case of
malfunctions of the network or the VM, we do not lose any messages containing
the captured data.

As we can see in the figure below (Figure 4.1), the MQTT client inside the VM
makes a Subscription for each container for which it wants to be notified when
new data are uploaded. The mechanism involves creating a Subscription resource
within that container, indicating MQTT broker where you will be notified with a
message whenever a resource (containing data) is created in the inbox.

When a new message arrives at the broker from the APs scanner, it will be saved
in the inbox, and then it will also be sent to the MQTT client where the message
will be parsed, analyzed and then stored into the database.

Figure 4.1: MQTT flow

The MQTT client was written in Python using one of the few available MQTT
library, the paho.mqtt.client project of the Eclipse Foundation [21]. The MQTT
client was developed into an Ubuntu Distribution [28], where it loops forever, wait-
ing for incoming messages from the APs scanners.

The implemented MQTT client also has a mechanism of logging using directly
syslog of the kernel and a mechanism of reconnection in case of an unexpected
disconnection occurs.
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4.2 Data filtering
As explained in the previous section (Section 4.1), the MQTT client receives from
the OneM2M platform the data collected by the APs scanners in the form of JSON-
encoded messages.

The first operation after the decode of the message is the update of the times-
tamp of the last message sent by the scanner, so we can be able to check anytime
for any anomalies on the scanners (see Section 4.5.1 for further details). After that,
before saving the data on the database, two more operations are done:

1. the extraction of the first 16 characters of each MAC addresses;

2. the outliers analysis of the MAC addresses and its classification.

Extraction of the first 16 characters of each MAC addresses

For the implementation choices, explained in the next section (Section 4.3), regard-
ing the selection of the database, it was decided to save only the first 16 characters
of each MAC address. This choice, supported by the graphs in Figure 4.2, was
made primarily to save space in the database to be scalable in the future, and then
because the first 16 characters of the MAC address are enough to identify a device
uniquely, even if the data stored grows.

Consider m elements chosen uniformly at random, with repetition, from a set
of cardinality n, with m < n. The probability p(n) that at least one pair of equal
elements has been chosen (i.e., a "collision" has occurred) is:

p(n) ≈ 1 − e− m2
2n (4.1)

As we can see in Figure 4.2, with almost 15 million MACs, the probability of
collided MACs is 0.0006% considering only the first 16 hexadecimal digits of the
address. With 30 million MACs, the probability drop to 0.0024%.

Considering the values currently recorded, almost a year after the entire system’s
deployment, we can consider right the choice made on the number of hexadecimal
digits to keep to identify a MAC address.
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Figure 4.2: Minimum fingerprint
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Classification of MAC addresses

In order to understand the effect of MAC randomization, thanks to the collabo-
ration of the IT Area of Politecnico di Torino, a list of 34,927 MAC addresses of
devices used by community members to connect to the campus WiFi network was
collected. They comprise students, professors and administrative employees. For
privacy reasons, these MAC addresses were anonymized through the same SHA-224
hash function used by the APs scanners. These MAC addresses are not random-
ized since they are collected after the device has been associated with one of the
Politecnico APs.

So before saving each MAC address extrapolated from the messages, it is clas-
sified following these rules:

• professors and administrative employees ⇒ 2

• students ⇒ 1

• non-Politecnico community members ⇒ 0

This classification is very useful both for the subsequent visualization of the
data in the dashboards and for the analysis of patterns with non-randomized MAC
addresses; so every time an APs scanner detects a MAC address that is part of the
Politecnico’s list, we are sure that the address is not randomized.

Outliers analysis of the MAC addresses

In order to clean the data from the outliers, MAC addresses of fixed devices around
the APs, like Smart TVs, IoT devices, and others that send probe requests continu-
ously and with high frequency at each time (also during the night), three categories
have been implemented:

1. whitelist ⇒ 0

2. graylist ⇒ 1

3. blacklist ⇒ 2

In the whitelist category, there are all the MAC addresses that belong to the
Politecnico’s list, so for sure, all these addresses are not randomized.

In the blacklist category, there are all the MAC considered outliers, so they will
not be displayed in the real-time dashboards; in Section 4.5.2, there is a detailed
description of how a MAC address is regarded as an outlier and so added to the
blacklist.
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Last, in the graylist category, there are all the other addresses that are not in the
previous categories, they are displayed in the real-time dashboard, and each day
at a specific time, there is an automatic script that takes all the graylist addresses
of the day before and analyzes them searching for new outliers. After the analysis
of the graylist, all the addresses that are not outliers are "promoted" to the whitelist.

Figure 4.3 shows the full flow of operations done by the MQTT client when a
new message arrives.

Figure 4.3: Data filtering flow
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4.3 DB storage
The last operation done by the MQTT client after the data filtering is saving all the
data, received and calculated, into the database. This is a fundamental operation
to be able to do future analyses on data and in-depth studies more quickly without
having to connect to the platform every time and download the necessary data.

The first choice made was to choose between relational and non-relational databases.

4.3.1 Relational database
A relational database is a digital database based on the relational model of data.
The data is stored in tables containing rows (which represents an entry) and
columns (which stores and sorts a specific type of information).

Advantages

• Can handle lots of complex queries, database transactions and routine analysis
of data [25];

• ACID (Atomicity, Consistency, Isolation, Durability) properties that ensure
reliable database transactions;

• Easy configuration, simple import and export of data;

• Lot of online support and compatibility with other software.

Disadvantages

• Cannot store complex or very large images, numbers, designs and multimedia
products [25];

• Can become very costly with maintenance and new servers;

• Do not scale horizontally very well.
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4.3.2 NON-Relational database
A non-relational, or NoSQL database, works differently. It has to deal with semi-
structured data where each entry fits in a single JSON record. As a result, it can
process ANY type of data without needing to modify the architecture.

There are four different types of NoSQL databases:

1. Document-oriented databases – This database is designed for storing, retriev-
ing and managing document-oriented information. Document databases usu-
ally pair each key with a complex data structure;

2. Key-Value Stores – This database uses different keys where each key is asso-
ciated with only one value in a collection, like a dictionary;

3. Wide-Column Stores – This database uses tables, rows and columns, but unlike
a relational database, the names and format of the columns can vary from row
to row in the same table;

4. Graph Stores – A graph database uses graph structures for semantic queries
with nodes, edges and properties to represent and store data.

Advantages

• Large volumes of structured, semi-structured and unstructured data [25];

• Object-oriented programming that is easy to use and very flexible;

• Efficient, scale-out architecture instead of expensive, monolithic architecture.

Disadvantages

• Less support since NoSQL databases are usually open-source [25];

• NoSQL databases require technical skill to install and maintain;

• Less mature - NoSQL databases are still growing, and many features are still
being implemented;

• Less compatibility with other software.
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4.3.3 Implemented database
The final choice was highly influenced by the visualization tool (more details in Sec-
tion 4.4) because all the open-source tools considered can only deal with time-series
databases or relational ones. Any visualization tool allows using non-relational
database as data source.

The implemented database is a MySQL database; it has six tables, one for each
APs scanner. Each table has the same structure:

• id - int auto-generated

• timestamp - DateTime

• mac - char(16)

• type - tinyint(1) with 0, 1, or 2 as possible values (see Section 4.2)

• firewall - tinyint(1) with 0, 1, or 2 as possible values (see Section 4.2)

As explained before, in the database, only the first 16 hexadecimal digits are
saved with the classification type (professors and administrative employees, stu-
dents or non-Politecnico community members) and the outliers identification value
called "firewall" on the database.
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4.4 Data visualization
For the visualization tool, the two options were Grafana [6] and Kibana [10].

Grafana is a multi-platform open-source analytics and interactive visualization
web application. It permits to create complex monitoring dashboards using inter-
active query builders on databases and provide charts, graphs and alerts.

Kibana is an open-source frontend application that sits on top of the Elastic
Stack, ELK (Elasticsearch + Logstash + Kibana), providing search and data visu-
alization capabilities for data indexed in Elasticsearch.

4.4.1 Grafana vs. Kibana

Grafana Kibana
Grafana is designed for the analysis and
visualization of metrics

Kibana is mainly used for analyzing log
messages

Grafana was designed to work as a UI
for analyzing metrics, and it can work
with different time-series databases

Kibana was designed to work only with
Elasticsearch and does not support any
other type of data source

Grafana has a built-in access control
mechanism that allows restricted access
to dashboards only to authorized users

Kibana’s dashboards are open and ac-
cessible to the public

Grafana has a built-in alerting mecha-
nism that allows users to insert condi-
tional rules to dashboard panels

Kibana does not offer an alerting mech-
anism in the free version

Both Grafana and Kibana have a greater variety of customization options and
allows an easier and more immediate modification of the various panel options

Table 4.1: Grafana vs. Kibana
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4.4.2 Dashboard and database comparison

Grafana
MySQL

PRO:
- Allow historical series (add data in the past);
- DB easily readable, editable and exportable;
- MAC address directly saved in the DB;
- Very light graphic tool ∼ 300 MB.

CONS:
- Very large DB;
- Loading time depends on operation time on the DB;
- Alerting problem: new data with zero value needed.

Grafana
Prometheus

PRO:
- Very light and optimized DB;
- Initial loading time ∼ 1s;
- Loading time for each refresh ∼ 1s;
- Very light graphic tool ∼ 300 MB.

CONS:
- NOT allow historical series (add data in the past);
- Data in the DB NOT accessible and NOT editable;
- DB stores only the count of MACs detected in a given time;
- Log file required to save data for future analysis;
- Alerting problem: new data with zero value needed.

Kibana
Elasticsearch

PRO:
- Allow historical series (add data in the past);
- DB viewable only through the graphic tool;
- MAC address directly saved in the DB.

CONS:
- Very large DB;
- Data in the DB NOT editable;
- Very slow time to insert historical data;
- Alerting problem not available in the free version;
- Graphics not customizable like Grafana;
- Heavy graphics tool ∼ 1.5 GB.

Table 4.2: Grafana MySQL vs. Grafana Prometheus vs. Kibana Elasticsearch
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The following table (Table 4.3) compares the size on disk of a log file, a MySQL
database and an Elasticsesarch one, how the size is affected by increasing data an
estimate of the annual size of the data.

Log file MySQL Elasticsearch

True size on disk 50 MB 55 MB (+10%) 78 MB (+56%)

100 MB 110 MB (+10%) 175 MB (+75%)
Estimated annual size

for 6 scanners always working
(MACs only 16 Byte)

2 GB 2.2 GB Not estimable
(huge)

New column add (cost in size) +10% +10% Not estimable

Table 4.3: Size comparison between Log file vs. MySQL vs. Elasticsearch

4.4.3 Implemented Dashboards
Putting together all the previous considerations, the choice was to use Grafana
as a visualization tool because it offers much freedom to customize dashboards,
graphs and above all, it has a wider selection of data sources, which Kibana is not
able to offer. With Kibana, the database would have become unsustainable in size
in a very short time.

Grafana runs in another VM than the one where the MQTT client and MySQL
database are deployed. The two VMs are on the same local network, so they
communicate with each other by using integrated Grafana API and SQL queries.
The MySQL database, containing all the data collected by the APs, is the data
source for the dashboards.

There were implemented seven different dashboards, one for each scanner with
five different graphs (one for all users, one for only Politecnico students with a
relative heatmap and one for only Politecnico employees with a relative heatmap)
and one for all the scanners together for an immediate comparison. More details,
examples and figures in Chapter 6.

All the dashboards are interactive, so it is possible to change the time horizon
and zoom in a specific time interval to see more in detail all the data. Also, it is
possible to set or modify the refresh rate of the data to see real-time values coming
from the scanners.
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4.5 Automatic analysis scripts
Together with the MQTT client, there are two other Python scripts that run every
day during the night when data traffic is less heavy.

1. The first script analyzes the log files saved in the log directory of the VM,
searching for anomalies in the operation of scanners. This has been imple-
mented because even if the scanners are high-end commercial products, in
the almost one year from the date of installation, they have had numerous
problems and we often noticed malfunctions even a few days later. Instead,
thanks to this script, every day is verified the correct functioning of all the
APs scanners;

2. The second script instead works on database data. For each scanner, it down-
loads the data of the day before with value of firewall = 1, so the graylist one.
Then it searches for newer outliers and finally updates the firewall value from
1 to 0 if the MAC is not in the blacklist.

4.5.1 Scanner anomalies analysis
As said in Section 4.2, the first action that the MQTT client does when
arrive a new message is to decode it and after that update the timestamp,
relative to the scanner that has sent the message, in the log file saved on the
VM disk. So at each message corresponds a write on disk to update the timestamp.

Every day at 2:00 AM, a Python script automatically runs to check if there
are any anomalies. In particular, for each scanner, it opens the relative log file,
takes the timestamp written on it and if the current time minus the timestamp is
more than 3600 seconds (1 hour), it saves in another file the name of the scanner.
Then if the scanner name was not present in the list of non-working scanners, it
sends an email to notify the new non-working scanner, also specifying the last
timestamp detected. Instead, if it was already present in the list of non-working
scanners, it does not send the email to not be wordy. Also, if a scanner was on
the non-working list, but now it works, it sends an email to notify that now the
scanner is working properly.

Thanks to this monitoring system, we do not need to check every day that
everything is working right. Only when we receive an email with the name of the
scanner/s that does not work we can investigate the cause of the malfunction or
report the problem to TIM for further investigation.

37



Flow mobility tracking

4.5.2 Outliers analysis
As explained in Section 4.2, before saving the data on the database, a firewall
value is assigned to the MAC address. If the MAC belongs to the Politecnico’s
list, it is whitelisted with firewall = 0, if it belongs to the blacklist the value of
firewall is set to 2, all the other values instead have as firewall value 1, so they are
in the graylist.

Every day at 2:45 AM, a Python script automatically runs with the aim
to find new possible MAC addresses to add to the blacklist and to update the
firewall value for all the graylist if they are not outliers. More in particular, the
first operation done by the script is to open a connection with the database and
retrieve all the data from NOW() to 1 day before that have firewall = 1. The
MAC addresses are saved into a dictionary, a Python structure, where the MAC is
the key and the value is an array of timestamps associated with the MAC. After
that for each candidate is evaluated the number of timestamp per hour. If there
are more than 15 timestamps per hour for at least 20 hours over 24 (empirically
chosen), this MAC is considered an outlier so it is added to the blacklist and no
more considered by the visualization tool.

After the update of the blacklist with new MAC address, if any, all the database
tables are updated. All blacklisted MACs will have firewall 2 value in the database,
while all other values with firewall 1 will be updated with value 0. See Appendix
A.1 for the complete Python code.

Figure 4.4: Flow of the outliers analysis
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Experimental evaluation

This chapter will show and analyze the most important and significant results
obtained.

As said before, even though these scanner APs are high-end commercial
products, they have had numerous problems. For the Bluetooth data, the
scanners worked intermittently, for some periods, they captured the data correctly
while in others, inexplicably, they did not capture anything. For the WiFi
interface, we were luckier because it has had fewer problems. The scanner 7
had and still has issues, from the first days of January 2020, it stopped working
completely (both WiFi interface and Bluetooth interface). Currently, it has
been removed from the traffic light pole, where it was installed, and taken to a
TIM laboratory where some experts are investigating the causes of the malfunction.

Bluetooth data are, compared to WiFi data, lower in number by a factor of 10
as it is much more common to find the WiFi interface enabled than the Bluetooth
one in people’s mobile devices. Also, the Politecnico’s list of MAC addresses is
referred only to the WiFi interface; for Bluetooth, we do not have any data to
classify Politecnico community members.

For all this reason, for studying the various patterns of people’s mobility,
flows and data analysis, we focused almost exclusively on the data coming from
the captures on the WiFi interface.

All the data presented are collected from the 1st October 2019, and the cap-
tures will continue for other years for a complete analysis.
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Experimental evaluation

In Table 5.1, it is possible to see the size of the table for each scanner almost
after a year of detection. Also, it is possible to see, for each scanner, the total
number of distinct MACs and the total ones.

Table Size of table Total MACs Distinct MACs
Scanner 4 240 MB 5.5 M 2.2 M
Scanner 5 300 MB 6.7 M 2.2 M
Scanner 6 510 MB 10.7 M 5.6 M
Scanner 7 140 MB 2.7 M 1.5 M
Scanner 8 150 MB 3.0 M 1.4 M
Scanner 9 301 MB 6.3 M 3.3 M

Table 5.1: Detailed information about the implemented database

All the numbered scanners in the following charts and graphs are referred to
the numeration in Figure 3.2.
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5.1 – Graphs relating to the effect of the lockdown due to COVID-19

5.1 Graphs relating to the effect of the lockdown
due to COVID-19

The following graphs show the trend of the number of MACs detected in 4 con-
secutive weeks between the second half of February and the first half of March.
Very important and relevant weeks because in the last two weeks of February, the
Winter session exams were present at the university, so the Politecnico area was
crossed by numerous students, professors, and employees of the Politecnico. While
from 9th March the lockdown officially began throughout Italy, bringing people’s
movements to the bare minimum.

5.1.1 Bluetooth interface
As we can see in Figure 5.1 and 5.2, many more MAC addresses were detected in
the three weeks before the lockdown than in the first week of total closure (red
segment in the graph); about 50-60% fewer detections than in previous weeks.

It is also very evident that there are far fewer people passing by on Saturdays
and Sundays than on working days. It can also be seen how the profiles of the
curves of the various weeks are similar.

Figure 5.1: Lockdown effect Scanner 6 - Bluetooth
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Experimental evaluation

Scanner 6 is near Porta Susa train station, so it is the one with the higher
number of detections. Scanner 9 is also in a very strategic point because it is in
front of OGR (Officine Grandi Riparazioni) that is home to offices, exhibitions,
co-working spaces and much more, including, in the lockdown period, a temporary
hospital. Scanner 8 and 9 are separated by a very busy road crossed by both cars
and bicycles, thanks to the cycle path, and from people moving towards the station
and the campus.

(a) Scanner 8

(b) Scanner 9

Figure 5.2: Lockdown effect Scanner 8 and 9 - Bluetooth
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5.1 – Graphs relating to the effect of the lockdown due to COVID-19

5.1.2 WiFi interface
In the next series of graphs (Figures 5.3, 5.4, 5.5, 5.6), there are three graphs each;
in particular in graph (a) are considered all the users, so both members of the
Politecnico and not. In graph (b) only Politecnico employees and in graph (c) only
Politecnico students.

(a) All users

(b) Only Politecnico employees (c) Only Politecnico students

Figure 5.3: Lockdown effect Scanner 4 - WiFi

Unfortunately, as we can see from the graph, the scanner 4 stopped working
on 12th March because the pole on which it is mounted is a pole of a gate inside
the Politecnico and the 12/03 the electricity was cut following the closure of the
whole campus caused by the lockdown.
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(a) All users

(b) Only Politecnico employees (c) Only Politecnico students

Figure 5.4: Lockdown effect Scanner 5 - WiFi

As can be seen from the graphs, the number of Politecnico employees detected
by scanners 4 and 5 is much higher than the number detected by the other scanners
in the area; this is because scanners 4 and 5 are located within the boundaries of
the Politecnico itself and close to the main entrances.

It is interesting to see that certainly 10% of Politecnico employees walk (or
ride) along Corso Castelfidardo in the direction, most likely, of the Porta Susa
train station.
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5.1 – Graphs relating to the effect of the lockdown due to COVID-19

(a) All users

(b) Only Politecnico employees (c) Only Politecnico students

Figure 5.5: Lockdown effect Scanner 6 - WiFi

Another interesting point is that before the lockdown on Saturday and
Sunday, the number of people detected is almost the same in each graph, except
for the week no. 8, which had more detections.

Regarding the graphs (b) of the Politecnico employees, it can be observed that
on Saturdays and Sundays, the number of detections is close to zero; this is the
expected result as there are (usually) no lessons or exams on weekends. While on
Wednesday, there is a peak in attendance.
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(a) All users

(b) Only Politecnico employees (c) Only Politecnico students

Figure 5.6: Lockdown effect Scanner 9 - WiFi

From the graphs (c) of the Politecnico students, it can be highlighted as
starting from week no. 9, when the exams of Winter session were suspended, the
number of detections dropped significantly.

In graph (c) of Figure 5.6, it is also possible to see that the trend of the curve
of week no. 11 is anomalous as it has peaks higher than all the previous weeks
despite the lockdown.

The effect of non-school days, Saturdays and Sundays, is not as evident as
it is for Politecnico employees; this could mean that many students live near the
Politecnico and pass through the campus area even on weekends.
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5.2 – Heatmap charts for mobility patterns frequency

5.2 Heatmap charts for mobility patterns fre-
quency

The following charts show, through a heatmap, the frequency of detections for
each pattern as the hours’ change. All data used for the charts are data captured
between the 1st October 2019 and the 25th April 2020, except for scanners 4 and
7, which stopped working on 13th March and 2nd January, respectively.

The term pattern identifies a sequence composed of 1 or more scanners in which
the same MAC address has been detected between one scanner and the other within
5 minutes (e.g., pattern 489 means that the same MAC address has been detected
first by scanner 4 then by scanner 8 and last by scanner 9, and the delta between
the timestamps of two consecutive detections is less than 5 minutes or 300 seconds).

The darker the color, the higher the number of detections (higher frequency)
and vice versa for the lighter color that means lower frequency.

Figure 5.7: Heatmap chart - All users - Scanners 4-5-6-7-8-9
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Experimental evaluation

In Figure 5.7, all the single patterns are represented, so all the devices that
have been detected by a scanner and then either "disappear", no longer pass
under a scanner, or take longer than the average travel time, and therefore this
is not considered as the same flow or, finally, the MAC address is changed due to
randomization effect.

As we expected, the street covered by scanner 6 is the busiest as it is close to
the train station. Also, it is normal that from 8 to 20, we have the 70/80% of all
the detections of the day except for scanner 6, where the time interval extends up
to 1 am.

Frequencies in Figure 5.7 are very high compared with the other charts because
the data suffer a lot from the MEC address’s randomization.

Figure 5.8: Heatmap chart - All users - Total freq. ≥ 10000

The total frequency is calculated by summing all the hourly frequencies.
In Figure 5.8, we can see the eight most popular patterns. It is interesting that pat-
tern 98 is the most popular; it represents the pedestrian crossing of Corso Castelfi-
dardo to go in the direction of Corso Duca Degli Abruzzi.
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5.2 – Heatmap charts for mobility patterns frequency

Figure 5.9: Heatmap chart - All users - Total freq. 5000 ≤ x < 10000

It is also interesting that the opposite of patterns 47 and 49 are not frequent,
this could be explained by the fact that people going to the OGR cross the road
near the Politecnico while on their return, they continue on the sidewalk along the
General Motors.

As we can see in Figure 5.9, the patterns 69 and 96 are very similar, meaning
that the two patterns are exploited equally in both directions. Also, despite the
few data relating to scanner 7, pattern 97 is one of the most frequent.
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(a) Patterns with total frequency 1000 ≤ x < 5000

(b) Patterns with total frequency 600 ≤ x < 1000

Figure 5.10: Heatmap charts - All users - Total freq. 600 ≤ x < 5000

Pattern 48 is very popular thanks to the presence of the cycle path travelled by
many people both by bike and with electric micro-mobility (e.g., electric scooters
or electric bikes).
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5.2 – Heatmap charts for mobility patterns frequency

(a) Patterns with total frequency 200 ≤ x < 600

(b) Patterns with total frequency
100 ≤ x < 200

(c) Patterns with total frequency
75 ≤ x < 100

Figure 5.11: Heatmap charts - All users - Total freq. 75 ≤ x < 600

In figure 5.11, there are patterns with lower frequency. We must take into
account some factors:

• for scanner 7 we have only data about three months over seven;

• for scanner 4 we do not have almost 45 days of data;

• patter 48 and 84 are certainly affected by the effect of the Winter season and
therefore the less use of the cycle path;

• the randomization effect on long paths.
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Charts in log10 scale and sorted by decreasing total frequency from sx
to dx

Figure 5.12: Heatmap chart - All users in log10 scale - Single patterns

In Figure 5.12 and 5.13, it is very easy to see which are the most popular
patterns and compare the hourly frequencies.

The two charts are represented in a log10 scale and sorted graphically by
decreasing frequency from left to right.
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5.2 – Heatmap charts for mobility patterns frequency

Figure 5.13: Heatmap chart - All users in log10 scale - Multiple patterns

It is very evident that between 7 and 8 in the morning, there is the first peak
of people detected and that in any time slot the frequency is zero, also during the
night.

It is also interesting to see that in the top 10 most frequent patterns, four have
scanner 7 as one of the scanners, despite the limited data available for that scanner;
undoubtedly due to the fact that the sidewalk on the OGR side is very busy.
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5.2.1 Heatmap charts with only Politecnico members
As we could imagine, the scanners with the highest number of detections, for only
Politecnico community members, are scanners 4 and 5, as they are located within
the perimeter of the Politecnico itself.

Also, the hourly frequencies reflect the employees’ working hours and the hours
of lessons/exams for the students.

Figure 5.14: Heatmap chart - Single patterns of Politecnico members
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5.2 – Heatmap charts for mobility patterns frequency

Figure 5.15: Heatmap chart - Multiple patterns of Politecnico members

Here in Figure 5.14 and 5.15, we can see the most frequent mobility patterns
for the Politecnico community members.

The most popular patterns (47, 45 and 54) are those relating to the movements
of students and teachers from one part of the campus to another or relating to
movements between the headquarters and the Politecnico’s Cittadella, across the
street.
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Charts in log10 scale and sorted by decreasing total frequency from sx
to dx

Figure 5.16: Heatmap chart - Single patterns of Politecnico members in log10 scale

Here in Figure 5.16 and 5.17, like before, there are two charts where the data
are represented in a log10 scale and sorted graphically by decreasing frequency
from left to right. Also, the data are filtered for only the Politecnico community
members.

As expected, the two single patterns with the highest number of detections are
those relating to scanners 4 and 5, which are located within the perimeter of the
Politecnico.
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5.2 – Heatmap charts for mobility patterns frequency

Figure 5.17: Heatmap chart - Multiple patterns of Politecnico members in log10
scale

In Figure 5.17, it is possible to see and compare the hourly frequencies of the
different patterns.

It is interesting how many patterns have no detections in some time slots (white
squares in the chart of Figure 5.17), especially early in the morning.

Also, before the Politecnico opening hour, at 7:30 am, there are very few
detections than during the other working hours.
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Experimental evaluation

5.3 Mobility flows direction
This section shows a series of images where, thanks to some colored arrows
superimposed on the map of the Politecnico area, the 3/4 most frequent patterns
on a given day and in a date-time slot are highlighted.

As in Section 5.2, the color tone differentiates the detection frequency, where
it is darker means higher frequency, and vice versa for lighter colors.

Figure 5.18: Mobility flow on 08/12/2019 12-13

In Figure 5.18, we can see the mobility flow directions of the 8th December
2019 between the 12 and the 13, where the most frequent pattern is 79, followed
by 47, then 96 and finally 69.

So we can say that the main flow was from the Politecnico to Porta Susa train
station.
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5.3 – Mobility flows direction

(a) 11/01/2020 23-24 (b) 20/04/2020 15-16

(c) 20/02/2020 12-13

Figure 5.19: Mobility flows

In Figure 5.19 above, there are three other examples that show the mobility
flows in different days and times.

With this type of image, it is very easy to understand the mobility flows thanks
to the arrows on the real map of the area covered by the 6 APs scanners.

The images are created with the Python library pygame [24], first are calcu-
lated the top 4 patterns in the date and hour selected, then each arrow is rotated
and filled up with the right color.

59



Experimental evaluation

5.4 Mobility type
In this last section of the results chapter, we want to analyze, by using some graphs,
the type of mobility of people in the most popular patterns.

In particular, the patterns between scanners that are not close to each other
will be analyzed, as it is easier to see multiple types of mobility not overlapping
each other. If we analyzed patterns such as 45, 98 or 79, it would be challenging to
distinguish pedestrians from bicycles (or electric scooters) and cars (or motorbikes)
as the scanners are very close and travel times would be about the same.

Figure 5.20: Mobility type - Pattern 46

In Figure 5.20 for simplicity, the five main peaks have been highlighted using
colored circles. Between scanners 4 and 6, there are approximately 450 meters. The
first yellow circle on the left corresponds to an average travel time of 25 seconds (an
average speed of 65 km/h), while the second about 75 seconds (an average speed of
22 km/h). Followed by the two green circles with average travel times of 125 and
230 seconds (corresponding to 13 km/h and 7 km/h respectively). Finally, the red
circle with an average travel time of 280 seconds (about 5 km/h).
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5.4 – Mobility type

From the travel speeds expressed above, it is evident that the two peaks circled
in yellow most likely correspond to cars (or motorbikes) or, in the second peak,
some bikes or electric scooters could be included. The two peaks circled in green
correspond to people on bicycles and in the first peak, probably, to some cars in
traffic. Finally, the peak circled in red corresponds to all the people who have
moved on foot.

(a) Pattern 64

(b) Pattern 56 (c) Pattern 65

Figure 5.21: Mobility type - Patterns 64, 56 and 65

Figure 5.21 shows that pattern 56 has a slightly different behaviour from all the
other patterns analyzed, indeed it does not have five evident peaks but only three
starting from the 150th second onwards. The behaviour is strange when compared
with the opposite pattern, graph (c) in Figure 5.21.
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(a) Pattern 86

(b) Pattern 68

Figure 5.22: Mobility type - Patterns 86 and 68

As we can see from Figure 5.22, the highest peak is about at 20/30 seconds,
which corresponds to the mobility of the cars (or motorbikes) as the corresponding
average speed is about 63 km/h for about 350 meters.

The other mobility types are also quite evident, as for the previous graphs,
5/6 time peaks are always highlighted.
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5.4 – Mobility type

(a) Pattern 96

(b) Pattern 69

Figure 5.23: Mobility type - Patterns 96 and 69

Like previous graphs, in Figure 5.23, there are five peaks, here it can be seen
that as the time taken increases, the peaks decrease more and more; this is because
the distance between the two scanners is the minimum compared to all the other
cases analyzed previously. Also, people’s average time on foot is not as long as in
the other patterns.
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Experimental evaluation

In Figure 5.24, there is another type of visualization of the data; in particular,
for four patterns the number of occurrences is shown as the hours of the day change.

In the creation of the graphs, only the data with a travel time between 20 and
300 seconds were taken into consideration.

(a) Pattern 46 (b) Pattern 64

(c) Pattern 96 (d) Pattern 69

Figure 5.24: Number of occurrences for each hour - All type of mobility

As we can see from the graphs above, the two main peaks are at 8 in the
morning and at 6 in the evening, which is when people move to the city to go to
work and when they return home in the evening.

It can also be noted that pattern 64 has about half of the detections of the
opposite sense, that is pattern 46; while for patterns 96 and 69, the values are
approximately the same.
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5.4 – Mobility type

In Figure 5.25, the number of occurrences is analyzed as the hours’ change but
only for data that have a travel time of the space between the two scanners from
20 to 70 seconds, so focusing the attention on the mobility of cars and motorbikes.

(a) Pattern 46 (b) Pattern 64

(c) Pattern 96 (d) Pattern 69

Figure 5.25: Number of occurrences for each hour - Only car and motorbike mobility

It is evident that for patterns 96 and 69, the number of occurrences between
7 and 20 is approximately always the same, while this behaviour is not seen for
patterns 46 and 64.

In graph (b), we can see how the number of detections increases during the
day until reaching a peak between 18 and 20.

On the other hand, in graph (a), the number of detections does not have a
defined trend but peaks scattered throughout the day.
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Chapter 6

Real-time metrics

This chapter will list in detail all Grafana features and show all the implemented
dashboards.

As said in Section 4.4.3, the real-time dashboards are implemented using
Grafana [6] as visualization tool. Grafana main features:

• The dashboards are private and visible only after authentication;

• Easy configuration of data sources, MySQL database in this case;

• Allows adding a new type of graphs by adding plug-ins (self-made or from the
official ones);

• The retrieval of data for graphs is done through simple guided SQL queries;

• The graphs are highly customizable (e.g., color scale for heatmaps, range val-
ues, labels, size of graphs, display options and others);

• The dashboards are interactive, so it is possible to zoom in a specific time
range in the graph or is possible to set a time horizon to see the detailed data
in the selected time (e.g., last 5, 15, 30 minutes or last 1, 3, 6, 12, 24 hours or
custom date-time interval), see Figure 6.8;

• It is possible to set or modify the refresh rate of each dashboard, from some
seconds to minutes or hours; this permits to receive and see real-time data
coming from the APs scanners;

• Possibility of setting threshold values above or below witch to generate alerts;

• Allows seeing in a JSON format the retrieved data from the data source.
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Real-time metrics

6.1 Main dashboard
In Figure 6.1, we can see the main dashboard. There are two graphs for each
scanner, one line chart and one heatmap.

All the data are obtained through an SQL query, the data with firewall = 2
are discarded (so those in the blacklist), and only the data of the last four months
are filtered for a quick view of the last period.

All the heatmaps have the same color scale and the same range of values,
between 0 and 2k, so it is very easy to compare the different scanners’ graphs.

(a) Scanners 4 and 5

(b) Scanners 6, 8 and 9

Figure 6.1: Dashboard ALL - Line charts and heatmaps
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6.1 – Main dashboard

(a) Line chart scanners 9

(b) Heatmap scanner 6

Figure 6.2: Dashboard ALL - Scanners malfunctions detail

In the graphs above (Figure 6.2), some time intervals are highlighted through
yellow circles, so it is possible to see the periods where the scanners did not work;
therefore no data was detected.

In the heatmap, when there is no data in a period of one hour, it is represented
with an uncolored square, i.e., black. On the other hand, in the line chart, we can
see a continuous line that connects the last measured value with the next one.
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Real-time metrics

6.2 Detailed scanners dashboards
This section will present the other dashboards created, one for each scanner.

The dashboard of scanner 7 will not be shown as the data present are very few
and very dirty because it has been in a TIM laboratory for many months, where
some experts are trying to analyze the anomalies of the scanner.

For each dashboard, there are five graphs with all the data captured from the
01/10/2019:

1. line chart with all users data;

2. line chart with only Politecnico employees;

3. line chart with only Politecnico students;

4. heatmap with only Politecnico employees;

5. heatmap with only Politecnico students.

(a) Line chart scanners 9 - all users

(b) Line chart and heatmap scanners 9 - only students

(c) Line chart and heatmap scanners 9 - only employees

Figure 6.3: Dashboards scanner 9
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6.2 – Detailed scanners dashboards

(a) Line chart scanners 8 - all users

(b) Line chart and heatmap scanners 8 - only students

(c) Line chart and heatmap scanners 8 - only employees

Figure 6.4: Dashboards scanner 8

As we can see, scanner 8 had problems in the first months after installation;
indeed, the first detection data dates back to the early days of 2020.

The effect of the lockdown and the subsequent increase of remote work, smart
working, is very evident as well as on all the other scanners, except for scanner 6,
as seen in Figure 6.5.
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Real-time metrics

(a) Line chart scanners 6 - all users

(b) Line chart and heatmap scanners 6 - Only students

(c) Line chart and heatmap scanners 6 - Only employees

Figure 6.5: Dashboards scanner 6

Comparing the heatmaps of scanners 4, 5, 6 and 9 relating to only the data
of Politecnico employees, it can be observed that as we move away from the
campus, the data decreases because only a percentage of Politecnico employees are
commuter and so goes to the station of Porta Susa to take a train.

Another thing that can be seen in graph (a) of Figure 6.5 is how the number
of detections after the lockdown, from May/June, has risen to near the standards
of the months before COVID-19.
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6.2 – Detailed scanners dashboards

(a) Line chart scanners 5 - all users

(b) Line chart and heatmap scanners 5 - only students

(c) Line chart and heatmap scanners 5 - only employees

Figure 6.6: Dashboards scanner 5

In graph (b) of Figure 6.6, black squares have been highlighted using yellow
arrows; in this case, these black squares do not mean that the scanner worked
intermittently but that in those hours, no data was detected as no one was passed
near the scanner. On the other hand, when a whole column is without any colored
squares, it means that the scanner has had malfunctions that day and did not
detect any data.

From the line graph (a) of the figure above, the effect that the lockdown caused
is very evident; indeed, the trend has gone from peaks from 12.5k devices detected
in the months before COVID-19 to about 2.5k detections in the last few months.
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Real-time metrics

(a) Line chart scanners 4 - all users

(b) Line chart and heatmap scanners 4 - Only students

(c) Line chart and heatmap scanners 4 - Only employees

Figure 6.7: Dashboards scanner 4

The dashboard of scanner 4 is undoubtedly the best, together with the one of
scanner 5, to analyze data relating to the Politecnico members. The heatmaps are
complete and clear, so they allow a quick first analysis.

It is very interesting to see in the line graph (c) of Figure 6.7 the trend of the
detections of the employees of the Politecnico in the months after the reopening,
from May onwards. Compared to all the other trends of the other scanners, here
the number of employees who have returned to work in presence in the university
is very evident. This trend cannot be seen from the data of scanner 5 because the
Politecnico from May has reopened only the entrances on Corso Castelfidardo (near
scanner 4) and the one on Corso Duca Degli Abruzzi (main entrance).
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6.2 – Detailed scanners dashboards

(a) Line chart scanners 6 - 2 days detail

(b) Line chart scanners 4 - 6 hours detail

(c) Line chart scanners 9 - last 30 minutes detail

Figure 6.8: Dashboards scanners 4, 6 and 9 - Time interval details

In Figure 6.8, it is possible to see three examples of different data granularity.
In particular, in graph (a), the selected time interval is two days, in graph (b) are
represented data of 6 hours, and finally, in graph (c) there is a very detailed graph,
therefore with very fine granularity (last 30 minutes).

For the first graph, the sample time is 2 minutes, while in the other two it is
1 minute, so each point in the graphs correspond to a single scan.
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Chapter 7

Conclusion

Technology today is making great strides forward. With the birth of 5G networks
and the emergence of Internet-of-Things devices (IoT devices), the lives of all
of us will undergo significant improvements. One of the big problems we are
facing, a hot spot for many months (since the beginning of the pandemic), is
the monitoring of people flows. First of all, to monitor and avoid gatherings of
people and guarantee everyone the right safety, but also, improve life in big cities,
improving the movement of people and the public services offered to them.

In Chapter 1, a brief overview was made on the thesis’s main objectives for
the analysis of people flows and the possible alternative implementations. In this
use case, the main role is played by the probe request signals emitted by smart
devices owned by passers-by. For this reason, in Chapter 2, these signals and
everything concerning them, like the structure of MAC addresses, the use of MAC
randomization to increase people’s privacy, the use of 5G networks (last mobile
network infrastructure born), the use of NFV (Network functions virtualization)
and MEC (Multi-Access Edge Computing) paradigm, have been analyzed in detail.

The software and hardware architecture described in Chapters 3 and 4
made it possible to create a system capable of detecting WiFi and Bluetooth
signals emitted by smart devices and providing quick visual feedback through the
dashboards created. Furthermore, thanks to the analysis and classification of each
MAC address detected, we can provide detailed graphs and measurements on the
flows of the Politecnico members. In this way, we can improve both student life
and working life for employees, professors and students, based on the detected real
needs.
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Conclusion

Despite the continuous progress, by the major smart devices vendors, in the
field of user privacy, thanks to the results detected and analyzed, we can say that
a good percentage of these devices do not carry out any randomization technique
to limit the tracking of people or if used, it is not completely effective.

It is undeniable that the percentage of devices that use the randomized MAC
address is not marginal; nevertheless, the goal set at the beginning of this long
work has been achieved. As we can see in Chapters 5 and 6, we were able to
detect people’s main mobility patterns in the area covered by the scanners and also
the type of mobility, distinguishing cars or motorcycles from bicycles (and electric
scooters) and people moving on foot.

Thanks to the data provided by the Politecnico, we were also able to carry
out more in-depth studies on the mobility of Politecnico community members.

From the studies done and shown in the graphs of Chapter 5, and even more
from the real-time dashboards, it is possible to see the effect that the lockdown
due to COVID-19 has caused in people’s everyday travels.

A final consideration should be made on the scanners used for the study. Al-
though they are high-level commercial sensors, they have had numerous reliability
problems. Thanks to a script executed every day we could automate the control of
their functionality, notifying their operating status via email.
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7.1 – Future work

7.1 Future work
This pandemic period has taught us that the study of the flows of people, as well
as the counting of people in a given place at a certain moment, will be increasingly
fundamental to avoid large overcrowding and gatherings.

This master thesis is intended as a starting point for a much wider project.
For sure, the first step would be the expansion of the area under analysis
to permit to refine the studies on the detection of the flows of people. An
expansion of the area of interest to a much larger portion of the city is already ar-
chitecturally supported, thanks to the use of the MEC (see Section 2.5.1) paradigm.

Certainly, the work done can also be the starting point for other projects, such
as the possibility of counting the number of real-time people in a given place, both
outdoors and indoors. If we think at a university like the Politecnico di Torino,
it would be very useful to analyze the number of people present in a classroom or
in a commonplace (e.g., the canteen, bars, refreshment points or study rooms) to
improve students life within the campus. Provide real-time indications to students
in which study room go to because it is less crowded or which path to follow to go
from one part of the campus to the other, to avoid the numerous traffic jams that
take place in the corridors outside the classrooms.
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Appendix A

Appendix

A.1 Outliers check on database
1 db = pymysql . connect (host=" localhost ", user="5Geve", password ="

XXXXXXXX ", db="5 g_eve_scanner ")
2 with db. cursor () as cursor :
3 blacklist = set ()
4 with open(’blacklist .txt ’, ’r’) as fileRead :
5 data = fileRead . readlines ()
6 for line in data:
7 blacklist .add(line. rstrip (’\n’))
8

9 candidates = dict ()
10 for i in {4, 5, 6, 7, 8, 9}:
11 cursor . execute (" SELECT mac , timestamp FROM scanner " + str(i) +

" WHERE firewall = 1 and timestamp > (NOW () - INTERVAL 1 DAY)")
12 myresult = cursor . fetchall ()
13 for x in myresult :
14 mac = x[0]
15 if mac not in blacklist :
16 if candidates .get(mac):
17 candidates [mac ]. append (x[1])
18 else:
19 candidates [mac] = [x[1]]
20

21 toadd = set ()
22 for x in candidates .items ():
23 hour = dict ()
24 if len(x[1]) > 15 * 20:
25 for entry in x[1]:
26 if hour.get(entry.hour):
27 hour[entry.hour] += 1
28 else:
29 hour[entry.hour] = 1
30 if sum(value > 15 for value in hour. values ()) >= 20:
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31 toadd.add(x[0])
32 blacklist .add(x[0])
33

34 with open(’blacklist .txt ’, ’a’) as fileWrite :
35 for entry in toadd:
36 fileWrite .write("{}\n". format (entry))
37

38 for i in {4, 5, 6, 7, 8, 9}:
39 format_strings = ’,’.join ([’%s’] * len( blacklist ))
40 cursor . execute (" UPDATE scanner " + str(i) + " SET firewall = 2

WHERE mac IN (%s)" % format_strings , tuple( blacklist ))
41

42 for i in {4, 5, 6, 7, 8, 9}:
43 cursor . execute (" UPDATE scanner " + str(i) + " SET firewall = 0

WHERE firewall = 1 and timestamp > (NOW () - INTERVAL 1 DAY)")
44

45 db. commit ()

In line 1, there is the connection with the database ("5g_eve_scanner") that
is on the same NFV where this script runs.

The first operation done is reading the blacklist file where all the outliers
MACs are saved (lines 3-7); after that, from line 9 to 19, all MACs captured
between NOW() and 1 day before are retrieved from the tables inside the DB. If the
MAC retrieved is not in the blacklist, it is added to the list of candidates; this list
is a dictionary where there is an array of timestamps as value for each MAC address.

When the dictionary is filled up, each entry is analyzed searching for all MACs
with more than 15 timestamps each hour for at least 20 hours in a day; this is the
empirical condition for which a MAC is considered as outlier. If a MAC address
satisfies the previous condition, it is added to the blacklist.

From lines 34 to 36, the blacklist file is updated with the new entries, if any.
Finally, all the database tables are updated, setting the firewall value to 2 if the
MAC address is inside the blacklist, 0 vice versa.
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