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Introduction

The importance of photonic technologies is steadily growing in our daily lives. In this

field a new frontier of research is the development of non-classical light sources, like,

for example, sources that produce streams of photons with controllable quantum corre-

lations. With this respect a central building blocks are single-photon emitters (SPE).

Unlike classical light sources, SPEs are fundamental quantum devices for many scal-

able and leading technologies, such as quantum information and information, precision

metrology and imaging. The ability to tailor and control quantum emitters, in order

to realize efficient and scalable architectures, depends on site-selective defect engineer-

ing. In this work we predicted the electronic properties of an InSe monolayer and its

applicability as SPE when impurity defects are introduced in the structure.

InSe is a layered compound consisting of several stacked InSe monolayers; each mono-

layer is composed by four atoms in the 2D unit cell. The single monolayer structure

(2D phase) can be obtained through graphene-like exfoliation processes or by Physical

Vapor Deposition (PVD) and it is considered as one of the most promising materials

for SPE applications for several reasons. Firstly, 2D InSe has a wide bandgap (around

2.9 eV) which can be tuned through the addition of substitutional impurities, more-

over the two-dimensional nature of the monolayer allows for an easy modification of

the crystal lattice with respect to bulk materials exploiting, for example, Focused Ion

Beam (FIB), Scanning Probe Microscopy (SPM) and Scanning Electron Microscopy

(SEM), or through the application of localized strains to the lattice. For these reasons

one has the possibility to create SPE in a broad range of energies by employing 2D

InSe. In this thesis work, we predict the electronic properties of InSe containing differ-

ent substitutional impurities by using Density Functional Theory (DFT) simulations.

For each system we calculate the formation energies, the band structure and the den-

sity of states. The best results to employ InSe as SPE are obtained for As, P, N and

Ge substitutional impurities. In the last part of the work InGaSe alloys are studied

through the combination of DFT and Cluster Expansion method, and their electronic

properties predicted for different In/Ga fractions.

The discussion is organized as follows. The first Chapter provides a general explanation

of the single-photon-emission phenomenon and describes two possible applications of

this physical process. Materials exploited up to now and aspects that mostly make InSe

an outstanding material to be used as SPE are also evidenced. Chapter 2 is centered on
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the computational methodology that has been applied to investigate monolayer InSe

and the InGaSe alloys, in particular it provides a general description of the Density

Functional Theory (DFT) along with the practical aspects related to its implementa-

tion, and illustrate the Cluster Expansion method both from a theoretical and from a

practical point of view. Chapter 3 reports tests that have been used to determine the

optimal computational conditions for the simulations performed in this thesis work. In

Chapter 4 the electronic properties of InSe containing different substitutional impuri-

ties are reported and discussed in terms of formation energy, band diagram, density of

states and spatial distribution of the molecular orbital associated to the lattice modi-

fication. In particular we focused our investigation on defect such as selenium vacancy

and Ga, Ge, N, P, As, O and S substitutional impurities. Promising results for SPE

are obtained for N, P, As and Ge substitutional impurities. In Chapter 5, to conclude,

we present the prediction of the structure and electronic properties of InGaSe alloys,

obtained through the Cluster Expansion method. Although it comes out that this

material is not suitable to be employed directly as single photon emitter, since there

are not energy states within its bandgap, its optical emission or absorption can be

continuously tuned within a section of the visible spectra by tuning the composition

of the alloy and thus it could find applications in many optoelectonic devices.



CHAPTER 1

Materials and devices for single photon

emission

1.1 What is Single Photon Emission

An ideal single-photon source, inherently nonclassical in its nature, produces a sin-

gle photon in a known single mode each and every time one is called for, and that

mode must be identical each time [1], [2], [3]. It is distinct from coherent light sources

(lasers) and thermal light sources such as incandescent light bulbs [4], [5], [6], [7], [8],

[9], [2], [10], [11], [12]. In quantum theory, photons describe quantized electromag-

netic radiation. Specifically, photons are elementary excitations of normal modes of

the electromagnetic field as solutions to Maxwell’s equations [13]. Thus, single photons

are single excitations of modes of the electromagnetic field and, therefore, are in the

one-photon number state |1〉 (Fock state) [13]. Photons from an ideal single-photon

source exhibit quantum mechanical characteristics. These characteristics include pho-

ton antibunching, so that the time between two successive photons is never less than

some minimum value [14].

While this ideal source can never be achieved in the real world due to inevitable losses

and nonzero multiphoton rates, there have been efforts at making better and better

approximations to such an ideal source. The two basic approaches to constructing

single-photon sources are based either on the isolated single quantum systems that can

only emit one photon at a time or on sources that emit photons in pairs so that the

detection of one photon heralds the existence of the second photon.

Figure 1.1 reports the simplest isolated quantum system able to produce this kind of

emission: a two level system. A simple scheme of the process is shown: an external

source, for example a laser pulse, provides an extra energy to one electron which at

first was in its ground state, this +∆E is used to promote the electron to an excited

state (according to the specific selection rules governing that specific system) resulting

in the formation of an electron-hole pair called exciton. The spontaneous decay of a
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single exciton (after an average life time τ) leads to the emission of one single photon

because the energy states among which the transition occurs do not show a broadening

in energies [7]. This means that the two levels involved in the process are characterized

by two well defined energies E1 and E2 and for this reason the frequency ν associated

to the emitted radiation will be given simply by the relation E2 − E1 = hν.

Figure 1.1: Single photon Emission phenomenon in a two-level system (image taken

from article [7])

The fundamental component required to create this type of light source is the

Single Photon Emitter (SPE) which is basically, at least from a theoretical point of

view, an on-demand source (i.e. it can release a light radiation at any arbitrary time

defined by the user) able to emit light pulses (the repetition rate must be arbitrarily

fast) containing exactly one photon (with the probability of emitting a single photon

of 100%) and, furthermore, the produced single photon must be in a known single

mode that must be identical each time [15]. One way to assess the quality of the

output of a single-photon source is to measure its absolute fidelity to a single photon

in a single mode, which may be done by means of the normalized Glauber second-

order correlation function g(2)(0) [16]. It quantifies the multiphoton component of

the state with respect to the single-photon component (i.e., |n〉 vs |1〉). Ideal single-

photon sources show g(2)(0) = 0 and a realistic single-photon sources must have g(2)(0)

tending towards zero. The second-order correlation function can be measured using

the Hanbury- Brown–Twiss effect [13], [17], [18].

1.2 Single photon emission devices

The research in the realization and development of new light sources, which produce

photons whose statistics and correlations are based on the quantum-mechanical theory,

has stimulated interest in the scientific community due to its wide field of possible ap-

plications: quantum computing and simulation [19], quantum information [20], sensing

[21], nuclear medicine tomographic imaging techniques (such as the so called SPECT,

i.e. Single Photon Emission Computed Tomography [22]), and quantum communica-

tion [23]. Of course, when one faces to the real world, it is necessarily to take into

account the presence of deviations from these ideal characteristics [7], [24]. However,
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despite the existence of these non-idealities, promising results and applications are

based on the single photon emission theory. In the following, we analyse some state of

the art devices published in literature exploiting SPE phenomena.

1.2.1 Application of SPE to quantum computing and simula-

tion

One of the present directions in quantum science is the realization of the so-called quan-

tum orreries [19]. They are basically quantum devices that are able to simulate the

behaviour of other quantum systems with the advantage, with respect to the exploita-

tion of a general purpose quantum computer, that they are designed to reproduce more

complex systems with fewer resources [19]. According to the kind of property they are

asked to simulate, there are two types of quantum simulators: the first one mimics

collective features such as a quantum phase transition and in this case a global control

of the quantum particle is sufficient; the second type, instead, is used to study molecu-

lar and atomic systems therefore it requires precise local control and addressability of

individual particles.

Quantum simulators of physical systems can be constructed using a variety of quan-

tum architectures, such as atoms [25], [26], [27], [28], ions [29], [30], [31], [32], [33], [34]

and single photons. From a practical point of view, in a quantum simulation it is first

necessary to choose a suitable mathematical model for the quantum system we want

to represent, for example a molecule can be mapped to the non-relativistic Schrödinger

equation. Then this model must be executed by a quantum-software layer, which is in

turn mapped to a quantum hardware [19], and the molecular eigenvalues associated to

the Hamiltonian of the system can be diagonalized by carrying out an iterative phase-

estimation algorithm (a quantum-chemistry algorithm, [35]) based on a proposal by

Abrams and Lloyd [36], [37]: the use of quantum phase estimation to obtain molecular

eigenvalues. The simulation should provide a measure of a certain property, however,

not all of them are available in short times and in order to obtain a complete map of

the wavefunction of the system it may be necessary to perform a large number of mea-

surements which rapidly increases with the number of particles involved [19]. Among

all the possible architectures, the photonic quantum system is one of the more promis-

ing since the use of single photons leads to a series of important advantages; first of

all, single photons can be manipulated and individually addressed with high precision

by employing simple optical components, secondly they are easily moved either in free

space or in waveguides and their mobility enables them to transmit information at

the speed of light. This allows, in principle, the simulation of complex and non-local

many-body interactions.

Here is reported an example of simulation, taken from article [38], in which the

single photons architecture has been successfully exploited to study quantum aspects

of the hydrogen molecule using two entangled photons [19]. A proper time-independent
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Hamiltonian H has been chosen to describe the system and its eigenvalues, i.e. the

molecular energies, have been then obtained exploiting a quantum algorithm made

of three distinct steps [38], [39]. First of all, the molecular wavefunction have been

converted into qubits, each of them, in turn, encoded in the polarization of the single

photons (logical |0〉 = |H〉 = horizontal polarization and logical |1〉 = |V 〉 = verti-

cal polarization). After that, its time evolution have been simulated using quantum

logic gates (implemented through birefringent wave plates used to perform arbitrary

polarization rotations, [38]) and, in the last step, Ĥ eigenvalues have been extracted

using the already mentioned phase estimation algorithm [39], [40] which is based on

the following assumption: considering a molecular eigenstate |ψ〉 which is under the

action of the time-evolution operator Û = e−(iĤt/~) [38] one can write the following

equation:

e−(iĤt/~)|ψ〉 = e−(iEt/~)|ψ〉 = e−i2πφ|ψ〉

where E is the eigenvalue of the Hamiltonian. The algorithm estimates the phase

φ accumulated, therefore E can be calculated. In order to perform a measure, two

qubits (i.e. two single photons) were required: the polarization of the register photon

is rotated into a state that represents one eigenstate of Ĥ, while the control photon

is rotated into the superposition state (|H〉+ |V 〉)/
√

2 (not possible with the classical

bit, [41]). Both modes pass through an optical network that implements a controlled

Û -gate and at the end of the path the polarization of the control photon is measured

allowing for a phase shift estimation which leads to the possibility to calculate the

eigenvalue E.

An example of a possible circuit which exploits the single photons architecture is

shown in figure 1.2. It is composed by phase shifter and beam splitter arrays that are

used to manipulate the quantum state of light [42].

Figure 1.2: Schematic of a quantum circuit composed by beam splitters and phase

shifters taken from reference [43]

1.2.2 Application of SPE in medicine

Focusing our attention on the medical applications, the Single-photon emission com-

puted tomography (SPECT) represents a powerful diagnostic tool and a very common
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application of SPE. It is a method of computed tomography that uses radionuclides

which emit a single photon of a given energy to provide a 3D image of a specific re-

gion of the patient [22]. A radionuclide is an unstable atom which can undergo to

radioactive decay and in case emit a gamma ray. The radioisotope is delivered into the

person, usually through injection into the bloodstream. Most of times, it is attached to

a specific ligand to assure binding events only with the tissues of interest. Imaging is

then performed by using a gamma camera to acquire multiple 2D images from multiple

angles. It is rotated 180 or 360 degrees around the patient to capture images at differ-

ent positions along the arc [22]. Once the analysis is concluded, the 3D distribution of

radionuclides in the anatomic part of interest can be reconstructed through the use of

a computer.

The main advantage of this technique is that it can be used to observe biochemical

and physiological processes as well as size and volume of the organ [22]; however a

big disadvantage is a lower quality of the image with respect to other tomographic

methods such as the positron-emission tomography. Since SPECT is sensitive to the

level of biological activity at each place in the 3D region analyzed, it can be used

to provide information about localised function in internal organs, such as functional

cardiac or brain imaging. In picture 1.3, taken from [44], one can see, as an exam-

ple, the comparison between the biological activity of an healthy brain compared to

the one of an individual who abuses alcohol. The Brain SPECT scanning generates

three-dimensional images of blood flow in the two tissues allowing for quantitatively

analysis.

Figure 1.3: Comparison between the images of brains of two persons with different

lifestyles obtained via SPECT
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1.3 Materials for SPE

In the previous sections we have briefly described the general physical concepts on

which the SPE is based and presented some example of its possible applications in

many scientific fields. We now present some possible single photon sources reported in

the literature.

1.3.1 State of the art

As already said, the ideal SPE is an on-demand, deterministic source able to produce

single-photon light pulses in a well defined polarization mode which is identical each

time. In nature, systems that are able to produce this kind of radiation are the two-

level systems, i.e. single atoms. However, from a technological point of view, it’s

almost impossible to scale an architecture which deals with single atoms, thus we need

something different.

The main idea is to engineer a material in such a way to obtain in its band structure

two well defined energy states between which the electronic transitions can take place.

In particular, we want to create a flat state within its bandgap because in this way

we are able to precisely tune energies of emitted photons (this would be impossible

exploiting CB to VB transitions due to the non-flatness of the energy levels involved).

Up to now, single photon sources have been obtained by means of isolated color

centers in wide bandgap semiconductors. Colour centers are defects in the regular

spacing of atoms of a crystal lattice which are able to absorb light of only specific

wavelengths and they have been exploited in many ways: in 3-dimensional and 2-

dimensional materials such as diamond (3D) and hexagonal boron nitride h-BN (2D)

for instance [45], [46], [47] [48] [49], but also in 1-dimensional materials, such as carbon

nanotubes [46] and InP nanowires [50] and 0-dimensional materials, such as GaAs and

InGaAs quantum dots [51], [52].

An interesting example is the nitrogen-vacancy (N-V) color center in diamond lattice.

It consists of a nearest-neighbor pair of a nitrogen atom, in place of a carbon one, and

a lattice vacancy. The absence of a negatively-charged ion from the site it would be

attracts and traps an electron [53] which in turn becomes able to absorb only specific

colours of light. In figure 1.4 we can see the diamond lattice modification: the charge

state N − V 0 is neutral, while N − V − is negative due to the presence of the electron.

Even if the detailed microscopic origin of the quantum emission is still not un-

derstood for complex systems such as bulk and 2D materials, highly localized strain

gradients associated to the presence of imperfections in the flake (such as edges, wrinkle

or nanobubbles in the monolayer, [21], [55]) and the addition to the lattice of vacancies

[56], [57] or substitutional impurities [55], [56], [57], [58], [59], [60], [61] are often corre-

lated to the physical origin of single photon emitters [21]. It is plausible to think that
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Figure 1.4: Nitrogen-vacancy colour center in its two possible states (neutral on the

left) and negative (on the right) [54]

the strain gradient helps to funnel the exciton, while the presence of point defects leads

to its localization at the length scale of the exciton Bohr radius (EBR) meaning that

the exciton become trapped in a sort of quantum trap [62], [21], [63], [64]. However,

Figure 1.5: Trapped exciton in a strain gradient (image taken from article [21])

it is not sufficient to provide a localized strain or to add a substitutional impurity to

guarantee a single photon emission, indeed this phenomenon is observed only in some

specific materials which has been previously ad hoc engineered.

In the following paragraph we discuss the main properties that a good SP emitter

should have.

To achieving efficient single photon emission, it is mandatory to avoid electron/hole

recombination due to thermal effects. To this aim, the energy state arising from the

presence of a lattice modification (such as a vacancy or a substitutional defect) must

be deep in the semiconductor bandgap. As a consequence, material with a wide energy

gap are the most suitable candidates to be used as single photon emitters. Furthermore,

a wide tunable bandgap can be also exploited to achieve a full spectral range single

photon source (from ultraviolet to near-infrared, the already mentioned h-BN is an

example), indeed, by engineering the material with specific substitutional impurities,
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one can obtain different defect energy levels within the gap. It is also important

to highlight that in order to avoid dispersion in the reciprocal space and to allow,

instead, the emission of photons with a well definite wavelength, defect states should

not present strong hybridization with the host matrix [65]. The spectral wandering can

be also reduced improving the material quality [66] thus material with high chemical

and thermal stability are preferable.

1.3.2 2D semiconductors

One should also highlight that, in order to realize efficient and scalable architectures

for SPE devices, one has to be able to design emitters with identical properties that

can be placed at specific locations on a chip. As a consequence, it is required the

capability to deal with atoms and nanostructures with an extremely high precision, i.e.

at the atomic scale. This can be particularly difficult for conventional 3D semiconduc-

tors, where defects can be buried deep within the bulk structure (think for example to

the N-V colour center in diamond), and a possible solution is therefore to exploit two

dimensional materials which show many advantages with respect to their 3D counter-

parts.

Many techniques that allow for manipulation of individual atoms are indeed by far

easier to be performed onto a monolayer than onto a bulk structure. For example,

Focus Ion Beam (FIB), Scanning Probe Microscopy (SPM) and Scanning Electron Mi-

croscopy (SEM), methods that can be used both for imaging and for changing the

atomic configuration of a crystal, are more suited for the modification of the top most

layers of a material. To modify deeper layers, indeed, higher energies would be required

to increase the penetration depth of the beams, but this would imply a higher degree

of damage of the substrate which in turns would lead to a wandering of the emission

spectrum. Furthermore, in addition their two-dimensional nature which leads to the

easier atomic scale manipulation, 2D materials provide a smaller footprint than most

conventional solid-state quantum emitters [21] and for this reason they are also easier

to integrate with already existing photonic structures.

Obviously, when someone says ”2D material”, one immediately thinks of graphene.

Can the graphene be a good material for the purposes of this work? Graphene owns

extremely high carrier mobilities and breaking strength [67], [68], [69] and thank to

these qualities it is considered as one of the most promising material for many future

applications. However, it does not show an intrinsic bandgap and this lack represents

a big obstacle for its applicability in electronics. Indeed, as previously discussed, a

bandgap is mandatory for the realization of many devices such as field-effect transis-

tors, functional junctions for optoelectronics based on two-dimensional materials [70]

and, above all, for Single Photon Emitters. In order to overcome the limitation of a

zero bandgap, many other 2D materials have been taken into account in the last years

as possible SPE candidates. MoS2, WS2, MoSe2, WSe2, MoTe2 [71], [72] are the
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so called Transition Metal Dichalcogenides (TMDs) and along with their cousins InSe

and GaSe (which are instead metal monochalcogenides) represent a family of layered

bulk semiconductive materials. Thank to the nature of their chemical bonds, which

are strong within the same layer (covalent bonds) and weak between two different lay-

ers (Van der Waals forces), it is possible to reduce them into their single-layer phase

through graphene-like exfoliation or other processes [70], [71] and for this reason many

studies have been focused on them [73]. They exhibit strong light-matter interaction

which leads to their large exciton binding energy, linear and nonlinear optical proper-

ties and spin-valley coupling [74] which quenches the valley hybridization (i.e. little

dispersion of the energy level, [65]). They also possess a wide layer-dependent bandgap

and, in addition, the degree of confinement can be engineered through electrostatic

fields [75] or strain field [76],[63] that would locally modify the bandgap [21]. For

all these reasons, TMDs and metal monochalcogenides represent two promising fam-

ilies of materials for single photon emission purposes. In particular, the III-VI metal

monochalcogenide [77] InSe (Indium Selenide) is the material under analysis in the first

part of this work.

1.4 InSe as a promising 2D material for SPE

Although InSe has not been employed as single-photon emitter yet, it is one of the

most promising materials listed so far to be exploited for this purpose. Similarly to the

TMDs, it exhibits strong light-matter interaction and a reduced valley hybridization

which in turn leads to a little dispersion of the defect state. Furthermore it owns a wide

bandgap which can be tuned thank to the possibility of InSe to form many alloys (in

Chapter 5 we will investigate InGaSe alloys with different In/Ga fractions). However,

the most important characteristic of InSe is that it can be exfoliated into a stable

2D phase allowing for an easy manipulation of its lattice. It is important to highlight,

however, that this material shows high sensitivity to air and device fabrication processes

which can cause structural damages [78]. In order to protect its excellent electronic

and optical properties, therefore, it is always required an effective passivation of the

material based on the encapsulation of the monolayer. This is performed by covering

the 2D InSe layer entirely between two sheets of a more stable material such as graphene

[77] or hBN [78]. In the following section we will provide a more complete description

of this material.

1.4.1 InSe Bulk and 2D Structure

InSe is a layered compound which is composed by the stacking of many monolayers,

each of them in turn consists of four atomic layers of Se-In-In-Se that are bound

together by strong covalent bonds with some ionic character [79],[80]. A monolayer is
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itself bound to one another by Van der Waals interactions [79],[80]. Depending on the

way they are stacked, three different polytypes are possible:

• β phase belongs to the hexagonal P63/mmc space group [67] and it refers to the

case in which there is a rotation of π around an axis perpendicular to the plane

of the layer followed by a translation parallel to this axis [79];

• γ phase belongs, instead, to the trigonal R3m space group [67] and this time

there is a horizontal translation of +
a1 + a2

3
[79] where a1 and a2 are the basis

vectors;

• ε phase is specular to the γ one (horizontal translation of −a1 + a2

3
) [79].

Figure 1.6: Side view (on the left) and top view (on the right) of a single layer of InSe

(yellow and grey spheres represent Se and In atoms, respectively)

In order to better understand the different structures, figures 1.6 and 1.7 have been

reported here. Figure 1.6 shows a single monolayer of InSe (notice that it is formed,

as already said, by four layers of atoms, Se atoms in yellow and In atoms in grey) and

the top view of the 1D material, while Figure 1.7 reports the primitive cells of the

two most important InSe polytypes (i.e. β and γ phases) [82]. However, it is impor-

tant to highlight that γ-InSe is inherently unstable and for this reason its practical

application either in electronics or optoelectronics is hindered [71],[83], while β-InSe

is the more energetically favorable phase and shows a good stability [71]. According

to the reference article [67], the binding energy Eb between two layers is of the order

of ≈ 60meV/atom for both cases which is very close to the one of the graphite [84]

and of TMDs [85], meaning that the building blocks of InSe are only weakly coupled

to each other. As a consequence, it is easy to separate the different monolayers. In

order to insulate one them, several techniques are possible. The easiest solution is to

exploit graphene-like exfoliation processes, however another effective synthesis method

consists in the controlled growth of InSe onto a SiO2 substrate. A silicon boat con-

taining the InSe powder is placed in the center of a quartz tube. A piece of Si wafer

covered with a thin layer of SiO2 works as substrate for the sample growth. In order
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Figure 1.7: Image taken from reference [81] showing β polytype primitive cell (on the

left) and γ polytype primitive cell on the right (hexagonal unit cell extending over three

layers [79])

to provide an inert atmosphere and to carry the vaporized InSe gas to be deposited, an

Ar flow is injected into the tube with a controlled flow rate. Depending on the working

temperature and on the growth time the thickness of the material can be controlled

with high precision [86]. The dynamically stability of the InSe monolayer has been

proved observing its phonon dispersion curve along the high-symmetry directions, no

imaginary frequencies are present [67] thus the material is stable.

1.4.2 InSe optical and electronic properties

For what concerns the electronic properties of the material, InSe shows in its bulk

phase a direct bandgap of ≈ 1.1eV for β-InSe [67], but when reducing the number of

stacked layers, it is possible to observe a direct-to-indirect transition. Depending on

the method exploited to calculate the monolayer energy gap, the result can be very

different, indeed the use of a simple DFT approach leads to an underestimation of this

value, however, as mentioned in the article [67], the exploitation of more advanced

methods simply leads to a rigid shift of the bandgap, thus all the considerations about

the shapes of the CB and VB are valid in both cases (a more precise discussion on

this point is presented in section 3.2.2). In general, anyway, independently on the
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exploited method, the bandgap of the monolayer is greater than the one of the bulk

phase. Decreasing dimensions, indeed, the quantum confinement effect becomes more

relevant and bandgap increases (bandgap dependence on layer thickness). Eg obtained

for a monolayer of InSe varies by varying the calculation method, in particular refer-

ence [87] reports an energy gap of 1.39 eV at GGA-PBE level, 2.21 eV for a hybrid

HSE06 calculation and 2.93 eV with GW0 correction. In these calculations, the Spin

Orbit Coupling (SOC) has not been considered; a more precise analysis on this topic

is reported in the section 3.2.3. Taking the figure 1.8 as reference, it can be noticed

Figure 1.8: InSe monolayer band diagram example [87]

that the Conduction Band Minimum (CBM) is placed in Γ, while the Valence Band

Maximum (VBM) along the K → Γ direction (near Γ). An almost flat VB dispersion

around the Γ point indicates that electrons can easily be transferred between ener-

getically near states with a small amount of thermal energy [70]. Furthermore, also

the presence of two clearly visible maxima around this point (the so called sombrero-

shaped dispersion) enhances the probability of electronic transitions between VB and

CB. Indium selenide also shows low electron effective mass m∗ ≈ 0.143m0, high electron

mobility µe ≈ 103cm2V −1s−1 and good optical activity, making it suitable for many

applications such as 2D graphene/InSe heterostructure-based photodetectors and 2D

InSe-based FET with high current on/off ratio (≈ 108) [80].



CHAPTER 2

Methods

In the last decades, ab initio atomistic approach has emerged as a powerful tool able

to predict material properties starting from a quantum description of the electrons.

Among the possible methods proposed to solve the Schrödinger equation of a complex

many-body system, the Density Functional Theory (DFT) is one of the most employed

to derive the ground state properties of the mentioned system.

In this Chapter, the theoretical background of DFT and along with this also some

technical details of its implementation such as the pseudopotential approach and the

use of finite basis sets will be described.

2.1 The adiabatic approximation

The quantum mechanical description of interaction among electrons and nuclei is given

by the Hamiltonian written in atomic units:

H =− 1

2

∑
i

∇i
2 − 1

2MI

∑
I

∇I
2 +

1

2

∑
i 6=j

1

|ri − rj|
+

+
∑
i,I

ZI
|ri −RI |

+
1

2

∑
I 6=J

ZIZJ
|RI −RJ |

(2.1)

where MI is the ion mass divided by the electron mass (me), ZI is the atomic number of

the I -th ion, ri denotes the position of the i-th electron and RI is the position of I-th nu-

cleus. The many-particle Hamiltonian in 2.1 cannot be solved without simplifications.

The main approximation consists of the adiabatic or Born-Oppenheimer approxima-

tion. The ions are much heavier than the electrons, so they move much more slowly.

The frequencies of ionic vibrations in solids are typically less than 1013s−1, whereas the

frequencies of electronic motion in semiconductors are of the order of 1015s−1 because

of the notable mass difference
(
me

Mn
∼ 10−3

)
. As a result, electrons can respond to

ionic motion almost instantaneously or, in other words, to the electrons the ions are

stationary. On the other hand, ions cannot follow the motion of the electrons and they

16
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see only a time-averaged electronic potential (Vi). If the Born-Oppenheimer approxi-

mation holds, the Hamiltonian in eq. 2.1 can be expressed as the sum of these terms:

H = Hions({RI}) +He({ri} , {RI0}) +He−ion({ri} , {δRI}) (2.2)

where Hions({RI}) is the Hamiltonian describing the ionic motion, He({ri} , {RI0}) is

the Hamiltonian for the electrons with the ions frozen in their equilibrium positions RI0

and He−ion({ri} , {δRI}) represents the change in the electronic energy as result of the

displacements δRI of the ions from their equilibrium positions. He−ion({ri} , {δRI}) is

known as the electron-phonon interaction term.

The electronic Hamiltonian He({ri} , {RI0}) and the ionic Hamiltonian Hion({Rj}) are

given by:

He({ri} , {RI0}) = −1

2

∑
i

∇i
2 +

1

2

∑
i 6=j

1

|rj − ri|
+
∑
i,I

ZI
|ri −RI0|

(2.3)

Hions({RI}) =
∑
I

PI
2

2MI

+ Vi({RI}) (2.4)

This approximation allows to treat separately the electronic and ionic contributions

considering ”quantum mechanical” electronic character and the more ”classical” ionic

behavior. However describing the electronic structure problem, Eq. 2.3, remains a

quantum many-body problem that is very difficult to solve since for a Ne electrons the

many-body wave function is then function of 3Ne space variables, ψ(r1...rNe), where

ri (i = 1...Ne) is a 3 dimensional position vector neglecting the spin variables. An

accurate method to overcome the drawback is described in the following section (2.2).

2.2 Density functional theory

Density Functional Theory (DFT) is a mean-field approach to describe a system of

many interacting electrons that was formulated in the sixties by Hohenberg and Kohn

[88] and Kohn and Sham [89]. DFT is a theory for the electronic structure formulated in

terms of the electron density as basic unknown, instead of the electronic wavefunction.

Since the density of particles in the ground state plays a central role in the theory, it can

be considered as a ”basic variable” and all properties of the system can be considered

to be unique functionals of the ground state density. DFT can be regarded as the

direct descendant of the Thomas-Fermi theory (1927) [90, 91]. Although Thomas-

Fermi approximation is not accurate the approach illustrates the way DFT works. In

the Thomas-Fermi method the kinetic energy of the system of electrons is approximated

as an explicit functional of the density, idealized as non-interacting electrons in a

homogeneous gas with density equal to the local density at any given point. Dirac

improved this model and formulated the local approximation for exchange that is still
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in use today [92]. In this section the basic formalism of the theory is presented starting

from the fundamental Hohenberg and Kohn theorems which demonstrate the central

role played by the electron density in quantum mechanics.

2.2.1 The Hohenberg-Kohn theorems

Consider a system of N electrons enclosed in a box and moving under the influence of

some time-independent local external potential V (r).

The first Hohenberg-Kohn theorem demostrates that, for a system with a fixed number

of particles, V (r) is determined within an additive constant, once the electron density

n (r) is known. This means that the density determines univocally the external po-

tential, and consequently the Hamiltonian and all electronic properties of the system.

The ground state properties of a many-electron system are uniquely determined by a

function (the electron density) that depends on only 3 spatial coordinates, reducing the

many-body problem of N electrons with 3N spatial coordinates to 3 spatial coordinates,

through the use of functionals of the electron density. According to this statement, the

ground state expectation value of any observable is a unique functional of the ground

state density n0. In this formalism the total energy can be written as:

Ev[n] =

∫
n (r) v (r) dr + F [n] (2.5)

The functional F [n] is a universal functional, which includes the kinetic and electron-

electron repulsion energy and it is unique in the sense that it does not depend on the

external potential which acts on the system.

The second Hohenberg-Kohn theorem defines an energy functional for the system and

proves that the correct ground state electron density is the one that minimizes this

energy functional.

E0 ≤ E[ñ] (2.6)

The proof is based on the variational principle as for any trial wave function ψ̃:

〈ψ̃|H|ψ̃〉 =

∫
ñ (r) v (r) dr + F [ñ] = Ev[ñ] ≥ Ev[n] (2.7)

Equality stands only in the true ground-state. The variation of the total energy with

respect to a change of n(r) at constant number of electrons (N)

δ

{
Ev[n]− µ

[∫
n (r) dr−N

]}
= 0 (2.8)

leads to the Euler equation:

µ =
δEv[n]

δn
= v (r) +

δFHK [n]

δn
(2.9)

where the Lagrange multiplier µ is the chemical potential.



19

2.2.2 The Konh-Sham equations

The ground state electron density can be in principle determined by solving the Eu-

ler equation 2.9; however, the exact form of the functional (F[n]) is unknown. Kohn

and Sham [89] proposed a scheme to solve the multielectronic problem in which, start-

ing from a model of non interacting electron system, they obtain a single particle

Schrödinger equation whose solution gives the same electron density of the interacting

electron system. It is first convenient to define a new functional G[n (r)], obtained from

F [n (r)] by subtracting the term of the electron-electron electrostatic repulsion:

G[n (r)] = F [n (r)]− 1

2

∫
dr

∫
dr′

n (r)n (r′)

|r− r′|
(2.10)

It is than useful to extract the kinetic energy functional Ts of the non-interacting system

from G[n (r)], isolating all the exchange and correlation contributions:

G[n (r)] = Ts[n (r)] + Exc[n (r)] (2.11)

In this way the total energy functional expressed in eq. 2.5 becomes:

E[n (r)] =

∫
n (r) v (r) dr + Ts[n (r)] +

1

2

∫
dr

∫
dr′

n (r)n (r′)

|r− r′|
+ Exc[n (r)] (2.12)

The variation of the previous expression as a function of the number of electrons N

leads to the following Euler equation:

µ =
δTs[n]

δn
+

∫
dr′

n (r′)

|r− r′|
+ v (r′) +

δExc[n]

δn
(2.13)

µ = VKS (r′) +
δTs[n]

δn
(2.14)

where VKS (r) is the Kohn-Sham potential consisting of the external potential, the

classical Coulomb potential (Hartree potential) and the exchange-correlation potential.

If one now considers the variation of the total energy expressed with respect to the one

electron wave function ψi, with the constraint of orthonormality of the ψi∫
ψ∗i (r)ψj (r) dr = δij (2.15)

one obtains:

hKSψi =

[
−1

2
52 +VKS (r)

]
ψi =

N∑
j=1

εijψj (2.16)

Making use of the fact that the operator hKS is Hermitian, a unitary transformation

of the orbitals leads to the Kohn-Sham equation:[
−1

2
∇2 + VKS (r)

]
φi = εiφi (2.17)
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Once solved this equation, it is possible to obtain the electron density of the interacting

system as:

n(r) =
N∑
i

|φi(r)|2 (2.18)

This may be the most important equation of the DFT. It states that the motion of the

interacting electrons can be treated exactly as a system of non-interacting particles.

The electrons can be considered as if they move in a common effective potential VKS.

All the interaction between the electrons can be merged exactly into a single potential

VKS. Once n(r) is obtained, all the other observable can be derived.

Although DFT is an exact theory of the ground state, it is affected by the limit that the

expression of the exchange and correlation potential is not known explicitly. Different

formulations of this functional have been proposed in the literature, based on different

theoretical arguments. The simplest one is the so called Local Density Approximation

followed by the generalized gradient approximation (GGA), meta-GGA, hybrid forms

rely on a Jacob’s Ladder of progressively more complicated approximations to the

many-body exchange-correlation (XC) density functional [93].

2.2.3 LDA and GGA approximation

In the previous sections the many body problem was reduced into the form of a sin-

gle particle problem, by means of an exact formalism. The whole complexity of the

electron-electron interaction was confined in the exchange-correlation term. Since DFT

does not provide the analytical expressions of the functional Exc[n], the practical ap-

plication of the theory requires the choice of approximated forms for Exc[n]. Over the

years many approximate expression have appeared, the most simple and widely used

of which is the local density approximation (LDA) [94, 95]. In a homogeneous gas of

interacting electrons the density is constant and the exchange-correlation energy per

particle εxc(n) is a function (not a functional) of the density. The total exchange-

correlation energy is obtained by multiplying εxc(n) by the total number of electrons

present in the gas:

Exc[n] = Nεxc(n) (2.19)

Within the local density approximation, the non-homogeneous electron gas is treated in

complete analogy: the total exchange-correlation energy is obtained by accumulating

the contributions from every portion of the non-uniform gas as if it was locally uniform:

ELDA
xc =

∫
n(r)εhomxc (n(r)) dr (2.20)

In calculating the integral 2.20 the function εhomxc (n) is evaluated for the local density

n(r) of the inhomogeneous system under consideration: εhomxc (n) = εhomx (n) + εhomc (n) is

the exchange and correlation energy per electron in the homogeneous electron gas of

density n. LDA is exact for an uniform system and is expected to be valid for systems
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with slowly varying electron density. For all the other cases the LDA approximation

is indeed uncontrolled; its justification relies mainly upon its ability to reproduce the

experimental ground-state properties of a large number of solids. LDA performs best

for metals, while for semiconductors and insulators the band gap is underestimated by

up to 50 % in some cases, but this problem is not only pertinent to LDA, but also

to the formally not-justified interpretation of the Khon-Sham eigenvalues as excitation

energies.

A number of methods have been developed to correct the deficiencies of the LDA. For

a system of nonuniform density, Exc is no longer adequately reproduced by Eq. 2.20.

A simple modification appears to be the inclusion of gradient terms ∇n, which leads

to the Generalized Gradient Aproximation (GGA) [96],

EGGA
xc =

∫
f(n,∇n)dr (2.21)

Various recipes for constructing f(n,∇n) have been proposed. The PBE (Pendew,

Burke and Ernzerhof) form [97] is probably the simplest GGA functional. The form

for the correlation in this case is expressed as the local correlation plus an additive

term both of which depend upon the density gradient.

It is found that even if LDA/GGA functionals describe poorly the electronic prop-

erties of the systems, as the well known problem of the underestimation of the energy

gap, the total energy of the system that they give is quite good, i.e. the structural

properties are adequately reproduced.

2.3 The Hellmann-Feynman theorem

Suppose to know the ground state eigenfunciton ψR for a system in a fixed configuration

of nuclei {RI}, solving the equation HψR = EψR, the energy will be given by:

E =
〈ψR|H(R)|ψR〉
〈ψR|ψR〉

(2.22)

Thus, the force on a nucleus n will be given by the negative gradient of the energy with

respect to its coordinates (Rn):

Fn = −∇nE = −∇n

[
〈ψR|H(R)|ψR〉
〈ψR|ψR〉

]
(2.23)

When deriving the term at the right side of equation 2.23, one must observe that not

only the Hamiltonian but also the ground state depend on the particular configura-

tion R. The Hellmann-Feynman theorem [98, 99] states that this dependence can be

neglected if ψR is an eigenstate of the Hamiltonian. Thus, equation 2.24 gives:

∇nE =
〈ψR|∇nH(R)|ψR〉

〈ψR|ψR〉
(2.24)
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This means that in order to obtain the forces acting on atoms in a particular geometric

configuration, it is enough to know the explicit dependence of the Hamiltonian on the

nuclear coordinate of the system. Once the forces acting on atoms are known one can

integrate the classical equation of the motion and study the evolution of the system or

find the minimum energy structure.

2.4 Practical aspects of DFT implementation

In the following paragraphs some practical aspects regarding DFT implementation in

computer codes will be discussed, namely, the use of pseudopotential and the use of

basis sets to expand the system wave-function.

2.4.1 Basis set

In DFT method the aim to compute properties of interest without recourse to exper-

imental data requires solving the Kohn-Sham equations and finding the ground state

wavefunction. Eigenfunctions are usually expanded in terms of a set of a complete

basis set. A single electron wavefunction can be written as:

ψi(r) =
∞∑
j=1

cjφj(r) (2.25)

where φj(r) are members of a complete set of functions. Obviously it is impossible

to use an infinite number of basis functions so the sum in 2.25 is taken over a finite

number of functions. This introduces a source of error into the calculations, which

has to be minimized. Any family of functions could, in principle, be used as basis

functions. Ideally the basis functions should have the same limiting behaviour as the

real wavefunction, for an isolated atom or molecules they should decay to zero, and

they should be computationally inexpensive.

Plane Wave basis set

Ions in a perfect crystal are arranged in a regular periodic way (at 0K), therefore the

external potential felt by the electrons is periodic and the period is the same as the

length of the unit cell (l). The external potential on an electron at ri can be expressed

as V (r) = V (r + l). For these kind of systems, the Bloch Theorem hold, and the

wavefunction can be written as the product of a cell periodic part and a wave-like part:

φi,k = ui,k(r)eik·r (2.26)

where ui,k(r) is a function that has the lattice periodicity. The periodic part of the

wave function can be expanded using a basis set of plane waves whose wave vectors G
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are the reciprocal lattice vectors of the crystal:

ui,k(r) =
∑
G

ci,Ge
iG·r (2.27)

therefore each electronic wave function can be written as a linear combination of plane

waves (PW):

φi,k =
∑
G

ci,k+Ge
i(k+G)·r (2.28)

the ci,k+G are unknown and must be determined for each specific case. The plane-

waves basis set is in principle infinite, but in real calculations it is reduced to a finite

one by truncating the sum over G to include only those plane waves with a kinetic

energy Ek = 1
2
(k + G)2 less than a given energy cutoff (Ecut). This truncation will

lead to an error in the computed total energy. At variance with other techniques (and

basis sets) the convergence of the plane-wave basis set (and thus the error) can be

controlled simply by increasing the cutoff energy. When pseudopotentials are used (see

next paragraph) to include the electron/ion interaction, it is possible to reduce sensibly

the cutoff energies, without loosing accuracy.

2.4.2 Pseudopotential theory

A pseudopotential (or effective potential) is used as an approximation for the simpli-

fied description of ion potentials. The pseudopotential is an attempt to replace the

complicated effects of the core electrons of an atom and its nucleus with an effective

potential so that the Schrödinger equation contains a modified effective potential term.

When considering a solid, the strong changes in crystal potential (Coulomb singularity)

induce strong oscillations in valence electronic wavefunctions near the atomic nuclei.

This is due to the fact that valence electronic wavefunctions must be always orthonor-

mal to atomic core wavefunctions. Whereupon for a correct approximation of this

oscillations a high number of PW need. This problem has been overcome by Phillips

and Kleinman introducing the Pseudopotential method [100].

To introduce this concept we have to focus on an isolated atom with spherical symme-

try. The Schrödinger equation for some spherical potential V(r) is:[
− 1

2

d2

dr2
+
l(l + 1)

2r2
+ V (r)− ε

]
φl(r) = 0. (2.29)

Here φl(r) is the radial part of the wave function related to the full wavefunction ψ(r)

via ψ(r) = (1/r)φl(r)Ylm(θ, φ) is a spherical harmonic.

The ionic potential acting on the electrons Vext =
∑

I
ZIe

2

|r−RI |
consists of a series of

Coulomb potentials which diverge at the ion position as ∼ r−1 where r → 0. The

theory of pseudopotentials allows one to replace the potential Vext with a much softer

potential V̂PS that can be treated more easily in the numerical calculations.
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In what follows, there will be a description of a scheme to replace the Coulomb

potential Ze/r of the ion having charge Z with a softer potential having similar scat-

tering properties in the relevant energy window. This particular pseudopotential can

be written in the form

V̂PS = Vloc(r) +
∑
i

Dii′|βi〉〈βi′ | (2.30)

with an appropriately chosen potential Vloc and orbitals βi that vanish outside the core

region.

Ultrasoft pseudopotentials

The Ultrasoft pseudopotentials, which were developed by Vanderbilt [101], attain much

smoother (softer) pseudo-wavefunctions with respect to other possible schemes, such as

for example norm-conserving pseudopotentials, so use considerably fewer plane-waves

for calculations of the same accuracy. Typically, the cutoff energy Ecut when using

ultrasofts is about half that of conventional norm-conserving pseudopotentials.

This approach includes an overlap operator Ŝ that appears on the right side of the

secular equation: [
− 1

2

d2

dr2
+
l(l + 1)

2r2
+ V̂ PS

]
φPSlτ (r) = εlτ Ŝφ

PS
lτ (r) (2.31)

turning this equation into a generalized eigenvalue problem. The index τ here distin-

guishes between multiple solutions for the same value of l. Furthermore, we require the

generalized eigenfunctions φPSlτ to satisfy the generalized orthonormalization condition

〈φPSlτ |Ŝ|φPSlτ 〉 = δll′δττ ′ . Denoting indices l,m, τ by the single index i, we will again

express the pseudopotential operator as [101] :

V̂PS = Vloc(r) +
∑
i

Dii′|βi〉〈βi′ | (2.32)

Now we will define the operator Ŝ in such a way that the energy derivative of the

logarithmic derivative of the pseudo wavefunction will be reproduced for an arbitrary

choice of the pseudo wavefunctions φPSi . For this reason, in the ultrasoft scheme there

is more freedom in choosing the pseudofunctions φPSi and therefore they can be chosen

to be more smooth than in other schemes.

We can define the pseudopotential V̂PS by

Dij = Bij + εjQij (2.33)

and the operator Ŝ as:

Ŝ = 1 +
∑
ij

Qij|βi >< βj|. (2.34)
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With this choice of operators Ŝ and V̂PS, the only imposed requirement on the pseudo-

functions φPSi is that they match the true all-electron wavefunctions beyond the cutoff

radius. Additional terms arising from the introduction of operator Ŝ makes ultrasoft

pseudopotential method more complicated with respect to others. Nevertheless, this

reduces the total computational cost.

2.4.3 Reciprocal-space integration and k points sampling

When considering periodic systems, in the Kohn-Sham calculation scheme the valence

electron density and the band structure energy are defined as sum over the entire BZ

as follows:

n(r) =
Nv∑
v

∑
k∈BZ

|φv,k(r)|2 (2.35)

Eband =
Nv∑
v

∑
k∈BZ

εv,k (2.36)

when N →∞ the discrete sums are replaced by integrals over the Brilluoin Zone (BZ)

and an average over the BZ of the k-dependent functions is actually performed. In

practice, it is possible to approximate the integral over the BZ by using a selected set

of k-points, exploiting both the space group of the crystal, and a clever sampling of the

BZ. Due to the group symmetry the sum over k can be restricted to the irreducible part

of the BZ (IBZ), and then sample this zone with a special point technique. Typically,

one employes a Monkhorst-Pack grid [102], which consists of a mesh of equally spaced

points along the three reciprocal space primitive vectors and it is defined by three

integer (nx ny nz). These ni represent the number of sampling point along each lattice

vectors, and of course, the larger are ni the finer the grid will be and the more accurate

will be the calculated electronic density. The actual ni values to be used generally

depends on the problem that needs to be solved; usually convergence test, at increasing

ni, have to be performed to determine for each specific system the grid that gives

accurate results. For example, systems with a gap in the energy spectrum typically

require fewer points, whereas in case of metallic systems a much denser k-mesh must

be employed, ensuring good sampling of the Fermi surface.
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2.5 Cluster Expansion

The Cluster Expansion is a method used to predict alloy stability and concentration

dependent phase diagrams. In this thesis work, in particular, CE has been used to

study the In1−xGaxSe alloy and to calculate its most stable structures for different

In/Ga fractions (see 5). In order to understand the Cluster Expansion method, it may

be useful to start this section with a rapid review of the Nearest-neighbor Ising model.

This one, indeed, is used to study spin systems, i.e. systems in which any component

of the structure (for example electrons in a 1D chain or in a 2D lattice, in figure

2.1 two examples have been reported) can be in two different states (spin-up or spin-

down). Depending on the number of spin-up (or down) and depending on their specific

Figure 2.1: Ising model

positions in the lattice, the resulting total energy of the system will be different. In

particular, its Hamiltonian can be expressed as follows [103]:

H(s) = C − µ
N∑
j

hjsj +
∑
〈ij〉

Jijsisj

C is simply a scaling factor, µ is the electron’s magnetic moment and hj is the interac-

tion of site j with an external magnetic field, N is the number of occupied lattice sites,

Jij is the interaction coefficient between lattice sites i and j, and 〈ij〉, finally, means

that i and j are nearest neighbours. The same formalism, nevertheless, can be used

to describe the configuration of binary alloys, i.e. whenever one is dealing with only

two atomic species A and B. Instead of using ±1 to represent ”spin-up” and ”spin-

down” at each lattice site, in fact, one can let -1 represent the presence of element A

and +1 represent the presence of element B [103], [104]. Under this assumption, the

Hamiltonian can be rewritten as [104]:

H (σ1, . . . , σM) = H Ising (σ1, . . . , σM) = J0 + J1
∑
I

σI + J2,1

M∑
I=1

D2,1∑
I

σI1σI2 (2.37)

where:

• σI is the spin configuration of the I-th element (σI = ±1), i.e. if in the site I

there is A or B;
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• J0 is an offset term which indicates the average energy of the entire lattice;

• J1 is the self-interaction energy and it only counts the overall number of spins-up

and down;

• J2,1 is the more interesting term and it represents the nearest-neighbors inter-

action energy. Notice that the subscript 2 stands for ”the interaction is only

between two atoms”, while the subscript 1 indicates that this coupling involves

only the nearest neighbors;

• D2,1 denotes the limits of the sum over the degenerate states of σI .

According to the previous formula, it is clear that the Ising model takes into account

only two types of interactions (also called ”clusters” or ”figures”): the single compo-

nent cluster (the second term in equation 2.37) and the nearest neighbor pair cluster

(the third term of 2.37). The problem of this model, however, lies in the fact that

interactions of ions in a binary alloy go beyond the nearest neighbours distance. For

this reason, in order to obtain more precise results it is mandatory to expand H to

include interactions of additional atomic groups (Figure 2.2 taken from article [103]).

The Cluster Expansion arises from this assumption and it can be considered as a

Figure 2.2: Different cluster examples

generalized Ising model in which also multiple pair interactions, triplet and quadruplet

interactions and so forth (2.2) are included. The general Hamiltonian of the CE is

therefore:

H(σ) = HCE(σ) =
∑
f

mfJf〈
∏
I∈f ′

σI〉 (2.38)

which implicitly says that all possible types of clusters f that can be found among

the lattice sites theoretically should be considered in the expansion (up to the N-body

interaction which includes the entire lattice, [104]):

• f is a certain cluster;
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• mf is its multiplicity which takes into account degenerate clusters;

• Jf is the related energetic contribution, the Effective Cluster Interaction (ECI),

and it is the analogous to the J coefficients of the Ising model;

• 〈
∏

I∈f ′ σI〉 is the normalized spin product (like σiσj in the Ising model equation)

of a particular cluster over the lattice and its average is taken over all the clusters

f ′ equivalent to f by symmetry; as already said, the value of σI (±1) depends on

the atom placed in I-th site.

In principle, the CE theory is exact if one can manage to calculate the infinite expansion

knowing all the ECIs, however, since it is impossible to deal with an almost infinite

amount of variables, from a practical point of view, it is necessary to neglect some

figures of the summation. Typically 10 to 20 ECIs are enough to accurately describe

an alloy. The crucial part of the CE is therefore the determination of the interaction

coefficients which can be derived either theoretically or experimentally. In this thesis

work, ECIs coefficients have been extracted by computing the DFT energy of some of

the possible alloy configurations [105]. As an example, let’s consider that four different

alloy arrangements have been calculated by DFT. At the end of simulations, one obtain

a system of four equations (2.39), one for each configuration, that all share the same

ECIs. According to the Cluster Expansion equation 2.38, one gets:
E0

E1

E2

E3

 =


∏0

1

∏0
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∏0
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∏0
4∏1

1
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4




J0
J1
J2
J3

 (2.39)

Energies calculated through DFT provide the vector on the left-hand side of 2.39,

while the central matrix is known since the alloy structure is the input of the DFT

calculation, thus J values can be found by simply inverting the matrix:
J0
J1
J2
J3

 =


∏0

1

∏0
2

∏0
3

∏0
4∏1

1

∏1
2

∏1
3

∏1
4∏2

1

∏2
2

∏2
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∏2
4∏3

1

∏3
2

∏3
3

∏3
4


−1

E0

E1

E2

E3

 (2.40)

Once ECIs have been determined, one can use equation 2.38 to calculate the energies

of any other configuration without the need to use DFT calculations (i.e. this time

the unknown is E(σ)). The higher is the number of terms that are considered in

the expansion, the smaller is the error that one commits. If the ECIs accuracy is

not satisfactory, other DFT calculations are performed on other configurations. The

construction of a phase diagram for the alloy is therefore a step by step process that

involves alternatively one DFT and one CE calculation; in particular, at each step, we

choose the most appropriate input structure for the next DFT calculation which in turn
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provides a new energy to be used for the expansion. Since the system 2.39 is solvable

only if the number of ECIs coincides with the number of DFT calculated energies, for

each new energy returned, the summation (2.38) is expanded of one coefficient and an

equation is added to 2.39. After that, as previously discussed, one is able to find the

new expansion coefficient Jn by exploiting 2.40. The power of this method is that, once

one has determined a sufficiently high number of ECIs, it allows for the prediction of

the energy of all configurations for the full concentration range, accessing also those

arrangements that are too computational demanding for an ab− initio approach. The

method is stopped when an accuracy threshold for the ECIs is reached. The carefulness

of results is provided by the so-called cross-validation score parameter: when it becomes

smaller than kBT (≈ 25meV at room T) it means that coefficients of the expansion

are reliable and the process can be interrupted.



CHAPTER 3

Computational approach and accuracy tests

In this thesis work, all the simulations have been performed in the frame of Density

Functional Theory. More in detail, we have used the Pendew, Burke and Ernzerhof

(PBE) GGA functional since, despite the already mentioned problem related to the

underestimation of the energy gap, it adequately reproduce the structural properties

as well as the electronic one of large classes of materials. The use of Ultrasoft pseu-

dopotentials attain much smoother pseudo-wavefunctions thus it requires fewer Plane

Waves for calculations of the same accuracy. Furthermore, as for most DFT codes that

uses Plane Wave basis set expansion, the program is built to deal with periodic sys-

tems, therefore periodic boundary conditions are applied to the simulation cell. Before

starting a simulation, considering some numerical aspects of DFT implementation, and

in particular taking into account the two sections 2.4.1 and 2.4.3, some computational

conditions must be defined to achieve desired accuracy. In particular, we have to prop-

erly specify the PW basis set cutoff energy (3.1.1), the number of sampling k-points

in the Brillouin Zone (BZ) (3.1.2), the dimensions of the simulation cell (3.2.1) and

the pseudopotential for each atomic species (3.2.3). In order to avoid numerical errors

that could lead to inaccurate results, some tests are required to prove that the chosen

computational conditions are suitable to get reliable calculations. In our specific case,

the cutoff energy and the number of k-points have been estimated for the bulk phase

of InSe, while tests concerning the determination of the equilibrium lattice parameters

and the role of spin-orbit coupling have been performed directly on the InSe mono-

layer. As reference model system for our tests, we chose β-InSe bulk structure, indeed,

as already mentioned in the paragraph 1.4, γ-InSe is an inherently unstable phase thus

its practical exploitation in electronics and optoelectronics is hindered (see figures 1.6

and 1.7 as reference).

30
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3.1 β-InSe

3.1.1 PW cutoff energy convergence

We first estimated a proper value of the wave function cutoff energy, indeed the trade-

off between a satisfactory precision of the results, which increases along with the cutoff,

and an acceptable computational cost, which scales with N2
PW (where NPW is the total

number of plane waves in the basis set) is always an issue (2.4.1).

According to the values found in the reference [82], we initially set a=b (the lattice

Figure 3.1: Hexagonal unit cell

parameter) to 7.718 au (i.e. 4.084 Å) and c= 33.165 au (17.550 Å). At these lattice

parameters the cutoff energy has been varied from 20 to 60 Ry and for each of these

values we analysed the variation of the total energy of the system per the primitive

cell. Results are reported in figure 3.2.

Figure 3.2: β-InSe primitive cell energies for different cutoffs with lattice parameter

set to a=7.718 au

Convergence is achieved for a cutoff energy of 45 Ry, where the energy variation between
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two consecutive cutoffs becomes < 0.02Ry (see figure 3.3). It is interesting to notice

that, according to the variational theorem, the higher is the accuracy of the calculation

(which increases along with the cutoff), the smaller (more negative) is the total energy

of the system thus ∆E is always a positive quantity (3.3).

Figure 3.3: Variation of the total energy difference (∆E) of the β-InSe primitive cell

for two consecutive cutoff values

3.1.2 K-points sampling convergence

Accuracy tests were performed to obtain the number of k-points to be considered to

sample the Brillouin zone (BZ) (2.4.3) of bulk InSe and to obtain converged energies.

Under the same conditions of the previous test (but at constant cutoff energy of 45

Ry), the number of sampled k-points has been varied along the three BZ directions by

considering several Monkhorst-Pack (MP) grids, from (1 1 1) to (8 8 8). These three

indexes indicate the number of sampled points in the reciprocal space along the x, y

and z directions, respectively. In order to select the more suitable MP grid, we have

considered the energy of the primitive cell as a function of the grid size. Results are

reported in figure 3.4.

Results show that a (2 2 2) grid gives already converged total energy (indeed ∆E with

respect to the (3 3 3) case is ≈ 0.007Ry).

3.2 2D InSe monolayer

3.2.1 Equilibrium structure

Having found the best PW cutoff and k-point sampling grid for β-InSe, we then pre-

dicted the equilibrium structure for an InSe monolayer. Varying the lattice parameter

a in an interval of -5 % to + 5% around its theoretical value 7.718 au (according to
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Figure 3.4: Primitive cell energy vs the number of k-points in the MP grid.

Figure 3.5: Representation of the unit cell of an InSe monolayer

reference [82]), we calculated the total energy as a function of a. Notice that c has been

set to the constant value of 15.3772 Å = 29.059 au (figure 3.5 shows the structure),

large enough to avoid interaction between periodic replicas of the monolayer along the

z direction of the supercell. The number of sampling k-points was kept constant to

(6 6 1). These analysis have been carried out for four different cutoff energies (40

Ry, 45 Ry, 50 Ry and 55 Ry). Despite 45 Ry was found to be a good compromise

between the computational cost and the accuracy of simulations for total energies, we

double checked that the equilibrium structure is also converged at this cutoff. For each

cutoff energy mentioned above, we performed eleven simulations at 11 different values

of lattice parameters a: the more stable is the structure, the lower is the energy, thus

a minimum in the energy is expected when a reaches its equilibrium value. Minima

of the curves obtained from our calculations are close to the theoretical equilibrium

lattice parameter a. A comparison of the results is reported in figure 3.6.
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Figure 3.6: Comparison between the energy curves obtained for InSe monolayer at four

different ECutOff (on the left) as a function of the lattice parameter. The right table

report the values of the lattice parameter at equilibrium.

It is clear that for higher cutoffs, energies are more negative (this is in agreement with

the Variational theorem) as shown in figure 3.6; however, it can be noticed that for

the last three cases (45, 50 and 55 Ry) the difference in lattice parameter are within

the calculation accuracy. These results confirm that a cutoff energy of 45 Ry gives

converged results for InSe monolayer.

3.2.2 Band diagram

Once the optimal cutoff energy (along with its respective equilibrium lattice param-

eter) and the number of sampling k-points have been determined, we predicted the

band structure of the material. These tests are very important because, by directly

comparing our results with some reference articles, they can confirm once more the

accuracy of our computational conditions.

Bands have been calculated under the convergence conditions evaluated so far (cutoff

energy of 45 Ry, number of sampling k-points (6 6 1), a=7.722 au (≈+0.05% the refer-

ence value of 7.718 au, [82]), PBE ultrasoft (2.4.2) scalar relativistic pseudopotentials).

It can be noticed, in figure 3.7, the so called sombrero-shaped dispersion around the

point Γ, which is given by the presence of two maxima around that k-value and an

almost flat VB between them. This particular shape of energies vs k-points leads to the

possibility for electrons to be easily transferred between energetically near states with

a very small amount of thermal energy (i.e enhancement of the probability of electronic

transitions between VB and CB). For this reason both the direct bandgap (evaluated

in Γ) and the indirect one (calculated between one of the two maxima of the Valence

Band and the minimum of the Conduction Band) have been found and reported here.

Values of direct and indirect bandgaps are 1.24 eV and 1.08 eV, respectively. It can be

noticed that these values represent an underestimation with respect to the reference

article [87] (on the right) in which author used the Heyd-Scuseria-Ernzerhof (HSE06)
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Figure 3.7: Comparison of the InSe band diagram obtained with our computational

conditions (on the left) with the one reported in reference [87] (on the right). In the

reference article we can also notice that the exploitation of the Spin Orbit Coupling

does not imply any particular modification in the band dispersions.

hybrid functional and not the PBE one; this is a well known deficiency of DFT-PBE.

Obtaining more accurate values of Eg one may use other techniques such as the already

mentioned HSE06 or the GW0 [87], [73], however, as already discussed in section 1.4,

their use would lead to a rigid shift of the dispersion relationship, without involving

any substantial difference in the dispersion of the bands. This is apparent also in

the comparison of the bands reported in figure 3.7. Inclusion of spin polarization in

the DFT calculation does not improve the description of the dispersion relations as

demonstrated by the comparison reported in figure 3.7 (on the right).

Figure 3.8: Comparison of the InSe monolayer band diagram obtained with our com-

putational conditions (on the left) with the one of a reference article [80] (on the right).
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3.2.3 Spin Orbit Coupling effect

Before proceeding we evaluated the impact of including the spin orbit coupling in

the calculation of InSe properties. In particular we aimed at confirming the results

reported in reference [73] and [87]. Author of these papers commented that the Spin

Orbit Coupling (SOC) does not strongly effect InSe band structure as apparent from an

analysis of figure 3.7 ( from the reference [87]). To this purpose we repeated the above

calculation reported in the first part of this chapter using relativistic pseudopotentials.

Changing the pseudopotentials entails estimating again the converged PW cutoff energy

and the equilibrium lattice parameter for InSe. Results are commented in the following

paragraphs. As for the scalar relativistic pseudopotential case, the total energy of the

primitive cell has been calculated for different cutoffs. Results are reported in 3.9.

20 and 30 Ry are definitely too small to guarantee a good approximation of the real

world, while from 40 Ry onwards the convergence of energies is almost achieved. For

Figure 3.9: Primitive cell energies for different cutoffs with a=7.718 au

four different PW cutoffs (40, 45, 50 and 55 Ry) the energy of the system has been

evaluated as a function of the lattice parameter a. Behaviours of the interpolating

curves are practically identical with respect to the one obtained in the previous section

(3.1.1), and no change in the equilibrium structure is observed including SOC explicitly.

Moreover, according to our data

• E(a)50 − E(a)45 → ∆E ≈ 0.017Ry

• E(a)55 − E(a)50 → ∆E ≈ 0.004Ry

thus, also for the fully relativistic pseudopotentials employed in our calculations 45 Ry

cutoff is sufficient to guarantee a converged results.

We finally report InSe monolayer band structure considering SOC and compare to the

one obtained without including it (see figure 3.11). An analysis of the band dispersion

highlights that the two band structures are very similar, particularly around the top of
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Figure 3.10: Energy curves obtained for the four different ECutOff (on the left) as a

function of InSe monolayer lattice parameter. The right table reports the values of the

lattice parameters at the curve minima.

Figure 3.11: InSe monolayer band diagram obtained with (left panel) SOC and without

(right panel) SOC

the valence band and the bottom of the conduction band, which is the most relevant

part when interested in photo emission. There is a small difference in M but at low

energy levels which would not be involved into optical emission. Bandgaps are also

very similar:

Bandgap SOC NO SOC

Direct 1.24 eV 1.24 eV

Indirect 1.15 eV 1.08 eV

These values are almost equal in the direct case, and |∆E| ≈ 0.07eV in the indirect

one, in agreement with what is reported in article [87]. Note that the direct bandgap

has been evaluated at the Γ point.

In conclusion, considering the increase of the computational cost related to the use

of relativistic pseudopotentials and in view of the negligible difference observed in the

predicted properties of InSe monolayer when SOC is included, all results obtained
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in this thesis work have been obtained without including spin-orbit coupling, being

confident that this choice would not affect the accuracy of the calculations and the

conclusion of our work.

3.3 Defects in 2D InSe: the supercell approach

According to what discussed in section 1.3, it is known that single photon emission can

be obtained by the addition of impurities in crystalline systems which originate defect

states in the band gap of the material. In this thesis work, we explore the possibility of

obtaining SPE by means of doped InSe monolayer, predicting the electronic properties

of this system when different type of impurities are introduced in the monolayer. The

Figure 3.12: Here is reported the example of a 4x4 supercell. Notice the original unitary

cell (highlighted in the center of the structure) and the new 4x4 supercell.

program used to perform the simulation is coded to deal with periodic systems, i.e.

periodic boundary conditions are applied to the simulation cell. Indeed, the presence

of impurities, breaks the periodicity of a lattice, yet it is possible to overcome this issue

by employing the supercell approach (an example of supercell is shown in figure 3.12).

Supercells allow to deal with aperiodic configurations of atoms within the framework

of Bloch theorem, allowing to use a PW basis set. In this approach, to simulate a

single impurity in an otherwise infinitely periodic lattice, one constructs a large unit

cell containing a single impurity. In order to ensure that the results of the calcula-

tions accurately represent an isolated defect, the supercell must be large enough so

that impurities of adjacent cells (replicas) do not interact with each other. Since the

computational cost of the simulation increases as the supercell dimensions increase, a

compromise must be reached between size of the cell and accuracy of the results. To
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find the optimal size of the cell that satisfies this trade-off, one studies how the forma-

tion energy, EFORM , and the electronic properties of a crystal with a chosen type of

point defect, taken as reference, change as a function of the supercell size. In our case,

we analyzed such dependence for a Selenium vacancy in InSe monolayer considering

2D supercells of increasing size, from a (2x2) to a (5x5) supercell (i.e. from 2 primitive

cell replicas along x,y direction up to 5 replicas). By monitoring the variation of the

vacancy formation energy (see 3.3.1) as a function of the dimensions of the system,

together with the variation of the band structure, it is possible to determine the mini-

mum supercell size which entails converged results. In practice in our calculations, we

employed a cutoff energy of 45 Ry and built supercells with cell sizes corresponding

to na, where n is the number of primitive cell replicas along the x and y directions

and a (= 7.722 au) is the InSe equilibrium lattice parameter obtained at 45 Ry for a

monolayer without defects. Because of BZ folding, when employing supercells, the MP

grid used to sample the BZ can be reduced to a (2 2 1).

3.3.1 Selenium vacancy formation energy

Within the Density Functional Theory calculations, defects formation energy, EFORM ,

can be obtained via total energies calculation of supercells containing single defects.

In particular for InSe monolayer EFORM can be defined as follows:

EFORM [X] = ETOT [X]− E0 + nInµIn + nSeµSe −
∑
X

nXµX (3.1)

Where E0 is the total energy of the pristine supercell (i.e. without any defect) provided

by E0 = nµInSe (n is the total number of InSe pairs in the supercell and µInSe is the

chemical potential of the InSe stable phase); ETOT [X] is the energy of the defect

containing supercell. In the case of substitutional impurities, X indicates the atomic

species introduced in the InSe layer while nX is the number of X atoms added to the

system. nSe and nIn are the number of Se and In atoms removed from the layer and

substituted by X species, while µSe and µIn are the chemical potentials of selenium

and indium, respectively, in their stable bulk phases. In the specific case of a selenium

vacancy, that we took as reference system to determine the required supercell size

to obtain converged results, equation 3.1 can be simplified because the structure is

obtaining by simply removing one Se atom from the supercell; therefore nX and nIn
are null and nSe = 1. EFORM can be then rewritten as:

EFORM = ETOT − E0 − µSe (3.2)

It can be noticed in table 3.3.1 that the formation energies do not show large differences

and the change in EFORM passing from a 4x4 to a 5x5 supercell is ∆E = 0.03 eV only.

For a more clear conclusion on the required supercell size to study isolated defects, we

thus analyzed and compared the electronic properties of the defected systems. This

comparison is discussed in the following paragraph.
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Supercell EFORM (eV)

2x2 2.23

3x3 2.22

4x4 2.16

5x5 2.13

Table 3.1: Here is reported the formation energy of the Se vacancy as a function of

the dimension of the supercell. We can notice that this value does not undergo to any

substantial modifications passing from a 2x2 to a 5x5 supercell since ∆E ≈ 0.1eV only.

3.3.2 Selenium vacancy electronic properties

The presence of insulated vacancies in a semiconductor should lead to the formation of

well defined energy states in the band diagram of the material, showing no dispersion.

However, since we are simulating defects in supercells, which are periodic systems, if

the cell is not large enough, defects will interact with their periodic images and this

interaction will give raise to defects state showing large dispersion in the BZ. This is

an artifact of the simulation which has to be avoided if one is interested in understand-

ing the electronic effects of isolated (or diluted) defects. To identify the supercell size

required to represent isolated defects one can analyze how the band diagram and the

Density of States (DOS) of the system changes by changing supercell. In our case for

each supercell discussed in the previous paragraph containing a Selenium vacancy, the

DOS (Density Of States) and the Band Diagram are reported in figure 3.13, 3.14, 3.15

and 3.16 (note that the Fermi level has been set to 0).

As it is apparent from figure 3.13, the 2x2 supercell is too small to represent isolated

vacancies. Indeed, the DOS shows a dispersion in energy of the new state (fact that

leads to a bent energy level in the band diagram), while the result one expects is a

sort of Delta-like behaviour. Despite the evident inadequacy of the supercell, here a

quantitative analysis of the situation has been reported: direct distance VB=0.76 eV

(this is the distance in energy measured between the defect energy level and the VB in

the Γ point); indirect distance VB=0.34 eV (energy difference between the minimum

of the defect energy level and the maximum of the VB); direct distance CB=1.55 eV

(distance in energy between the CB and the defect energy level in Γ); indirect distance

CB=0.29 eV (energy difference between the minimum of the CB and the maximum

of the defect energy level). Despite the small dimensions, one important consideration

can be made: looking at the number of valence electrons in the system (216, given

as output in our simulations) and knowing that the energy state within the gap is

the 108-th band one discovers that the presence of a vacancy in the lattice generates

a donor level in the gap (i.e. 2 electrons within the energy level). This assumption

is obviously valid also for the bigger structures which owns a single Se vacancy. For

what concerns the PDOS (not reported here), instead, one should highlight that in the
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Figure 3.13: Total DOS and Band Structure in the case of a 2x2 supercell; the green

level is generated by the presence of the Se vacancy, but it is not flat

VB the Se gives the more relevant contribution to the occupied states, while In atoms

acquire more importance in the CB.

As in the previous case, the small dimension of the structure leads to a dispersion in

energy of the DOS. Despite the ”thickness” of this dispersal is thinner than in a 2x2

supercell, results are not acceptable for the study of defects (see figure (3.14)). In

the following a quantitative analysis has been reported: direct distance VB=0.45 eV;

indirect distance VB=0.18 eV; direct distance CB=1.44 eV; indirect distance CB=0.77

eV. The flatness of the donor level starts to be more evident, however it can be further

Figure 3.14: Total DOS and Band Structure in the case of a 3x3 supercell; the defect

cannot be considered insulated since the green band is still not flat

improved exploiting larger structures. No other noticeable differences with respect to

the previous case are present.

The 4x4 and 5x5 supercells represent a decisive improvement of the model. Con-

sidering the two figures 3.15 and 3.16 as references for the 4x4 and the 5x5 cases,

respectively, the flatness of the donor levels in the two band structures and the be-
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Figure 3.15: Total DOS and Band Structure of the defected 4x4 supercell; the influence

of the image of the defect on the defect is extremely weak and the green energy state

is flat

Energy distances 4x4 5x5

Direct distance VB 0.30 eV 0.27 eV

Indirect distance VB 0.22 eV 0.25 eV

Direct distance CB 1.30 eV 1.21 eV

Indirect distance CB 1.00 eV 1.10 eV

Table 3.2: Energy distances calculated for the 4x4 and the 5x5 supercells.

haviours of the densities of states are clearly similar. In table 3.2 are reported the

distances in energy between the different levels both for the 4x4 and the 5x5 cases.

Figure 3.16: Total DOS and Band Structure of the 5x5 supercell; in this case the defect

can be considered perfectly insulated from its periodic images

According to the DOS, it can be noticed that dispersions of the occupied states within

the bandgap are Delta like in both cases, indeed their ”thicknesses” are 0.089 eV and

0.034 eV for the 4x4 and the 5x5 structures, respectively, meaning that they differ
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only by 0.05 eV. Furthermore, values of energy differences of table 3.2 are converging

and also the formation energies reported in table 3.3.1 are almost identical. All these

considerations suggest that both the systems are well suited to model an insulated

defect. Nevertheless, since results are very similar, but the computational cost of the

5x5 structure is very expensive compared to the other case, the 4x4 supercell has been

chosen to perform the analysis of defects. A more complete discussion on the presence

of a vacancy in the lattice, however, is reported in the next chapter.



CHAPTER 4

Study of vacancies and substitutional

impurities in InSe monolayer

In the last section of the previous Chapter, we have shown that the presence of a

vacancy in the InSe monolayer leads to the formation of an extremely narrow energy

state within the bandgap of the material. In this chapter the effect of other defects

(substitutional impurities) will be presented, with the aim of understanding if doping

of InSe monolayer can be used as an effective way to induce single photon emission

behavior. For each type of impurity considered here, we analyze the modifications

induced in the electronic properties of an InSe monolayer in terms of Band Diagram,

Density Of States (DOS), and Projected Density Of States (PDOS). In addition, for

the most interesting systems, we also analyzed the spatial localization of the defect

state beside calculating the energy difference between the defect state and the Fermi

energy of the system, ∆Ed = Edefect − EFermi. Further, for all systems we calculated

the energy of the highest occupied state (EHO), the energy of the lowest unoccupied

state (ELU), relative to the Fermi level, and their difference ∆ELU,HO = ELU − EHO.

This analysis allowed us to identify the presence of low dispersion defect states in doped

InSe monolayer, which is a prerequisite to generate SPE. Thermodynamic stability of

doped systems has been addressed by calculating the defects formation energies defined

in section 3.3.1 which, for all studies cases, are summarized in table 4.1.

In addition to Se vacancies and to the substitutional impurities discussed in sections

4.1, 4.2, 4.3 and 4.4, in this thesis work we studied the substitution of Ga in place of

In atoms. The latter systems are discussed in details in the next chapter (5).

4.1 Se vacancy defect

We here first discuss more in details the effects induced in InSe by a Se vacancy, which

has been already introduced in section 3.3.2. The formation energy required to generate

this kind of defect is slightly larger than 2 eV, thus vacancies are likely to be easily

44
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Defect EFORM (eV)

OSe -1.46

SSe -0.04

GaIn -0.05

GeIn 1.34

GeSe 2.61

NSe 2.95

PSe 1.81

AsSe 1.69

Se vacancy 2.16

Table 4.1: Formation energies for different type of substitutional impurities in InSe

monolayer.

formed with common technological approaches. The band diagram if InSe containing

a vacancy defect is reported in figure 4.1; it is possible to notice that the Fermi level

(the dashed red line) is well above the defect state (green line), meaning that a Se

vacancy induces the presence of a donor level (i.e. a fully occupied defect band).

At first look, considering the total PDOS of figure 4.1, this level seems to be given

only by the contribution of the Se orbitals; however, observing carefully the density of

states projected on Se and In species (see figure 4.2), it is clear that both Se and In

atoms contribute to this state. Indeed, both the projections present a peak around the

same energy value (≈ −0.6eV with respect to the Fermi level which is set as reference

energy to 0 eV) indicating that their contributions are equally important. In addition,

we can say that the upper valence band has predominantly a Se-p character with some

hybridization with In-p orbitals, while the lower conduction band has mainly In-s and

In-p character even if we can clearly distinguish also the presence of Se-p orbitals. Since

the presence of a Se vacancy in InSe monolayer leads to the formation of a well defined

state within its bandgap, we also analyzed the spatial localization of this new level.

To this aim, we have calculated and represented (in figure 4.3) the electron density

corresponding to the defect state. It is clearly visible that the density is concentrated

around the Se vacancy and, in particular, we can notice that it is equally distributed

around all surrounding atoms (i.e. both Se and In). This is in agreement with the

PDOS analysis reported above. In this structure, the energy of the highest occupied

state coincides with Edefect and, in particular, EHO = ∆Ed ≈ −0.64eV . For what

concerns the lowest unoccupied state, instead, we have ELU ≈ 0.36eV (which coincides

with the conduction band minimum, CBm) and the resulting ∆ELU,HO corresponds

approximately to 1 eV.
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Figure 4.1: PDOS and Band Structure of InSe with Se vacancy. On the left the PDOS

shows that the upper valence band has predominantly Se-orbitals character, while the

lower CB is the result of both In and Se contributions; on the right we highlighted the

top most level of the VB, the defect state (in green), the bottom of the CB, and the

Fermi level (the dashed red line).

Figure 4.2: Projected density of states related to In, on the left, and Se, on the right.

Se contribution has a p-orbital character, while for what concerns the In case, both s

and p orbitals are relevant (especially in the conduction band).

4.2 Group VI substitutional impurities: O and S

According to the literature (see e.g reference [77] and [78]), the presence of oxygen

impurities in InSe monolayer can be quite frequent due to the fabrication processes

exploited to produce the material and the intrinsic sensitivity of InSe to the presence

of air. For this reason, we calculated how this impurity affects the electronic properties

of InSe, substituting Se with O atoms. In the case of oxygen the defect formation

energy in negative (see table 3.3.1), confirming the tendency observed experimentally

of InSe to spontaneously incorporate oxygen when exposed to air. Analysing the band

structure and the density of states reported in figure 4.4 for O containing InSe and
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Figure 4.3: Isosurface plot of the electron density related to the defect energy state,

which also correspond to the highest occupied state of the system. The electron density

is mostly localized nearby the Se vacancy.

Figure 4.4: DOS and Band Structure of the InSe monolayer with a substitutional

impurity of oxygen in place of a Se atom. The defect state is fused with the upper

valence band.

comparing the graphs with those obtained for the case of InSe with vacancy point

defects, it can be noticed that oxygen substitutional impurity leads to defects states

degenerate with InSe states at the top of the valence band (VB). This is an indication

that the bond between O and the nearby In atoms is somewhat similar to that of In-Se

bonds, thus resulting in energy levels within the InSe VB. Oxygen does not generate

defect states useful for single photon emission, still since it mainly alter InSe density of

states in the valence band energy range, even when present as residual impurity after

InSe growth, it would not have detrimental effects on InSe optical properties. For the

sake of comparison, we have studied the effect of another group VI element, namely

sulfur, when present in InSe as an impurity substituting Se atoms (note that Se, O

and S belong to the same group of the periodic table). Similarly to O substitutional

impurities, also substitution of Se with S is characterized by negative formation energy,

thus substitution of Se with S leads to a thermodynamically stable system (negative

formation energy). Moreover, comparing the band structure of InSe with a S impurity
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Figure 4.5: DOS and Band Structure of the InSe monolayer with a substitutional

impurity of sulfur in place of a Se atom. The defect state is fused with the upper

valence band.

(figure 4.5) with the band structure of InSe with an O impurity (figure 4.4) the main

electronic features appear to be similar. Also sulfur does not lead to the formation of

distinct energy states in the gap, but gives rise to defect levels degenerate with the top

of InSe valence band.

4.3 Group V substitutional impurities: N, P and

As

We here consider the electronic effects of group V impurities in InSe, namely nitrogen,

phosphorus and arsenic substituting selenium atoms. Formation energies listed in table

4.1 clearly indicate that those defects can be generated without any technological issue

since Eform values are similar to the one obtained for selenium vacancies. For the case

of N doping, we reported the DOS, the band diagram, the projected density of states

and the HOMO in figures 4.6, 4.7 and 4.8, respectively. For what concerns phosphorous

and arsenic impurities, instead, we reported the band diagrams (figure 4.9) and the

PDOS (figure 4.10), since the other analysis do not provide additional information

with respect to what observed for the N substitutional impurity. Analysing the N:InSe

band diagram, in particular, one can notice that the energy level associated to the

presence of N within the bands gap can work both as a donor or as an acceptor state

since it is only half filled (the Fermi level lies at the defect state energy). Analysing

the spatial distribution of the electrons associated to the energy state observed within

the gap (4.7), it is clear that this state is localized around the N atom, and, in this

case, first neighbours give a smaller contribution compared to the case of the selenium

vacancy. Figure 4.8 shows, instead, the contribution of the N atom to the density of

states. It can be seen that N contribution to the VB and CB is almost negligible, while
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Figure 4.6: DOS and Band Structure of the N doped InSe. A defect energy state

(yellow line) appears within InSe bandgap very close to the top of the VB.

it is extremely relevant for the state observed within the bandgap (its contribution

derives almost completely from p orbitals). The value of ∆Ed is null because the

Figure 4.7: Molecular orbital associated N substitutional impurity in InSe.

defect state coincides with the Fermi level and also EHO = Edefect is zero since it is

defined with respect to EFermi. ELU , instead, coincides with the CB minimum and

∆ELU,HO ≈ 1.00eV . Since we are dealing with a level that can also accept an electron,

it is useful to define another parameter ∆EHO,V BM which is given by EHO − EV BM ;

in this case ∆EHO,V BM ≈ 0.30eV . In the table 4.15, we report these parameters for

phosphorous and arsenic impurities too.

4.4 Group IV substitutional impurities: Ge

Of the group IV of the periodic table we considered the effect of Ge impurity only,

analysing the modifications induced in InSe both as In and Se substitutional defect.

Since Ge has one more electron than In and one less electron than Se, it may generate

both donor and acceptor states depending on the position of the defect within the

lattice.
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Figure 4.8: N contribution to the DOS. In this energy range the density of states is

determined by N-p orbitals.

Figure 4.9: Band Structures of InSe monolayer with P (on the left) and As (on the

right) substitutional impurities. An energy state (green line) which can work both as

an acceptor and as a donor level appears in correspondence of the Fermi level in both

the cases. The flatness of the two states makes them suitable to be employed as single

photon sources.

In figure 4.11, we report the band structure and the DOS of InSe with one Ge

atom in place of one In. The substitutional defect leads to the formation of a well

defined energy state within the bandgap. It is possible to see that the Fermi level

intersects this the defect state (similarly to what happens for the V group substitutional

impurities) which indeed is half filled, and thus can work both as a donor or an acceptor

state. However, despite the formation of this impurity is one of the most energetically

favourable (according to values in table 3.3.1) and the position of its related state is

within the bandgap, observing the DOS, the dispersion of the defect level is too wide

to work as a single photon source.

For what concerns Ge impurity substituting Se results are shown in 4.12. EFORM
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Figure 4.10: In this picture we can see that in both cases the defect state is almost

totally characterized by the Se-substitution ’p’ orbitals, in agreement with all the other

cases.

Figure 4.11: DOS and Band Structure of Ge doped InSe (Ge in replacing In).

Figure 4.12: DOS and Band Structure of the Ge doped InSe (Ge is replacing Se).

is one of the largest obtained among the impurity species considered in this thesis
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work, but still within a range of technologically achievable doping. The DOS presents

an extremely narrow peak which results in an almost perfectly flat defect level in the

dispersion relationship. Contrarily to what happens in the Se vacancy or in N, P and

As defect cases, the state originated by Ge is closer to the CB and well above the Fermi

level thus it is an acceptor state (or LUMO state), therefore, according to the notation

introduced previously, Edefect = ELU = ∆Ed ≈ 0.42eV . The energy value of the

highest occupied level, always referred to EFermi, is instead EHO ≈ −0.44eV (although

the upper valence band is almost flat we have considered the valence band maximum

VBM as EHO) and the resulting energy difference between the HOMO and the LUMO

is ∆ELU,HO ≈ 0.86eV . Image 4.13 represents the electron localization corresponding

to the wavefunction associated to the energy level within the bandgap. It is clear that

this state is localized around the germanium atom (represented in figure by the red

dot) since the modulus square of the wavefunction is concentrated around the defect.

This localization is greater than in the case of Se vacancy and of V group defects since

only a very small contribution comes from the neighbour atoms. In the figure 4.14, it

Figure 4.13: In this figure we have shown the molecular orbital associated to the defect

energy state generated by the substitutional impurity if Ge (in place of Se). In this

case this is a LUMO since we are dealing with an acceptor level.

is possible to directly evaluate the contribution of the Ge atom to the density of states.

One can see that, similarly to the cases analyzed in the previous section, it is almost

negligible in the VB and CB, but it is dominant within the bandgap. The defect state,

in particular, has an evident Ge-p orbitals character while s and d one are not relevant.

4.5 Final discussion of impurity defects in InSe

In conclusion, we have shown that VI-group-element substitutions (i.e. O and S) of Se

behave differently from V-group-element (N, P and As) and Ge substitutions of sele-

nium in terms of electronic structure. Group IV elements, indeed, do not provide useful

results for the single photon emission application since the presence of these defects
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Figure 4.14: Ge contribution to the DOS when substituting Se in an InSe monolayer.

p orbitals give the main contribution to the density of states of the lowest unoccupied

state.

simply results in an increase of energy levels degenerate with the VB. On the contrary,

when a defect belonging to the V group are considered, we can observe an extremely flat

band well distinct from the valence band which is ideal to generate SPE. The difference

arises from the bond characters between selenium-substitute (SeX) and In or indium-

substitute (InX) and Se (in the case of Ge doping). If bonds are similar to In-Se bonds,

the band structure does not undergo to any substantial modification, while if they differ

from the chemical bonds of the pristine layer, some relevant differences may appear. A

rough indicator of the bond character can be found in the electronegativity χ: in the

case of VI-group-element or Ga substitutions the difference between electronegativity

of Se (2.55) and S (2.58), indeed, is very small, and the same consideration can be

done for χIn (1.78) and χGa (1.81), meaning that χS − χIn ≈ χSe − χIn ≈ χSe − χGa.
This results, therefore, in a simple variation of the DOS in the upper VB without the

generation of any states within the bandgap. In the case of N, P, As and Ge substitu-

tions, instead, considering the electronegativity values of Ge (2.01), N (3.04), P (2.19)

and As (2.18) we can notice that they are quite different from the one of Se and In. As

a consequence, bonds between Se-substitute and In are characterized by a ∆χ which

is well different from the one that marks the pristine In-Se bond. Thank to this fact

we can assist to the destabilization of energy levels which are therefore well separated

from the valence band.

As for the defect formation energies, it can be noticed that O-defect formation

energy is very negative and this confirms the InSe sensitivity to air, which indeed

tends to incorporate this atom in its lattice, also sulfur impurity is thermodynamically

favoured but unfortunately it does not provide any interesting system to be exploited

as SPE. Excluding these two cases, the most energetically favoured defect appears to

be GeIn which, however, exposes a wide defect state that limits its employment in
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our applications. For what concerns the doped systems promising for SPE, we can

notice that, in general, formation energy decreases moving down along the V group, so

that AsSe < PSe < NSe, while for GeSe and Se vacancy they are slightly smaller than

Ef [NSe] and quite bigger than Ef [PSe], respectively.

In table 4.15, we have reported electronic structures of the systems analyzed previously.

We can observe that ∆ELU,HO values are dependent on the type of impurity considered;

in the case of V group defects, in particular, there is an increase of this quantity

when moving down along the group of the periodic table, this behaviour is opposite

with respect to the one of EFORM . For what concerns types of electronic transitions

(reported in the last column) we should highlight that in the cases of N, P and As we

have labelled the defect level Edefect with LU when it works as an acceptor state, and

with HO when instead it donates its electron to the CB minimum.

Figure 4.15: EHO and ELU are the energies of the highest occupied and lowest unoc-

cupied states, respectively, while ∆ELU,HO is their difference. ∆Ed represents instead

the energy positions of defect states provided by Edefect −EFermi. To conclude, in the

last column we have reported the type of electronic transition.

In conclusion, in this chapter we have analyzed the energetic and electronic prop-

erties of point defects in InSe obtained through the substitution of a selenium or of

an indium atom with one belonging to the III (Ga), IV (Ge), V (N, P, As) or VI (O,

S) group of the periodic table. Despite the computed formation energies show that

defects obtained through the exploitation of Ga, S and O are generally more favorable

than the one obtained for Ge, N, P and As substitutions, our study of the electronic

properties indicates that they do not introduce well defined defect energy levels within

the InSe bandgap, rather in these cases these states tend to fall within the valence

band. On the contrary, N, P, As and Ge substitutions of Se, along with the selenium

vacancy, generate defect levels that are well distinct both from the VB and the CB of

InSe; in particular, states emerging from the presence of Ge are shallower, while for V

group atom substitutions and Se vacancy, they are deep in the bandgap. These states

allow for new electronic transitions between the HO defect state and CB minimum (in

the case of selenium vacancy) and between the VBM and the LU defect state (for Ge);

when we introduce N, P or As impurities, instead, we can exploit both of these new

transitions since the defect state can act both as donor and as acceptor. In conclu-

sion, our results highlight that the proposed Se-substitutions in InSe, along with the
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selenium vacancy, can be attractive for SPE since the depth of defect levels guarantee

their thermal stabilities, they possess strong spatial localization and their formation

energies are non prohibitive for their employment.



CHAPTER 5

Properties of In1−xGaxSe alloys

As already mentioned in the previous chapter, we have also studied the substitutional

defect of a Ga atom in place of an In one. Similarly to what obtained for oxygen and

sulfur (4.2), this lattice modification do not leads to defects state in the gap of in-

dium selenide, however, due to the promising characteristics shared by InSe and GaSe

(briefly discussed below) we have studied in depth the properties of In1−xGaxSe alloys

as possible materials to be used as single-photon emitter.

InSe and GaSe have shown excellent optoelectronic properties and potential photonic

applications [106], [86], [107], they possess almost lattice-matched films and thickness-

dependent, tunable bandgaps [108], [109], [110] which are direct in bulk form and

quasi-direct in the monolayer phase [79], [111]. Considering all the common character-

istics listed so far, we have therefore predicted the phase diagram of In1−xGaxSe by

varying the alloy composition and investigated its electronic properties and its possible

exploitation as SPE for different In/Ga fractions. To this aim we employed the Clus-

ter Expansion method (CE) combined with DFT calculations (see section 2.5 for the

detailed explanation of the process).

5.1 In1−xGaxSe phase diagram

The Cluster Expansion is a method used to predict alloy stability and concentration

dependent phase diagrams. From a practical point of view, the construction of a phase

diagram for the alloy is a step by step process that involves alternatively one DFT

(which provides a new energy En to add a new equation to the system 2.39) and

one Cluster Expansion (which consists in the calculation of a new coefficient Jn for the

expansion 2.38) calculation. This operation is carried out until one reaches an accuracy

threshold for the ECIs which is monitored by the cross-validation score parameter:

when this one becomes smaller than kBT (that is ≈ 25meV at room T) it means

that coefficients of the expansion are reliable and the procedure can be interrupted.

Since at the beginning of the simulation one has to provide the structures of the two

56
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pure phases (i.e. InSe, already obtained, and GaSe), our first task was to determine

the equilibrium structure of GaSe monolayer. The accuracy tests performed for GaSe

were similar to the one reported in chapter 3 thus only main results are reported here.

A cutoff energy of 45 Ry and a number of sampling k-point equal to (6 6 1) have

been found to be appropriate also for the study of GaSe. In these conditions the

predicted equilibrium lattice parameter a is 7.221 au (i.e. 3.821Å). GaSe monolayer

band structure was compared to that of InSe and reported in figure 5.1. It can be

Figure 5.1: Band structure on InSe (on the left) and GaSe (on the right) in the form

of monolayers.

noticed that GaSe presents features of its band structure that are similar to those of

InSe: minimum of the CB in Γ, maximum of VB along the Γ → K direction and the

already mentioned sombrero-shaped dispersion around the point Γ (i.e. the presence of

two maxima around that k-value and an almost flat VB between them). As previously

mentioned this leads to the possibility for electrons to be easily transferred between

energetically near states with a very small amount of thermal energy giving rise to

an enhanced electronic transition probability between VB and CB. The two materials

differ just for the values of their bandgaps: 1.24 eV for InSe and 1.88 eV in the case

of GaSe. Although a cutoff of 45 Ry well satisfies our requirements for the study of

the electronic properties of these two materials, it is not suitable for the next part of

our analysis. In order to calculate an accurate phase diagram of the In1−xGaxSe alloy,

indeed, the Cluster Expansion requires the generation and the study of a large number

of structures. Each of them is composed by a number of atoms which is not known a

priori and that can differ from the one of other structures, in addition atomic positions

and In/Ga fractions can vary in a wide range of combinations. If we want to guarantee

the accuracy and the carefulness of results, avoiding the use of misleading structures,

it is therefore necessary to use a cutoff energy which well describes also the stress to

which cells are subjected along each direction. In order to determine the more suited

cutoff values, we have performed this test on the two primitive cells of InSe and GaSe

for different cutoffs (from 40 to 100 Ry). According to results shown in figure 5.2, we
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can say that 80 Ry represent a good compromise between the computational cost of

the simulations and their accuracy. It is clear, indeed, that even with higher cutoffs the

stress values remain almost constant meaning that higher ECutOff does not provide any

significant accuracy improvement. The Cluster Expansion method has been performed

Figure 5.2: Stress values along the x direction (equal to the one along y) of the InSe

and GaSe primitive cell as a function of the PW cutoff energies.

according to the theory explained in section 2.5 and, in particular, the process has been

stopped when the value of the cross-validation score was equal to 0.00795 (well below

kBT ). The obtained phase diagram is reported in figure 5.3. On the x axis the graph

reports the Ga concentration in the alloy, i.e. x=0 corresponds to pure InSe while for

x=1 we have pure GaSe. On the y axis the formation energies of the alloys are shown.

These values were calculated through the following formula:

EFORM = EAlloy − [(1− x)µIn + xµGa + µSe]

where x is the Ga concentration, Ealloy is the total energy of the corresponding alloy

structure and µIn, µGa and µSe are the chemical potentials of In, Ga and Se, respec-

tively, in their bulk phases. Green dots indicates energies of structures that have been

calculated with the DFT method, while the blue crosses represent energies of the struc-

tures that have been predicted through the Cluster Expansion by exploiting equation

2.38. Red dots represent instead energies of the two ground states associated to the

two pure phases, i.e. pure InSe and pure GaSe, and the red line which connects them

predicts the ground-state energy for any In/Ga fraction. In order to estimate the ac-

curacy of our results, we have compared the formation energies of the two pure phases

with their formation enthalpy values which can be found in literature. For GaSe we

have a reference value of -1.18 eV [82] which differs of ≈ 0.01eV from our -1.17 eV while

for what concerns InSe, our references indicate -1.01 eV [82] and -1.1 eV [112] that are

very close to the value of -1.07 eV we have obtained. Variations from references are

extremely small and the formation energy of GaSe is confirmed to be more negative

than the one of InSe. By analysing the phase diagram, we are able to understand, for
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Figure 5.3: Predicted In1−xGaxSe alloy phase diagram . Blue crosses represent the

energies of the structures predicted through the Cluster Expansion, green dots, instead,

indicate the energies found with DFT calculations performed on generated structures

and red dots represent instead energies of the two ground states associated to the two

pure phases of InSe and GaSe respectively.

any concentration of Ga, which is the more stable structure, that is the one with a

formation energy as close as possible to the one of the predicted ground state for that

specific In/Ga fraction. In particular, according to data reported in figure 5.3 we have

found the more stable systems for different concentrations and in the next section we

have analysed their electronic properties. Interestingly the formation energies of the

alloys varies linearly from the right side of the graph to the left side of the graph.

5.2 In1−xGaxSe electronic properties

According to the data obtained through the combination of Cluster Expansion and

DFT methods we have predicted stable structures for different Ga concentrations, and

selected some of them to perform an in depth analysis of the electronic properties of

the alloys, in particular for x=16.67%, 33.33%, 40%, 50%, 60%, 66.67% and 83.33%

of Ga. We were interested, specifically, in the possibility to exploit InGaSe as single-

photon emitter and for this reason we have studied its electronic properties in terms

of band diagrams. From a practical point of view, the computational conditions were

the same exploited in chapters 3 and 4 (i.e. cutoff energy of 45 Ry and number of
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sampling k-points (2 2 1)). In figure 5.4 we have reported the graphs related to the two

structures in which we have the lowest (on the left) and the highest (on the right) Ga

concentrations, respectively. Looking at the two highlighted bands, we can notice that

the two band structures resemble the band diagram on pure semiconductors without

impurity defects. Furthermore, it is possible to notice that they are very similar to

their counterpart in the two pure phases (i.e. pure InSe and pure GaSe) since they are

characterized by the minimum of the conduction band placed in Γ and the maximum of

the valence band located along the Γ→ K path. In addition, the VB top most energy

level shows two smooth hillocks around Γ, which give rise to an enhanced e− transition

probability through the bandgap, that remind us the characteristic sombrero-shaped

dispersion present both in InSe and GaSe.

Figure 5.4: Band diagrams of the two structures at the extremes of our phase diagram:

the one with x=16.67 % of Ga, on the left, and the one where Ga concentration is

x=83.33 %, on the right.

Focusing on the analysis of the bandgap values obtained by varying x, we notice

that the band gap changes monotonically with the Gallium concentration, e.g. 1.24

eV, in the case with 0 % of Ga, to 1.88 eV where Ga concentration is 100 % (these

are values of the direct bandgaps measured in Γ). This is an important result since it

proves the possibility of tuning the bandgap of InSe by alloying with Ga; in particular

it can be seen that the higher is the Ga concentration, the wider is the bandgap.

Figure 5.5 shows the behaviour of the direct and indirect bandgaps of InGaSe while

moving between the two pure phases of InSe and GaSe. We can notice a sudden change

in their values for small percentages of Ga, while the increase becomes smoother at

higher doping levels. The variation range is wide and offers promising possibilities of

engineering bandgap value which, at least from a theoretical point of view, allow for

InSe to emit photons in different regions of the electromagnetic spectrum.
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Figure 5.5: Direct and indirect bandgap behaviours of InGaSe as a function of the

percentage of Ga in the alloy.



Conclusions

In the first part of this thesis work we have studied a monolayer of InSe and its ap-

plicability as SPE. The analysis of this material has been carried out using Density

Functional Theory (DFT) simulations. Before investigating possible material modi-

fications needed to obtain a single photon source, we determined the computational

conditions which are needed to obtain accurate results. Through several tests we have

hence evaluated the optimal cutoff energy of the basis wavefunctions, along with its

associated equilibrium lattice parameter of InSe, the number of sampling k-points in

the BZ and whether the spin orbit coupling was needful or not. We validated the

accuracy of our results by comparing the predicted InSe band diagram with the one

reported in several reference articles. Following, through DFT simulations we have

studied many possible impurity defects to be embedded in the InSe bidimensional lat-

tice and we have examined the electronic properties of all the resulting structures in

terms of formation energies, band structures, density of states and spatial distributions

of the molecular orbitals (MO) associated to the defects. The removal of a selenium

atom (i.e. addition of a Se vacancy) from the monolayer and the substitutional impu-

rity of a Se atom with one of Ge lead to the formation of well defined energy states

within the bandgap: a donor level, in the case of the vacancy, and an acceptor one,

in the case of the substitutional impurity. Both of these levels are extremely narrow

and deep within the bandgap, thus they can be exploited to generate single photons;

the donor level, in particular, is closer to the valence band, while the acceptor state is

closer to the conduction band, offering the opportunity to the user to select the modifi-

cation better suited for his own application. In addition we have studied substitutional

impurities of Se with atoms belonging to the V group of the periodic table, especially

nitrogen, phosphorous and arsenic. The resulting defect states, as well as in the two

cases previously mentioned, are narrow and deep within the bandgap thus are suitable

for the emission of single photons. Moreover, they show a double nature: they can

work both as donor and as acceptor level offering even more degrees of freedom to the

user. Formation energies of all above mentioned impurities are positive, thus none of

them is thermodynamically favoured, however, they ranges from 1.69 eV (As in place

of Se) to 2.95 eV (Ge in place of Se) that are not excessively high values. Our results

are then technologically accessible and applicable, and demonstrate that the inclusion

of V group atoms (i.e. N, P, As), Ge atoms or Se vacancy in the InSe matrix gives
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rise to defects states that meet fundamental requirements of single photon emission,

offering deep energy levels within the InSe bandgap and strong spatial localization.

In the second part of this thesis work, we have studied the electronic properties of

In1−xGaxSe alloy and its possible exploitation as SPE for different Ga concentrations.

To this aim we employed the Cluster Expansion method combined with DFT calcu-

lation to predict its phase diagram which provides information about the more stable

structures for any In/Ga fractions. Electronic properties of these structures have been

then analyzed in terms of band diagrams. However, according to obtained data, it

has been shown that this alloy is not suited to work as single photon source since it

does not present Delta-like defects states within the bandgap. Nevertheless, we have

found that its energy gap passes from 1.24 eV in the case with 0 % of Ga, to 1.88 eV

where Ga concentration is 100 % and it increases monotonically in between; this offers

the opportunity of tuning the InSe bandgap by alloying it with GaSe leading to the

possibility of engineering the photon emission/absorption.

To conclude, our results highlight that some of the the proposed substitutional impuri-

ties in InSe are promising for single photon emission applications considering the depth

and the localization of the defect level and thank to the possibility to tune the emission

frequency. This work introduces new possibilities for employing quantum emitters in

2D materials for emerging applications, applications in nanophotonics and nanoscale

sensing devices.



Bibliography

[1] Frank Diedrich and Herbert Walther. Nonclassical radiation of a single stored

ion. , 58(3):203–206, January 1987. doi: 10.1103/PhysRevLett.58.203.

[2] Englund D. Toth M. Aharonovich, I. Solid-state single-photon emitters. Nature

Photon, Sept 2016. doi: https://doi.org/10.1038/nphoton.2016.186.

[3] Sonja; Zarda Patrick; Weinfurter Harald Kurtsiefer, Christian; Mayer. Stable

solid- state source of single photons. Phys. Rev. Lett., 85(2):290–293, 2000.

[4] Robert H. Hadfield. Single-photon detectors for optical quantum information

applications. Nature Photonics, 3(12):696–705, December 2009. doi: 10.1038/

nphoton.2009.230.

[5] Mark Oxborrow and Alastair G Sinclair. Single-photon sources. Contemporary

Physics, 46(3):173–206, 2005. doi: 10.1080/00107510512331337936. URL https:

//doi.org/10.1080/00107510512331337936.

[6] Stefan Scheel. Single-photon sources–an introduction. Journal of Modern Optics,

56(2-3):141–160, 2009. doi: 10.1080/09500340802331849. URL https://doi.

org/10.1080/09500340802331849.

[7] M. D. Eisaman, J. Fan, A. Migdall, and S. V. Polyakov. Invited review article:

Single-photon sources and detectors. Review of Scientific Instruments, 82(7):

071101, 2011. doi: 10.1063/1.3610677. URL https://doi.org/10.1063/1.

3610677.

[8] Sergey Polyakov, Alan Migdall, Jingyun Fan, and J. Bienfang. Single-Photon

Generation and Detection. 12 2013. ISBN 978-0123876959.

[9] Christopher J. Chunnilall, Ivo Pietro Degiovanni, Stefan Kück, Ingmar Müller,

and Alastair G. Sinclair. Metrology of single-photon sources and detectors: a

review. Optical Engineering, 53(8):1 – 17, 2014. doi: 10.1117/1.OE.53.8.081910.

URL https://doi.org/10.1117/1.OE.53.8.081910.

64

https://doi.org/10.1080/00107510512331337936
https://doi.org/10.1080/00107510512331337936
https://doi.org/10.1080/09500340802331849
https://doi.org/10.1080/09500340802331849
https://doi.org/10.1063/1.3610677
https://doi.org/10.1063/1.3610677
https://doi.org/10.1117/1.OE.53.8.081910


Bibliography 65

[10] White A. Senellart P, Solomon G. High-performance semiconductor quantum-

dot single-photon sources. Nat. Nanotechnol., 2017. doi: 10.1038/nnano.2017.

218.PMID:29109549.
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