
 

POLITECNICO DI TORINO 

Corso di Laurea Magistrale in Ingegneria Biomedica 

 

Tesi di Laurea Magistrale 

 

 

 

Modeling Cardiac Effects of Vagus 

Nerve Stimulation in Heart Transplant 

Recipient 

 

 

 

Relatore 

prof. Diego Gallo 

 

Candidata 

                          Silvia Frullini 

 

Supervisori Esterni  

Medical University of Vienna 

prof. Francesco Moscato 

Max Haberbusch, MSc 

 

 

Anno Accademico 2019-2020 



Abstract

Heart transplantation (HTx) is the last resort for patients with severe heart failure, but an
inevitable consequence of the surgery is cardiac denervation. This leads to a markedly
increased resting heart rate and the inability of the heart to adapt to physical activity,
thus reducing patient quality of life. Today, neuromodulation techniques such as vagus
nerve stimulation (VNS) are successfully applied to treat various conditions including
Parkinson disease, treatment-resistant depression, or epilepsy. As the vagus nerve (VN)
has several projections to the heart, it plays a crucial role in chronotropic-, dromotropic-
and inotropic control. Therefore, VNS may be a promising technique to artificially re-
store vagal cardiac control in those suffering from cardiac denervation. Although VNS
is typically applied in an asynchronous fashion (A-VNS), for cardiac control it can be
synchronized with respect to the cardiac cycle (S-VNS). This is often done by triggering
a burst of impulses with the R-peak of the ECG. However, to this date, the cardiac effects
of VNS are not fully understood, thus complicating the development of effective stimula-
tion paradigms to restore cardiac control.
To further investigate the effects of VNS, in this thesis, a numerical model of the human
cardiovascular system was extended to integrate a lumped parameter model of the VN that
is target to extracellular stimulation. The model consists of (1) the hemodynamic system,
comprising the heart and vessels; (2) the autonomic sympathetic cardiac control; (3) the
sinoatrial node; (4) the VN realized as Hodgkin-Huxley-type multi-axon model; and (5)
the VN terminals represented by a three-compartment acetylcholine release model. More-
over, a stimulator was integrated into the model as a pulse generator that allows eliciting
action potentials within the VN axons by extracellular stimulation through a monopolar
point electrode. The pulse generator is configurable allowing the manipulation of stim-
ulation parameters including intensity (I), pulse width (PW), frequency (F), number of
pulses (NP), and trigger delay (D). The model was then tuned based on published data on
the cardiac effects of VNS obtained from in-vivo experiments in sheep.
To investigate the influence of the stimulation parameters on cardiac effects they under-
went a global sensitivity analysis (GSA). The GSA was performed for A- and S-VNS,
in both, the model of healthy individuals and HTx recipients. The results show that for
S-VNS I has the greatest influence, followed by PW and NP, while F and D play a minor
role. The results for A-VNS are similar as in S-VNS, however, F has a markedly increased
influence on the cardiac effect. For both A-VNS and S-VNS, cardiac denervation follow-
ing HTx shows no significant differences for chronotropism and dromotropism while an
overall reduction for inotropism was found.
Finally, the model was validated, comparing the results to literature data, different from
that used for tuning. The model was found capable to reproduce the chronotropic and
dromotropic effects of VNS with good accuracy. However, for the inotropic response,
the model predictions are in conflict with the findings in literature.



Overall, the study could help to identify potential targets stimulation parameters for the
design of a closed-loop control strategy. Moreover, the model forms a viable foundation
to further investigate the cardiac effects of VNS on the denervated heart.

Keywords: heart transplantation, vagus nerve stimulation, computer model, sensitivity
analysis
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Chapter 1

Introduction

1.1 Cardiovascular Anatomy and Physiology

The heart is the central organ of the cardiovascular or circulatory system. It has the pri-
mary function of circulating the blood through the body, and it does this by acting as a
mechanical pump. It is formed by four chambers: two atria, which receive blood coming
back to the heart by veins and two ventricles, which receive blood from atria and generate
pressure to propel the blood in the arteries. As illustrated in Figure 1.1, the cardiovas-
cular system is constituted by two divisions: the pulmonary circulation, composed of all
vessels inside the lungs and those which connects the lungs to the heart, and the systemic
circulation that comprises all other vessels that connect remaining parts of the body to
the heart. Those circuits receive blood from different parts of the heart; that’s why this
latter is commonly divided in left and right heart, which deliver blood to the pulmonary
and systemic circulation, respectively.
Both the pulmonary and the systemic circuit have a dense network of capillaries where

both gasses and nutrients are exchanged. The blood picks up oxygen and delivers carbon
dioxide passing through the pulmonary capillary bed, so it is called oxygenated blood
since the end of this pathway. On the other hand, passing through the systemic capillary
beds, which are contained in all organs except the lungs and tissues, it delivers oxygen and
removes carbon dioxide and cellular wastes produced by cells with metabolism. Blood
leaving those capillaries is called deoxygenated blood.
Also, the cardiovascular system provides cell-to-cell communication and immune func-
tion. Through the flowing in the cardiovascular system, the blood moves alternatively
between the pulmonary and the systemic circuit coming back to the heart at the end of
every cycle. This complex system can be seen in a simplified manner as a series of tubes
(blood vessels) filled with fluid (blood) and connected to a mechanical pump (the heart).
The heart’s pumping activity consists of a rhythmic alternating contraction and relaxation
of the cardiac muscle; this is called cardiac cycle. The pressure inside each chamber
varies continuously during the cycle. The gradient of pressure is the propelling force for
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Figure 1.1: The path of blood flow through the cardiovascular system.The pulmonary and
systemic circuits and major blood vessels connecting with the heart are shown. Arrows
indicate the direction of blood flow [1].

moving the blood from atria to ventricle and from the latter to the arteries. It is fundamen-
tal that the flow is unidirectional; this is ensured by the pressure gradient and four cardiac
valves. Atria are separated from ventricles by the atrioventricular (AV) valves: when the
atrial pressure is greater than the ventricular one, the valve is open and vice versa, when
the ventricular pressure is greater than the atrial one, the valve is closed. The semilunar
valves separate ventricles from arteries: the aortic valve separated the left ventricle from
the aorta, the pulmonary valve separates the right ventricle from the pulmonary trunk.
Those two valves open when the ventricle’s pressure overcomes the one in the relative
artery, which happens when the ventricle is contracted. This allows the blood to leave the
ventricles and move to the arteries to the point in which the ventricle’s pressure becomes
lower than the one in the arteries and the valve closes [1].

2



1.1 – Cardiovascular Anatomy and Physiology

1.1.1 The cardiac cycle
The cardiac cycle comprises all the events associated with the blood flow through the
heart during a heartbeat [2], and it is commonly divided into two major phases:

• Systole: from Greek meaning contracting is the period during which the muscle
transforms from its totally relaxed state to the instant of maximal mechanical activa-
tion

• Diastole: from Greek meaning relaxation is the period in which the muscle relaxes
from the end-systolic state back towards its resting state

In the following analysis, a particular focus is addressed to the hemodynamic of the left
ventricle (LV), considering that all hemodynamic events occurring in the right ventricle
have different timing and different levels of pressure but are similar. The mechanical
events occurring during the cardiac cycle can be characterized by tracking changes in
pressure and volume in the ventricle. In Figure 1.2 the most significant feature are re-
ported: ventricular volume (LVV), ventricular pressure (LVP), left atrial pressure (LAP)
and aortic pressure (AoP) [2]. The analysis of each phase of the cardiac cycle is here an-
alyzed by starting from the second half of the diastole in which both ventricles and atria
are completely relaxed:

Late filling: before time A, the heart is in the second half of the diastole (relaxed state)
and the blood, driven by the pressure gradient, moves from the systemic and pulmonary
veins towards the atria. Then, it crosses the opened AV valve and fills the ventricle. LVP
and LVV are relatively constant, and AoP is gradually declining. AoP falls as the blood
ejected into the arterial system and gradually moves from the large arteries to the capillary
bed.

Isovolumetric contraction: At time A, there is electrical activation of the heart, contrac-
tion begins, and pressure rises rapidly inside the chamber. Early after contraction begins,
LVP rises to be greater than left atrial pressure and the mitral valve closes. LVP is less
than AoP, so the aortic valve is closed as well. Since both valves are closed, no blood
can enter or leave the ventricle during this time, and therefore the ventricle is contracting
isovolumically.

Ejection: At time B, LVP slightly exceeds AoP and the aortic valve opens. During this
phase, there is very little difference between LVP and AoP, provided that AoP is measured
just on the distal side of the aortic valve. The blood is rapidly ejected from the ventricle
into the aorta and LVV decreases. As the maximum contraction is reached, ejection slows
down.

Isovolumetric relaxation: The muscles relax till the point, in time C, in which LVP falls
below AoP and the aortic valve closes. At this point, ejection has ended and LVV reaches
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Figure 1.2: Changes in pressure and volume that characterize the cardiac cycle. Modified
from [2]

and maintains its minimum because both mitral and aortic valves are closed. The contin-
ued decline of LVP indicates that the relaxation process continues.

Early ventricular filling: At time D, LVP falls below LAP and the mitral valve opens.
At this point, blood flows from the left atrium into the LV as indicated by the rise of LVV;
also note the slight increase in LVP as filling proceeds.

In general terms, systole includes isovolumic contraction and ejection; diastole includes
isovolumic relaxation and (early and late) filling.

1.1.2 Pressure-Volume Loops
The cardiac cycle is usually illustrated by using the pressure-volume relation and this is
done by plotting the LVP as function of LVV. As shown in Figure 1.3 (a), this originates
a close loop which is called pressure-volume loop (PV loop). As time proceed, the PV
points go around the loop in a counter clockwise direction. Some important features can
be easily extrapolated (Figure 1.3 (b)) by this kind of representation:
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• end-diastolic volume (EDV) is the maximum volume of the cardiac cycle

• end-systolic volume (ESV) is the minimum volume reached

• stroke volume (SV) is the value of blood ejected in each cycle:

𝑆𝑉 = 𝐸𝐷𝑉 − 𝐸𝑆𝑉 (1.1)

• end-systolic pressure (Pes) is identified by the pressure at the left upper corner of
the loop

• left atrial pressure (LAP) is approximated with the pressure at the point in which
the mitral valve opens which is in the left lower corner of the loop

(a) (b)

Figure 1.3: PV loops: (a) main phases of the cardiac cycle with illustration of the ESPVR
and EDPVR; (b) important features that can be easily extracted such as end-diastolic vol-
ume (EDV), end-systolic volume (ESV), end-systolic pressure (Pes) and left atrial pres-
sure (LAP). Modified from [2].

While the heart is contracting and relaxing, its chambers change stiffness, reaching the
highest stiffness at the end of the systole and the lowest at the end-diastole. These two
conditions describe the upper and lower border of the PV loop:

• End-diastolic pressure-volume relationship (EDPVR) describes the non-linear rela-
tionship between pressure and volume when the ventricle is assumed to be in his
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total relaxed state. The green line illustrates this relation in Figure 1.3 (a). This
curve creates the lower boundary of the PV loop, which falls on the EDP at the end
of the diastole (the bottom right-hand corner).

• End-systolic pressure-volume relationship (ESPVR) describes the linear relation-
ship between pressure and volume when the ventricle is assumed to be in his total
contracted state. In Figure 1.3 (a), the ESPVR is represented by the orange line and
the PV loop touches this curve at the end of the systole (the upper left-hand corner).

For both EDPVR and ESPVR, the curve intersects the volume axis at a slightly positive
value (Vo), indicating that a finite amount of volume must fill the ventricle before it can
generate any pressure, which is assumed to be the same for both.
Changes in preload, afterload and inotropy can be easily visualized by displaying the PV
loop. These three effects are interdependent with the consequence that an increase or
decrease in one of them in physiological conditions leads to change in the others. But for
this explanation, it is assumed that they are independent, so while varying one of them,
the others remain constants (Figure 1.4):

(a) (b) (c)

Figure 1.4: (a) effect of preload, (b) effect of afterload and (c) effect of inotropy [3].

• Effect of preload: Preload is defined as the stretch on the myocardial wall at the
end of the diastole and on the PV loop can be well represented by the point with
coordinates (EDP; EDV) which lay on the EDPVR. Moving this point on the EDPVR
as shown by Figure 1.4 (a) , the PV loop change accordingly. An increase in preload
leads to an increased SV, vice versa, a decrease in preload leads to a decrease in SV.

• Effect of afterload: Afterload, in normal condition, is the load is imposed on the
heart by the arterial system. This can be physiologically described by the aortic
pressure (AoP) because ejection begins when the ventricular pressure slightly ex-
ceeds AoP. Thus, it is possible to consider Pes to be almost equal to AoP and be an
indicator of afterload. In Figure 1.4 (b) is shown how SV decrease with increasing
afterloads and increase for decreasing afterloads.
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• Effect of inotropy: Inotropy, also defined contractility, indicate the intrinsic strength
of the cardiac muscle. As an intrinsic property, it is independent of factors such as
preload and afterload, and it typically refers to the velocity of muscle fibers shorten-
ing. The indicator of this effect is the slope of the ESPVR (also called elastance):
a positive inotropic agent (which can be a pharmacological agent or an augmented
sympathetic activity) increases the ventricle contractility and makes both the slope
of the ESPVR and the SV increase (Figure 1.4 (c)); the opposite happens with a
negative inotropic agent.

1.2 Electrophysiology of the heart
In contrast to skeletal muscle cells, cardiac cells are very different in their nature. There
are different types, namely, pacemaker, conducting and contractile cells. In contrast with
the skeletal muscles, the cardiac muscle does not receive contracting inputs from the cen-
tral nervous system, but its contractions are generated from signals that originate inside
the muscle itself. This is because a small number of cells that are embedded in the cardiac
muscle can generate action potentials (APs) setting the cardiac rhythm; they are called
pacemaker cells. Other few cells are conductive fibers, which allow the propagation of
action potential in the heart in a very coordinated manner. The remaining cells of the
cardiac muscle generate contractile force. This system allows to provide an adequate
pumping function making the cardiac muscle to contract in a synchronized manner.
Pacemaker cells are mainly concentrated in the sinoatrial (SA) node and in the atrioven-
tricular (AV) node, which are connected by conductive fibers. Although both are capable
of generating APs, almost always, the heartbeat is controlled by the SA node. This is due
to multiple reasons: first, the AP originated in the SA node travels to the AV node and all
its pacemaker cells enter in the refractory period preventing the generation of a new AP;
secondly, the rate of discharge of APs of the SA node is bigger than the one of the AV node.
In fact, the AV node’s intrinsic rate of isolated pacemaker cells is 40-60 impulses/minute
and the one of the SA node is 90-100 impulses/minute. This implies that the AV node
works as a kind of emergency system that permits ventricles contracting even if the SA
node, for some reason, stops or decreases its function. If also the AV node is impaired, the
heart has the last resource: Purkinje fibers can take control of ventricles, but the rate of
discharge of APs is very low (30-40 impulses/minutes). The aforementioned rate values
are intrinsic rates, but they are majorly influenced through the autonomic nervous system
(sympathetic and parasympathetic) by segregation of neurotransmitters[1].

Origin and conduction of the impulse during a cardiac cycle
In Figure 1.5, the anatomical position and the sequence of electrical events that normally
trigger the heartbeat is described. As the primary pacemaker, the SA node initiates APs,
determining the cardiac rhythm. These action potentials travel to the AV node through the
conduction fibers (internodal pathways). At the same time, it spreads through the bulk of
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Figure 1.5: The conduction system of the heart [1].

the atrial muscle by way of interatrial pathways. Since the AV node cells conduct APs less
rapidly, the impulse is delayed by about 0.1 seconds (called the AV nodal delay) before
moving onward. From the AV node, the impulse travels through the bundle of His located
in the interventricular septum. The signal travels only a short distance through it before
splitting into left and right bundle branches, which conduct impulses to the left and right
ventricles. From the bundle branches, impulses travel through an extensive network of
branches referred to as Purkinje fibers, which spread through the ventricular myocardium
from the apex upward toward the valves. From these fibers, impulses travel through the
rest of the myocardial cells [1].

Ionic bases of the electrical activity of the heart
A pacemaker cell is capable of generating APs spontaneously because its resting mem-
brane potential is unstable. Right after an AP, the pacemaker cell starts immediately to
slowly depolarize until reaching the threshold potential that gives rise to a new AP. Those
slow depolarization are called pacemaker potentials [1]. The changes in membrane po-
tentials are all provoke by modification in the permeability of the membrane to ions due
to the timing of opening and closing of specific ion channels (principally Ca2+ and K+,
and to a lesser extent Na+). When a channel opens, a current that crosses the membrane
is generated by an increased electrical conductance for that specific ion causing a change
in the membrane potential [3].
The SA node cell AP can be divided into three major phases (Figure 1.6). Phase 4 is pace-
maker potential, spontaneous depolarization due to the unstable resting potential. Once
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that the potential threshold (between -50 and -40 mV) is reached, the AP starts. Then,
phase 0 is the depolarization phase and phase 3 is the repolarization. Once the cell is
completely repolarized at about -60 mV, the SA node cell spontaneously re-enters in
phase 4.

Figure 1.6: Electrical activity in a SA node cell: a recording of the membrane potential
showing pacemaker potentials (phase 4, slow depolarization) and action potentials (phase
0, depolarization; phase 3, repolarization). Modified from [1]

• Phase 4: Right after the repolarization, the membrane potential is around -60 mV
and the initial spontaneous slow depolarization is caused by the opening of the so-
called funny channels that produces an inward (depolarizing) Na+ current (If) [3].
The name ’funny’ is given by their strange and not totally understood behavior: they
allow the moving of both Na+ and K+ through the membrane. However, in this
early stage of the pacemaker potential, the diffusion of K+ to the outside of the cell
decreases and the diffusion of Na+ to inside the cell increases, becoming promi-
nent. Funny channels stay opened only for brief time because they close when the
membrane potential reaches -50 mV [1]. This voltage produces the opening of the
voltage-dependent calcium channels called T-channels, where T stays for transient
that allows the passing of calcium ions giving rise to the inward-directed Ca2+ cur-
rent that further depolarize the cell. When the membrane potential of -40 mV is
reached, another type of voltage-dependent calcium channels, the L-channels, where
L stays for long-lasting, open and remain in this state for a longer time before slowly
close.

• Phase 0: the depolarization is primarily the L-type Ca2+ channels that had already
been opened during phase 4. Since the movement of Ca2+ through these channels
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into the cell is not rapid, the rate of depolarization (slope of Phase 0) is not so steep.

• Phase 3: Two main mechanisms prevents the membrane potential to increase more
than 20 mV: the L-type Ca2+ channels become inactivated and close, stopping the in-
ward depolarizing Ca2+ currents and, at the same time, K+ channels open producing
an increased outward directed K+ currents that give repolarization.

It is important to note that APs described for SA nodal cells are very similar to those found
in the AV node since both nodes can generate spontaneous depolarization [3]. Therefore,
in both cases, APs are mainly determined by changes in slow Ca++ and K+ currents and
do not involve fast Na+ currents, as happens in the conductive nerve fibers (described in
Section 1.3.1).

1.3 The Neuron
The neuron is a specialized cell that constitutes the nervous system’s basic working unit
whose aim is to transmit information to other nerve cells, muscles, or gland cells. Neurons
in the human body have different shapes that reflect the different functions that each of
them has to fulfill. Despite this shape variability, the main components of a neuron are
the same (Figure 1.7) [4]:

• Soma is the body cell in which the nucleus and most of the organelles reside

• Axon is the longest extension of the neuron which serves for the conduction of elec-
tric impulse, called an action potential, outward, away from the cell body toward the
axon terminus. The axon can be:

– Myelinated: the axon is wrapped by several myelin sheets formed by Schwan
cells that provide electrical insulation. The myelin interrupts periodically, leav-
ing some gaps of 1-2.5 𝜇m called Nodes of Ranvier. In vertebrates, myeli-
nated fibers are the bigger fibers (diameter > 1-2 𝜇m), the number of overlapped
myelin sheaths can vary, in general, the myelin increases the fiber diameter by
20-40%, and the internodal length is about 100 times the outer diameter of the
fiber. These properties confer to the myelinated fiber an increased speed of ac-
tion potential conduction, which is linearly dependent on the diameter. It can
be approximately calculated by multiplying for 4.5 the fiber diameter.

– Unmyelinated: the axon has not a myelin cover. This happens in most of the
smallest vertebrate fibers (diameter < 1 𝜇m), which have the slowest conduction
velocity proportional to the fiber diameter’s square root.

• Dendrites extend outward from the cell body and are specialized to receive chemical
signals from the axon termini of other neurons. Dendrites convert these signals into
small electric impulses and transmit them inward, in the direction of the cell body.
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Figure 1.7: Representation of the neuron’s main components: the nucleus, which resides
in the soma, the axon in which the impulse travels, dendrites and synapses which connect
the neuron with other cells. Modified from [5]

• Synapse: the axon ending normally branches in several fibers. The ending of those
branches is called synapse, which is in close contact with other cells and allows the
exchange of information from the pre-synaptic to the post-synaptic cell through the
release of neurotransmitters (detailed explanation in Section 1.3.1). A single axon
in the central nervous system can synapse with many neurons and induce responses
in all of them simultaneously.

1.3.1 The Action Potential
The membrane of the neuron has a structure that prevents ions from passing through;
however, a small conductivity is maintained even at rest. Different ion concentrations in
the extracellular and intracellular space are maintained thanks to active ion pumps that
move ions across the membrane in a very selective way. The potential between the inner
and outer part of the membrane (membrane potential) is about -70 mV at rest. However,
when a certain threshold is reached, an action potential (AP) occurs, provoking chain
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reaction events responsible for generating the electric nerve impulse. As described in
Figure 1.8, three main events are involved [6]:

Figure 1.8: Action potential is presented as a graph of voltage over time. Three main
phases are distinguished: depolarization, repolarization and hyperpolarization [6].

• Depolarization: sodium gates open and Na+ ions flow into the cell because, in the
resting state, the concentration of Na+ is higher outside the cell than inside the cell
and the concentration gradient drives those ions to enter the cell. Because of the
sodium ion’s positive charge, it makes the membrane potential increase up to 0 mV.
The concentration gradient for Na+ is so big that it will continue to enter the cell
even after the membrane potential has become zero. This leads the voltage becomes
positive (+30 mV).

• Repolarization: At 30 mV of membrane potential, potassium voltage-gated channels
open and the concentration gradient makes K+ leave the cell, making the membrane
potential to move back toward its resting voltage of -70 mV.

• Hyperpolarization: Since K+ ions reach equilibrium when the membrane voltage
is below -70 mV, those channels are slightly delayed in closing, provoking a further
decrease of the membrane potential for a brief period.

There are different kinds of Na+ channels that, with their opening, provoke the initializa-
tion of the AP. Most of them are ligand-gated channels that open when the neurotrans-
mitter binds to them; physical stimuli on a sensory receptor can also open other channels.
Whatever Na+ channel type it is, the AP starts when a certain threshold is reached, typi-
cally -55 mV. The AP cannot start below that threshold, but above that potential value, a
large number of voltage-dependent channels spontaneously open and the AP proceed to
complete its three phases. It is a ’all-or-nothing’ mechanism that makes the AP proceed
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in the same deterministic way once the threshold is reached. Trains of APs act as digital
signals: the timing of arrival of the APs codes the information delivered since there is no
amplitude modulation.
As previously seen, the AP development is controlled by two voltage-gated channels, one
for the sodium and the other for the potassium. The sodium one has an activation and an
inactivation gate: when the threshold is reached, the activation gate opens, allowing Na+
to flow rapidly into the cell. When the depolarization peak is reached, the inactivation
gate closes so that immediately no more sodium can enter the cell. Instead, the potassium
channel only has one gate sensitive to a membrane voltage of -50 mV. However, it has
some delay in opening and this time coincides with the peak of the AP, so voltage-gated
K+ channels open just as the voltage-gated Na+ channels are being inactivated. At this
point, the membrane potential repolarizes and the voltage passes -50 mV again. The chan-
nel closes, with a little delay leading to the hyperpolarization. The membrane can return
to the resting potential because of the ongoing activity of the non-gated channels and the
Na+/K+ pump.
While an AP is in progress, another one cannot be initiated because of the refractory pe-
riod. This is divided into two phases: the absolute refractory period in which it is impos-
sible to start a new AP because of the closing of the inactivation gate of the voltage-gated
Na+ channel, and the relative refractory period which starts when the voltage becomes
smaller than -55 mV, a new action potential could be started, but only by a stronger. This
is because, in this situation, potassium ions still are flowing out of the cell, so more sodium
ions are needed to depolarize the cell [6].

Action Potential Propagation
The AP travels through the axon membrane to carry the information to the next, post-
synaptic cell. The propagation mechanism has its basis in the aforementioned concepts
of depolarization, refractory period, and voltage-gated channels. Basically, the depolar-
ization spreads because Na+ enters through the channels and moves along the inside of the
cell membrane. As the Na+ flows, it depolarizes the axon’s close proximity making that
next segment reach the threshold and elicit a new AP. This happens segment by segment
until the end of the axon. Moreover, this type of propagation ensures the AP’s forward
movement thanks to the absolute refractory period of the Na+ channels. Because of this,
depolarization spreading back toward previously opened channels has no effect [6].

Neurotransmitter Release
The AP travels along the axonal membrane and when it reaches the axon terminal, it in-
duces the release of neurotransmitters.
As already mentioned, the terminal ending is the synapse and the arrival of the AP trig-
gers a localized rise in the level of Ca2+ in the cytosol. As shown in Figure 1.9, this
causes some of the vesicles to merge with the plasma membrane of the pre-synaptic neu-
ron releasing through exocytosis neurotransmitters into the small gap between the two
cell membranes, the synaptic cleft [7]. The post-synaptic cell can be a dendrite or cell
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Figure 1.9: Representation of a chemical synapse: the arrival of an AP triggers the fusion
of some vesicles with the nerve membrane to locally release neurotransmitters. Neuro-
transmitters diffuse in the synaptic cleft and bind of the post-synaptic cell membrane re-
ceptors. Neurotransmitters are cleared from the synapse either by enzymatic degradation,
neuronal re-uptake, or glial re-uptake. ([7] p.570)

body of another neuron, a muscle or gland cell, or, rarely, even another axon. Neurotrans-
mitters take about 0.5 ms to reach the post-synaptic cell membrane and bind its receptors,
specific for only one type of neurotransmitter. The binding of the neurotransmitter trig-
gers changes in the ion permeability of the post-synaptic plasma membrane, which, in
turn, changes the membrane’s electric potential at this point. If the post-synaptic cell is
a neuron, this electric disturbance may be sufficient to induce an action potential. If the
post-synaptic cell is a muscle, the change in membrane potential following binding of the
neurotransmitter may induce contraction; if a gland cell, the neurotransmitter may induce
hormone secretion. After some time, dependent on the type of cell, neurotransmitters are
removed for the binding site by enzymatic degradation or re-uptake to the nerve terminal
of the pre-synaptic cell [4].
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1.4 Autonomic Nervous System
The autonomic nervous system (ANS) is the part of the nervous system, which controls
cardiac and smooth muscle, as well as glandular tissue with the primary goal of main-
taining the homeostasis. This balance is achieved by the controlled and complementary
action of its two divisions: the sympathetic nervous system and the parasympathetic ner-
vous system. The first is associated with the ’fight-or-flight’ response and the latter with
the ’rest and digest’ [7]. Each target effector is innervated by both branches of the ANS
which are tonically active: they provide some degree of nervous input to a given tissue
continuously [8]. Therefore, the frequency of discharge of neurons in both systems can
either increase or decrease and, as a result, tissue activity may be either enhanced or in-
hibited.
The signal that is delivered by the ANS is the result of the integration of signals coming
from different receptors. The neural pathway that permits the cardiovascular control is
composed of five classes of neurons [9]:

• Primary afferent neurons bring sensory information to the brain.

• Interneurons forward sensory information and inputs from higher brain centers to
the premotor neurons.

• Autonomic premotor neurons control the activities of preganglionic neurons.

• Preganglionic autonomic motor neurons originate in the CNS with its cell body
in the lateral horn of the gray matter of the spinal cord or in the brainstem and they
project to the autonomic ganglion located outside the CNS, where they synapse with
the postganglionic neuron.

• Postganglionic autonomic motor neurons that innervate the effector organ and im-
plement the response.

Synapses between the autonomic postganglionic neuron and effector tissue, the so-called
neuroeffector junction, differ greatly from neuron-to-neuron synapses (Figure 1.10). The
postganglionic fibers in the ANS do not terminate in a single swelling like the synaptic
knob and also they do not synapse directly with the cells of a tissue. Instead, the nerve
fiber, in the proximity of the target tissue, contains multiple swellings called varicosities.
When the neuron is stimulated, these varicosities release neurotransmitters along a signif-
icant length of the axon. Therefore, they diffuse over a large surface area of the effector
tissue through the interstitial fluid binding on receptors located on the cell membranes.
This leads to a simultaneous effect on different parts of the organ or more than just one
organ per stimulus. Furthermore, cardiac muscle and most smooth muscle have gap junc-
tions and through these intercellular communications, the electrical activity can spread
from one cell to the neighborhood. As a result, the discharge of a single autonomic nerve
fiber to an effector tissue may alter the entire tissue’s activity.
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Figure 1.10: Neuro-effector junction: the connection between autonomic fibers and target
effectors. The neurotransmitter is released from varicosities, which interface the effector
organ in many points [6].

1.4.1 Primary afferent neurons

Afferent information arises from a network of afferent neurons distributed within key
portions of the cardiovascular system. The peripheral endings of cardiovascular afferent
neurons are unequally distributed. They are mainly concentrated in the central parts of
the vascular tree (aorta, carotid artery, vena cava, and jugular vein) and within the heart.

Baroreceptors are stretch-sensitive mechanoreceptors located in the walls of the carotid
arteries and aorta, where they monitor the pressure of blood flowing to the brain (carotid
baroreceptors) and to the body (aortic baroreceptors). These receptors have their own
baseline firing frequency, but when blood pressure increases in the arteries, the barore-
ceptor membrane becomes stretched and their firing rate increases. If the blood pressure
falls, the firing rate decreases. They provide the afferent input to the arterial baroreflex,
which is organized as a classic negative feedback system: an increase in arterial blood
pressure activates mechanosensitive arterial baroreceptors that trigger reflex responses
that ultimately reduce arterial blood pressure.

Pulmunary Stretch Receptors also belong to the family of mechanoreceptors. They are
found in the bronchial smooth muscle, which senses and responds to airways’ physical
stretching. Stretch activates the pulmonary stretch receptors, which increase their afferent
output. This behavior appears to decrease the respiratory rate largely by increasing the
length of expiration [9].
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1.4.2 Sympathetic Nervous System
To allow the fight-or-flight response, the sympathetic system causes divergent effects on
many effectors that are activated together for a common purpose. More oxygen needs to
be inhaled and delivered to skeletal muscle. To deliver more oxygen to the target organs,
the respiratory, cardiovascular, and musculoskeletal systems are all activated together. In
addition, sweating increases to maintain body temperature in the normal range because
the increased muscle activity causes heating. On the contrary, the digestive system is
shut down to focus on delivering enough oxygen to skeletal muscles. To fulfill those task
in a coordinated way, the sympathetic innervation has a unique structure, represented in
Figure 1.11, which allows the simultaneous effects on many organs [7].

The sympathetic system’s preganglionic neurons arise from the thoracic and lumbar re-
gions of the spinal cord (segments T1 through L2). Most of these preganglionic axons are
short and synapse with postganglionic neurons within ganglia found in the sympathetic
ganglion chains. Each of these ganglion chains, which run parallel immediately along
either side of the spinal cord, consists of 22 ganglia. A single preganglionic neuron may
synapse with several postganglionic neurons in many different ganglia. The long postgan-
glionic neurons originating in the ganglion chain and then travel outward and terminate
on the effector tissues. This divergence of the preganglionic neuron results in coordinated
sympathetic stimulation to tissues throughout the body. An important feature of this sys-
tem, which is quite distinct from the parasympathetic system, is that the sympathetic
system’s postganglionic neurons travel within each of the 31 pairs of spinal nerves. This
allows for the distribution of sympathetic nerve fibers to the skin’s effectors, including
blood vessels and sweat glands. In fact, most innervated blood vessels in the entire body,
primarily arterioles and veins, receive only sympathetic nerve fibers. Therefore, vascular
smooth muscle tone and sweating are regulated by the sympathetic system only [8].

1.4.3 Parasympathetic Nervous System
The parasympathetic nervous system has a general structure similar to the sympathetic
one, but few specific differences characterize it [7]. As illustrated in Figure 1.12, the
preganglionic neurons of the parasympathetic system arise from several nuclei of the
brainstem and from the sacral region of the spinal cord (segments S2-S4). The axons of
the preganglionic neurons are quite long compared to those of the sympathetic system and
synapse with very short postganglionic neurons within terminal ganglia, which are close
to or embedded within the effector tissues. Because of this arrangement, there is typically
little divergence in the parasympathetic system compared to the sympathetic one. In many
organs, there is a 1:1 ratio of preganglionic fibers to postganglionic fibers. Therefore, the
parasympathetic system’s effects tend to be more discrete and localized, with only specific
tissues being stimulated at any given moment, compared to the sympathetic system where
a more diffuse discharge is possible [8].
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Figure 1.11: Illustration of the sympathetic nervous system: preganglionic nerve fibers
(solid lines) project to the ganglia; postganglionic nerve fibers (dashed lines) project to
the effector organs [7].
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Figure 1.12: Illustration of the parasympathetic nervous system: preganglionic nerve
fibers (solid lines) project to the ganglia; postganglionic nerve fibers (dashed lines) project
to the effector organs [7].
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1.4.4 Neurotransmitters of the Autonomic Nervous System
Neurotransmitters are synthesized in the axon varicosities and collected in vesicles for
subsequent release. In Figure 1.13 a schematic representation of the efferent nerves of
the ANS is given with their respective neurotransmitters. There are two main neurotrans-
mitters released by neurons of the ANS:

Figure 1.13: Schematic representation of the ANS’s efferent nerves with their neurotrans-
mitters: preganglionic fibers of both parasympathetic and sympathetic systems release
ACh; ACh acts on nicotinic receptors (Nn) on the postganglionic nerves. ACh is also the
neurotransmitter at cells of the adrenal medulla, releasing the CATs (Epi and NE) into
the circulation. ACh is the predominant neurotransmitter of postganglionic parasympa-
thetic nerves and acts on muscarinic (M) receptors. NE is the principal neurotransmitter
of postganglionic sympathetic nerves, acting on adrenergic (𝛼 and 𝛽) receptors. [10]

• Acetylcholine (ACh) is released by all preganglionic neurons of the ANS, all post-
ganglionic neurons of the parasympathetic nervous system, and some sympathetic
postganglionic neurons to sweat glands. These types of fibers are called choliner-
gic. The receptor for ACh can be nicotinic, if it lays on the postganglionic neurons
of both sympathetic and parasympathetic cell bodies or dendrites, or muscarinic if
it is on the membrane of cells of the effector organ with parasympathetic innerva-
tion. The neurotransmitter terminates its function after enzymatic degradation by
cholinesterase that hydrolyzes ACh forming choline and acetate.
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• Norepinephrine (NE) is released by most sympathetic postganglionic. These types
of fibers are called adrenergic. There are two types of receptors for NE: named
the alpha (𝛼)-adrenergic receptor and beta (𝛽)-adrenergic receptor. NE is mostly
removed from the neuroeffector junction by its reuptake into the adrenergic fiber
that released it and it may then be metabolized intraneuronally by monoamine oxi-
dase (MAO). The circulating CATs are inactivated by catechol-O-methyltransferase
(COMT) in the liver.

For both ACh and NE, the inactivation or removal from the synapse must be rapid (in the
order of few ms) to allow a new signal to get through and influence the effector tissue
function [8].

Adrenal Medulla:
Cells of the adrenal medulla are considered modified sympathetic postganglionic neu-
rons that release hormones into the blood. Approximately 20% of the hormonal output
of the adrenal medulla is NE. The remaining 80% is epinephrine (EPI) due to the pres-
ence in the adrenal medulla of an enzyme that methylates NE to form EPI. These two
hormones released by the adrenal medulla are indicated as catecholamines (CAT) and,
since they travel in the blood, are able to reach many organs and tissues throughout the
body. Therefore, they are capable of stimulating tissues that are not directly innervated
by sympathetic nerve fibers. As a result, CATs have a much wider breadth of activity
compared to NE released from sympathetic nerves. The duration of activity of the CATs
is significantly longer than that of neuronally released NE due to the fact that the mecha-
nism of inactivation of these substances takes place in the liver and the hepatic clearance
of these hormones from the blood would require several passes through the circulation.
Therefore, the effect of CATs is prolonged (up to 1-2 minutes) [8].

1.4.5 Autonomic control of the cardiovascular system
Although the contraction of the heart is not activated by stimuli from the central ner-
vous system (CNS), the nervous system can regulate some aspects of the cardiac function
such as heart rate (HR) control (chronotropism), myocardium contractility (inotrospim),
rate of myocardium relaxation (lusotropism) and velocity of the impulse in the conduc-
tion fibers (dromotropism). This function is mediated by the autonomic nervous system
(ANS) whose fibers project to almost all the heart parts, including conduction fibers and
myocardial tissue. The goal is to maintain and allocate blood flow that meets tissue de-
mands over diverse circumstances such as exercise or postural changes. Thus, the ANS
orchestrates optimal adjustments in the pump function of the heart by modulating the rate
and the timing of events between atria and ventricles, altering the release of neurotrans-
mitters and ensuring the maintenance of the homeostasis .
In Figure 1.14, the cardiac innervation is shown. The sympathetic innervation of the heart
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is directed to the SA node, AV node and the myocardium. The innervation of the parasym-
pathetic fibers is only directed to the SA node and the AV node because its innervation of
the myocardium is relatively low so its influence on the cardiac muscle can be considered
negligible.

Effects on the heart: The heart is innervated by vagal and sympathetic fibers eliciting
opposite effects mediated by muscarinic and beta-adrenoceptors receptors, respectively.
As shown in Table 1.1, activation of sympathetic efferent nerves to the heart increase
heart rate (positive chronotropy) [11], contractility (positive inotropy), rate of relaxation
(increased lusitropy), and conduction velocity (positive dromotropy) [12]. Parasympa-
thetic effects are opposite. Parasympathetic effects on inotropy are weak in the ventricle,
but relatively strong in the atria. When the body activates the sympathetic system, it gen-
erally down regulates parasympathetic activity, and visa versa, so that the activities of
these two branches of the autonomic nervous system respond reciprocally. Sympathetic
efferent nerves are present throughout the atria (especially in the SA node) and ventricles,
including the conduction system of the heart.

Sympathetic Parasympathetic
Chronotropy + + + - - -
Inotropy + + + -
Lusitropy + + + -
Dromotropy + + - - -

Table 1.1: Relative magnitude of effect on the heart of sympathetic and parasympathetic
activity indicated by a positive (+) or negative (-) correlation [3].

Effects on vessels: Sympathetic adrenergic nerves travel along arteries and their ending
are found in the adventitia (outer wall of a blood vessel), while capillaries receive no in-
nervation. Activation of sympathetic vascular nerves causes contraction of the vascular
smooth muscle leading vasoconstriction of arteries and veins mediated by NE’s binding
on alpha-adrenoceptors. This leads to an increase of resistance given by vessels and a
decrease in distal blood flow. When this occurs, the arterial pressure rises. Sympathetic-
induced constriction of veins decreases venous compliance and blood volume and thereby
increases venous pressure. Most blood vessels in the body do not have parasympathetic
innervation; it is only present in salivary glands, gastrointestinal glands, and genital erec-
tile tissue where it causes vasodilation. The overall effect of sympathetic activation is
to increase cardiac output, systemic vascular resistance, and arterial blood pressure. En-
hanced sympathetic activity is particularly important during exercise, emotional stress,
and during hemorrhagic shock.
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Figure 1.14: Overview of cardiac innervation: Sensory nerves (blue), give feedback to
the CNS which modulates the activity of parasympathetic (green) or sympathetic (red)
nerves to either relax or stimulate the heart. The vagus nerve innervates the SA node, AV
node and ventricular myocytes. [13].

The Vagus Nerve:
The vagus nerve (VN) is the tenth cranial nerve, CN X, and the ANS’s longest nerve in
the human body. It has a mixed nerve composition made of 20% efferent fibers and 80%
afferent (sensory) fibers. Only the efferent fibers are part of the ANS and in particular,
they constitute the major component of the parasympathetic division. In contrast, all the
remaining afferent fibers in the VN have the role of transmitting and/or mediating sen-
sory information from throughout the body to the brain. The right and left VNs exit from
the brainstem, and they course through the neck (in the carotid sheath between the carotid
artery and jugular vein), upper chest (along the trachea), lower chest and diaphragm (along
the esophagus), and into the abdominal cavity. During this course, branches enervate var-
ious structures such as the larynx, pharynx, heart, lungs, and gastrointestinal tract (Figure
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1.12. In the brainstem, the sensory afferent fibers are directed in the nucleus tractus soli-
tarius, sending fibers that connect to different brain regions directly or indirectly [14].
The right vagus nerve primarily innervates the SA node, whereas the left vagus innervates
the AV node. The atrial muscle is also innervated by vagal efferents, whereas vagal effer-
ents only sparsely innervate the ventricular myocardium. Parasympathetic innervation of
the heart mediates the reduction of the heart rate. In a healthy subject, the parasympathetic
tone from these sources is well-matched to sympathetic tone to provide an appropriate
heart rate. Also, when hyperstimulated, the left vagal branch predisposes the heart to
conduction block at the AV node.

Fibers in the Vagus Nerve
The VN is composed of hundreds of nerve fibers arranged in fascicles, each surrounded
by the perineurium, which is a protective sheath. Moreover, many fascicles are arranged
together in bundles enclosed by the epineurium, which is a layer of dense irregular con-
nective tissue that provides blood supply: vessels branch from the epineurium and enter
in the perineurium to reach the axons inside each fascicle (Figure 1.15) [15]. A histolog-
ical study on 27 cadavers reports that the inner diameter of the VN at the cervical level is
4.1±1.3 mm and the outer diameter is 5.1±1.5, meaning that the epineurium thickness is
around 1 mm [16].
In the VN there are different types of fibers. A first classification can be done by divid-

Figure 1.15: Histology sample of the cervical vagus nerve. Fascicles are separated by per-
ineurium and the epineurium surrounds the entire nerve. Arrows indicate sub-perineural
vascular supply and in the magnification on the left side, sub-perineural supply is visible
[16].

ing them in afferent and efferent fibers. The first are responsible for carrying information
from the periphery (receptors) to the CNS and they constitute the majority of the VN
fibers (around 80%); the latter delivers information from the CNS to the target organ
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(20% of the VN fibers).
A second classification divides fibers in myelinated and un-myelinated. Myelin is an in-
sulator formed by Schwann cells wrapped around the fiber’s axon with a diameter bigger
than 1-2 𝜇m. The degree of myelination indicates the number of overlapped concentric
wrappings and its number can vary between 10 and 160. The myelin interrupts periodi-
cally, forming some gaps of 1-2.5 𝜇m called nodes of Ranvier, which allow the saltatory
conduction. The space between two consecutive nodes of Ranvier is called internode and
have a length between 0.2 and 2 mm. The conduction velocity (CV) in the bigger fibers is
higher than in the smaller ones, and this is determined by both the degree of myelination
and the internode length, which are in value proportional to the fiber diameter. Generally,
the myelin thickness is 20-40% of the fiber diameter and the internode length is 100 times
the outer fiber diameter. This implies that the bigger the fiber, the higher is the degree
of myelination and the internode length and the higher is the conduction velocity. For
myelinated fiber, the CV is directly proportional to the fiber diameter; in particular, it
can be calculated in 𝑚/𝑠 by multiplying the diameter in 𝜇m per 4.5. On the other hand,
unmyelinated fibers do not have this property and their CV is only dependent on the ax-
onal membrane and proportional to the square root of the diameter. Fibers below 1 𝜇m
in vertebrates are slow conducting unmyelinated fibers [17].
A third complementary classification is diameter based [18]:

• A fibers are myelinated with a diameter of 5–12 𝜇m and the constitute around 8% of
the total amount of fibers.

• B fibers: are myelinated with a diameter of 1-5 𝜇m and the constitute around 12%
of the total amount of fibers. They have more nodes of Ranvier per unit length than
A fibers, so their CV is lower.

• C fibers: are the biggest amount of fibers in the VN (around 80%) and they are the
only un-myelinated. The diameter is 0.5-2 𝜇m and they are afferent fibers.

1.4.6 Heart Rate Variability
Oscillations on the HR in a healthy subject are physiological and in continuous changing
and they reflect the complex response of the cardiovascular system to external stimuli
to maintain the homeostasis. Heart rate variability (HRV) is defined as the beat-to-beat
variation in HR and is used to measure the autonomic nervous system influence on the
heart non-invasively.
As a result of certain diseases, the complexity of the interaction between different control
systems, which operates at a different time and spatial scales, can change, resulting in a
decrease or an increase of the HRV.
On the base of the length of the recording, a common classification divides the short-term
HRV (5-10 minutes of ECG recording) and long-term HRV (24 hour Holter monitoring).
They both have to be carried out under standardized conditions. For assessing autonomic
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activity, the short-term analysis is usually preferred to the 24 hour Holter monitoring [19].
The analysis of the HRV can be performed either in the time domain and in the frequency
domain [20]. In the first case, what is analyzed is the interbeat interval, which is the
time interval between two consecutive heartbeats. A typical frequency-domain analysis
is shown in Figure 1.16, it estimates the power distribution of into four frequency bands:

• Ultra-low-frequency (ULF), frequency ≤ 0.003 Hz: it can be analyzed by perform-
ing a long recording period (at least 24 hours). There is no evidence that is correlated
with the autonomic function, so it is neglected in this discussion.

• Very-low-frequency (VLF), frequency between 0.0033 Hz and 0.04 Hz

• Low-frequency (LF), frequency between 0.04 Hz and 0.15 Hz: it is mainly attributed
to the baroreceptors’ activity. Moreover, in resting condition, a prevalent power
is provided by the parasympathetic nervous system while the sympathetic nervous
system only gives power to frequency components in the upper extremity (above 1
Hz) of the LF band.

• High-frequency (HF), frequency between 0.15 Hz and 0.40 Hz: it is also called
the respiration band. It corresponds to the HR variations related to the respiratory
cycle, which are mainly attributed to the vagal tone. Respiratory sinus arrhythmia
(RSA) is a physiological phenomenon that is commonly associated with the cardio-
vascular and respiratory system coupling: the HR accelerates during inspiration and
slows during expiration. This behavior is modulated by the vagal outflow, which
is increased during expiration (augmented acetylcholine release) and inhibited dur-
ing inhalation. As a consequence, the HF peak is placed at the breathing frequency.
When the latter goes below 9 breaths/minute (0.15 Hz), the component of HRV rel-
ative to RSA is part of the LF spectrum, and the HF disappears. In this case, if any
HF component is observed, it should be considered a different entity or an artifact.

Baroreceptors and chemoreceptors contribute to spectral components from the VLF to
HF. The baroreflex links HR, BP, and vascular tone. Oscillation in one of them causes
identical oscillations in the others since they are strictly correlated.
The power can be expressed as an absolute (𝑚𝑠2/𝐻𝑧) or relative values. This latter can
be estimated as a percentage of total HRV power or in normal units [20] by dividing the
absolute power for a specific frequency band by the summed absolute power of the LF
and HF bands. This allows comparing frequency-domain measurements of different indi-
viduals even if they have differences in absolute values given by healthiness, age, etc.
The ratio of LF to HF power may estimate the ratio between sympathetic and parasym-
pathetic activity under controlled conditions. Analyzing HRV over a short time period,
the autonomic, cardiovascular, central nervous, endocrine, and respiratory systems influ-
ences’ can be evaluated.
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Figure 1.16: Power Spectral Density (PSD) of the interbeat interval showing the three
main frequency bands: very low frequency (VLF), low frequency (LF) and high fre-
quency (HF) [21].

1.5 Heart Failure
Heart failure (HF) is a cardiovascular disease and, according to the definition of the Eu-
ropean Society of Cardiology [22], it is defined as:

”a clinical syndrome characterized by typical symptoms (e.g. breathlessness,
ankle swelling and fatigue) that may be accompanied by signs (e.g. elevated
jugular venous pressure, pulmonary crackles and peripheral edema) caused by
a structural and/or functional cardiac abnormality, resulting in reduced cardiac
output and/or elevated intracardiac pressures at rest or during stress.”

There are two main types of HF [23]:

• Systolic HF, which occurs when the heart is too weak to pump enough blood through
the arteries. In this case, the ejection fraction (EF), defined as the percentage of
blood ejected by the left ventricle at each beat, decreases.

• Diastolic HF in which the heart is lacking elasticity to be filled with enough blood.
In this case, EF is maintained.

In both cases, the consequence is that vital organs such as the brain, kidneys and muscles,
do not receive enough oxygen and nutrients to aim their functions. The main causes of
HF are coronary heart disease, where the arteries that deliver blood to the heart reduce
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in diameter, due to the build-up of plaque (atherosclerosis), and consequently make the
blood supplied to the heart muscle small in volume, and high blood pressure (hyperten-
sion). Together, they account for around 70% of HF. Heart valve disease, abnormal heart
rhythm, and heart defects at birth can also lead to HF and many other diseases can con-
tribute to making HF more probable.
In most cases, chronic HF is treated via pharmacologic and devices, but despite the con-
tinuous improvement, long-term morbidity and mortality remain high, and many patients
progress to end-stage heart failure. In this case, a heart pump can be implanted but usually
it is only a target to delay the last resort that is heart transplantation.

1.6 Transplanted pathophysiology
A heart transplant (HTx) is a surgical operation in which a diseased, failing heart is re-
placed with a healthier donor heart. HTx is usually reserved to people as the last resort
when the heart condition has not improved enough with medications, the implant of a
device, or surgeries. Unfortunately, due to the lack of donors, only a few of those on the
waiting list for the new heart can have one.
The International Society for Heart and Lung transplantation reports that every year be-
tween 4000 and 5000 heart transplantation surgeries are performed and that the majority
is carried in North America and Europe (Figure 1.17) [24]. In 2018 in Italy, 233 heart
transplant were performed: data reports that one year after transplant the 80,9% of the
patients are survived and the 90,1% of them work or is able to work [25].

The surgery procedure leads to cardiac denervation which results is an elevated rest-
ing heart rate (around 90 bmp) and subnormal exercise response, which negatively affects
patients’ quality life and clinical outcomes. This happens because the donor heart’s in-
trinsic heart rate control allows the heart to continue its main function of pump, but what
is lacking is the fine autonomic control. Because of the surgical operation required for

Figure 1.17: Number of heart transplants per year and geographic region [24].
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the HTx, the parasympathetic vagal neurons are interrupted, which also implies the loss
of the SA node innervation, and the efferent postganglionic sympathetic nerve fibers and
afferent nerve fibers directed from the myocardium to the CNS are interrupted as well. A
comprehensive overview of evidences of early and long-term HTx in given by Awad M.
et al. [26].
In early HTx recipients, cardiac denervation alters cardiovascular control in HTx recipi-
ents whose effects are:

• Increased HR due to the lack of parasympathetic vagal efferent nerve connections
than normal HR at rest. A resting HR ≥ 90 or 100 bpm in recipients at 1-year post-
HTx was found to be an independent predictor of lower survival rates at 3, 5, and 10
years post-HTx when compared with recipients with HR < 90 bpm.

• Diminished exercise capacity because denervated hearts must rely on circulating,
rather than cardiac, CAT release to adapt to the increased needs of exercise and this
adaptation is insufficient to reach normal HR and contractility. Furthermore, the lack
of sympathetic direct input to the heart causes a lower increase in HR in response to
exercise and the maximum HR reached is lower than the normal. Also, the decrease
in HR during recovery from exercise is slower than the normal rate. In addition,
cardiac denervation causes an abnormal cardiac output (CO) response to exercise.

• Lower HRV because the denervation leaves the heart under hormonal and internal
control loops only.

• Higher sensitivity to circulating CAT due to the lack of presynaptic neuronal inputs,
which may affect inotropic responses and increase the frequency of arrhythmias, and
altered response to adrenergic drugs, which requires adjustments to pharmacother-
apy in HTx recipients.

Cardiac reinnervation has been shown to occur in 40% to 70% of recipients late after HTx
and sensory reinnervation may occur as well. Sympathetic reinnervation occurs at least
5 to 6 months after HTx. It requires the presence of functional nerve terminals occurring
outside the heart that are connected to nerve terminals in the transplanted heart. In con-
trast, parasympathetic reinnervation seems to occur more than 1 to 3 years following HTx.
It has to be noted that ventricular reinnervation seems to be time-dependent, whereas SA
node reinnervation does not and the latter may be present in some but not all patients.
Awad M. et al. [26] reports that some improvements in autonomic cardiac control can be
observed as a consequence of cardiac reinnervation:

• In response to exercise, late HTx recipients reach the peak HR with a higher rate in
respect to early HTx recipients suggesting cardiac reinnervation late after HTx.

29



Introduction

• HRV is shown to increase after 3 years post-HTx, but this increase seemed to differ
among HTx recipients confirming cardiac reinnervation’s heterogeneity. Moreover,
the increase in LF - and HF - power of the HRV spectrum differ:

– The LF power component of HRV was directly associated with sympathetic
reinnervation in the sinus node post-HTx and it was observed to be higher in
the reinnervated and late HTx recipients than in the early ones. Additionally,
the LF spectrum was similar between late HTx recipients and control subjects,
suggesting potential good reinnervation.

– Even 3 years post-HTx, none of the recipients showed any increase in HF-power,
confirming the absence of parasympathetic reinnervation.

1.7 Vagus Nerve Stimulation
Nowadays, functional electrical nerve stimulation has a wide field of applications such as
cardiac pacemakers, phrenic pacemakers to compensate respiratory insufficiency, motor
nerve stimulation, electrical nerve stimulation for urinary or anal incontinence, etc. [17].
The term ’functional’ underlines the aim of nerve stimulation: the restoring of a function.
For an optimal nerve stimulation application, some basic knowledge about the mechanism
of natural excitation is needed. In this field, Pioneers were Hodgkin and Huxley that in
1952 discovered the process of the excitability of nerve fibers by performing experiments
on giant squid axons [27] that made them earn a Nobel prize.

The term vagus nerve stimulation (VNS) is generally used to indicate any technique that
stimulates the VN. It is usually applied invasively: the implant procedure is performed
under anesthesia. It requires surgical subcutaneous implantation of a commercially avail-
able programmable pulse generator and an electrode in contact with the VN through a
second incision in the neck area. The pulse generator is usually placed in the upper chest
area and attached to a lead wire which is passed through a subcutaneous tunnel. Parame-
ters of stimulation are usually chosen individually to provide the expected response. They
are set using an external device placed on the skin over the implanted device. The pro-
grammable parameters are:

• Current intensity which indicates the amplitude of the electrical stimulus measured
in milliamperes (mA)

• Pulse width which is the duration of the pulse measured in microseconds (ms)

• Interpulse period or frequency measured in seconds (s) or Hertz (Hz) respectively

• ON/OFF duty cycle which describes the stimulus on-time and off-time measured in
seconds (s); this is needed only when the stimulation is not applied continuously
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In 1997, the US Food and Drug Administration (FDA) approved the implantation of a
medical device for VNS as adjunctive therapy for reducing the frequency of seizures in
patients >12 years of age with partial-onset seizures refractory to antiepileptic medica-
tions and in 1999, the FDA approved the use VNS for the long-term treatment of chronic
treatment-resistant depression (chronic TRD) in patients >18 years. Small open-label
studies and case series reports have described the use of VNS for rapid cycling bipolar
disorder, treatment-resistant anxiety disorders, Alzheimer’s disease, chronic refractory
headaches, and obesity, although none of these uses has been given FDA approval [28,
14].
The electrode can be applied either to the left or the right cervical vagus nerve. In left
VNS, the electrode implanted is a lead wire. It is the standard procedure to treat refrac-
tory epilepsy [29] and depression and both field VNS has moved beyond the experimental
phase and into the clinic; clinicians are faced with deciding who is an appropriate patient
for this surgical implant and how to integrate VNS into existing treatment in order to op-
timize both efficacy and safety [30].
Instead, when right VNS is applied, the main target of this treatment is inducing a car-
diac response. The heart’s vagal innervation is asymmetrical in nature, such that the right
branch has a major effect on the heart the left. The type of electrode implanted is a cuff
electrode that can be more selective in activating vagal efferent fibers. The deterioration
of heart functions can be irreversible and difficult to control and, despite recent advances
in therapy, mortality and morbidity remain high. In search of alternative treatments for
managing HF, clinicians have been investigating the use of VNS. Preclinical studies [31]
and one phase II human study [32] suggest that chronic right cervical VNS is safe and
effective for treating HF.
The adverse effects of VNS are mostly stimulation-related. They can be due to the stim-
ulation of any body structure enervated by the vagus nerve, but mainly, since 80% of the
VN fibers are afferent, they are caused by the propagation of the electrical pulses from
the point of attachment of the electrode toward the brain leading to an indirect response.

1.8 Numerical models of the cardiovascular system
Numerical models are a simplification of reality that can contribute to understanding com-
plex systems, evaluate their perturbation and make predictions [33]. The research in this
field is spreading in recent years due to the potential benefits they can carry in a wide
range of applications. Their strength resides in the capability of representing complex
environments in a simplified way helping in various stages a study to define the right op-
erative choices. Even if the development of the model is often time-consuming, it can
improve the accuracy of an experimental set-up, allowing, in many cases, to save money
and time by preventing experimental failures and high-risk attempts on animals or hu-
mans and increasing productivity.
The process of modelling is usually divided into four stages, namely building, studying,
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testing and use [33]. Unfortunately, it is hardly ever the case that stages proceed linearly
from building to use. Most commonly, defects found at the studying and testing stages
result in the necessity to return to the building stage to perform the corresponding cor-
rections. Of course, any changes that are made to the model require the repetition of the
studying and testing stages, leading to an elongation of the process. The testing stage can
be divided in two sub-stages: in the first one, a cluster of experimental data is used (test
set); once that the model can reproduce them, another cluster of data (validation set) is
used for the validation of the model. The use of the model can be involved to show some
important features difficult to be measured in experiments but also to predict the response
of the modeled system to certain perturbations.
Diseases of the cardiovascular system are one of the main problems in contemporary
health care, causing many deaths in mid-aged people [34]. Mathematical models of
the human cardiovascular system can help to understand better hemodynamics and their
changes induced by disease. Through a model, many aspects can be tested more than the
mechanics itself, such as the effect of a therapy or of a medical device.
Models, as illustrated in Figure 1.18, are generally classified in two big families: lumped
parameter, also called zero-dimensional (0D), and distributed parameter models that can
be in one, two or three dimensions (1D, 2D, 3D) [35].

0D models simulate the hemodynamics of the circulatory system under the assump-

Figure 1.18: Models classification [35]
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tion of a uniform distribution of the fundamental variables (pressure, flow and volume)
within any compartment (organ, vessel or part of vessel) of the model at any instant in
time, whilst the higher dimensional models recognize the variation of these parameters
in space. The choice of the appropriate dimensionality, depends on the question that the
model should help to answer and on the required accuracy.
The basic assumption of the lumped model is the hydraulic-electrical analog which re-
flects the similarity between the cardiovascular and the electric circuit:

• Blood flowing in the circulatory system corresponds to the current flowing in an
electric circuit

• Blood pressure gradient corresponds to the voltage gradient

• Hydraulic impedance towards whom the blood is pushed corresponds to the electric
impedance. In particular, the hydraulic impedance represents the combined effect
of the frictional loss, vessel wall elasticity and blood inertia in the blood flow. Those
features have their analog in the electric impedance in resistance (R), capacitance
(C) and inductance (L).

Under this assumption, the investigation of cardiovascular dynamics can be described
by using methods for the analysis of electric circuits such as the Kirchhoff’s current law
instead of the continuity equation for mass conservation and Ohm’s law instead of the
Poiseuille’s Law to describe the flowing in a tubing. The electrical analog is unable to
describe the non-linearities that sometimes feature in cardiovascular mechanics; in that
case, integration with the governing equations of that phenomena can be added.
The Windkessel model [36] was the first lumped parameter model proposed to describe
the arterial flow. This was subsequently expanded to cover the modeling of other organs
such as the heart, heart valves, and veins. It is known that the pressure in the arterial

Figure 1.19: The Windkessel model proposed by Weber [36].
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system is not constant but varies over the heartbeat and this is related to the elasticity
of the large arteries. Weber was probably the first who proposed a comparison of the
volume elasticity of the large arteries with the Windkessel present in fire engines (Figure
1.19). In 1899 Frank proposed the quantitative formulation of the so-called two-element
Windkessel model. This latter is constituted by:

• A resistance element: the Poiseuille’s law states that the drop in pressure Δ𝑃 (1.2)
is proportional to the dynamic viscosity (𝜇), length of the tubing (𝐿) and the volu-
metric flow rate (𝑄) and inverse proportional to the fourth power of the radius (𝑅)
as described by Equation (1.3):

Δ𝑃 = 8𝜇𝐿𝑄
𝜋𝑅4 (1.2)

By applying the electric analog, the resistance of the vessel (𝑅𝑣) is described by
Equation (1.3):

𝑅𝑣 = 8𝜇𝐿
𝜋𝑅4 (1.3)

Considering the vascular system as a series of tubes of different diameters where the
arteries have the biggest radius and capillaries and arterioles the smallest, these latter
provide the highest resistance. When all individual resistances are added, the total
peripheral resistance (𝑅as) is obtained, which can be approximated with capillaries’
resistance. In the analog, the 𝑄 corresponds to the 𝐶𝑂 and the Δ𝑃 is the difference
between the aortic pressure (𝑃ao) and the venous pressure (𝑃𝑣) that can be assumed
almost zero because of its order of magnitude, which is one or two times smaller
than the 𝑃ao. With these assumptions, the 𝑅as can be simply calculated as described
in Equation (1.4):

𝑅as = Δ𝑃
𝑄 = 𝑃ao − 𝑃𝑣

𝐶𝑂 ≃ 𝑃ao
𝐶𝑂 (1.4)

• A compliant element: compliance (𝐶) is defined as the change in volume (Δ𝑉 ) for
a given change in pressure (Δ𝑃 ) as in Equation (1.5).

𝐶 = Δ𝑉
Δ𝑃 (1.5)

In the vascular system, it is mainly determined by the elasticity of the large arteries.
It can be obtained by the addition of the compliances of all vessels and is therefore
called total arterial compliance (𝐶as). Its value is not easy to be directly measured
in an experiment by injecting a volume in the arterial system avoiding losses at the
periphery; Frank estimated its value from pulse wave velocity in the aorta.

In the 1930s and 1940s, numerous researchers tried to improve the two-element Wind-
kessel by adding resistance and/or inertance terms and by adding effects of reflected waves
developing the three/four elements Windkessel [36]. Since then, many models were de-
veloped to describe the cardiovascular system. In [34] a wide overview of those models is
given; in 2006, Hassani et al. [37] has even proposed a 42-compartment model in which
every compartment includes a resistor, a capacitor and an inductor.
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1.9 Nerve Models
Modeling the axon membrane behavior can help to understand the mechanism of gen-
eration and propagation of the APs. In particular, precise models are currently studied
and applied to acquire knowledge about the possible interactions with the nerve from the
external. This is the case of the simulation of functional electrical nerve stimulation: it
is possible to simulate both intra- and extracellular stimulation of the nerve membrane.
This procedure accompanies research of more efficient functional electrical stimulation
methods needed for the biomedical engineering and neuromodulation. [38]. Many mod-
els were developed through in the past years: the first was the Hodking-Huxley membrane
model, which built the basis for all the following ones, the Frankenhaeuser-Huxley model,
which was introduced for myelinated axons, the Fitzhugh model, the CRRSS model and
many others [17].

1.9.1 Hodgkin-Huxley neuron membrane model
Hodgkin and Huxley were the first to provide a description of the behavior of the mem-
brane potential of neurons, also simulating ion channels [27]. They based their work on
the giant squid axon that, thanks to its big diameter, is easier to be investigated. With the
patch-clamp technique, they measured the current flowing in an ion channel by applying
a constant voltage and then developing equations for different types of channels.
The equivalent circuit that models the membrane is constituted by (Figure 1.20) [17, 27,
38]: a channel for the potassium and another for the sodium, which allow the flowing of
ion currents through the membrane; a leakage conductance current; and a capacitance in
parallel which represents the dielectric properties of the phospholipid bilayer constituting
the membrane. Referring to the equivalent circuit in Figure 1.20, by applying the basic
laws of circuitry and the Kirchhoff’s current law, it is possible to obtain:

𝐼𝑎𝑐𝑡𝑖𝑣𝑒 + 𝑔𝑙𝑘 ⋅ (𝑉 𝑚 − 𝐸𝑙𝑘) + 𝑑𝑉 𝑚

𝑑𝑡 ⋅ 𝑐 = 0 (1.6)

where 𝐼𝑎𝑐𝑡𝑖𝑣𝑒 includes of the current flowing in both the sodium and potassium (active)
channels, 𝑔𝑙𝑘 is the conductance, 𝑉 𝑚 is the membrane potential, 𝐸𝑙𝑘 is the reversal or
Nernst potential and 𝑐 is the capacitance of the membrane.
Reordering the equation, the rate of change of the membrane voltage is:

𝑑𝑉 𝑚

𝑑𝑡 = −(𝐼𝑎𝑐𝑡𝑖𝑣𝑒 + 𝑔𝑙𝑘 ⋅ (𝑉 𝑚 − 𝐸𝑙𝑘))/𝑐 (1.7)

Active channels are voltage dependent and this behavior is modelled with the use of a
time and voltage dependent conductance 𝑔(𝑡,𝑉 𝑚):

𝑔(𝑡,𝑉 𝑚) = 𝑔 ⋅ ∏ 𝑚𝑖(𝑡,𝑉 𝑚)𝑝𝑖 (1.8)
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Figure 1.20: Hodgkin-Huxley neural membrane equivalent circuit [38]

where 𝑔 is the maximal conductivity of the sodium/potassium channels, 𝑝𝑖 is an integer
and 𝑚𝑖 is the probability to have open gates which leads ions pass through [17]. It is
defined as:

𝑑𝑚(𝑡,𝑉 𝑚)
𝑡 = 𝛼𝑚(𝑉 𝑚) ⋅ (1 − 𝑚) − 𝛽𝑚(𝑉 𝑚) ⋅ 𝑚 (1.9)

where 𝛼 define the opening rate, 𝛽 the closing rate, they are determined experimentally
with patch and voltage clamp methods and differ between cell types and ion channels.
Having 𝑚 = 1 means that all gates are opened, 𝑚 = 0 means that they are all closed.
The Hodgkin-Huxley model is called local [17] because it describes the behavior of the
membrane in a fixed point.

1.9.2 Propagation of Action Potentials
To describe the propagation of an action potential through the axon or dendrites, the cable
theory can be applied to calculate the current flux. The neuron is divided in many parts
called compartments and each of them have different geometric properties and assumed
to be an isopotential element. Every compartment can be connected to 𝑛 other compart-
ments, this means that more than currents flowing in and out of the membrane described
by equation (1.7), also currents coming from other compartments have to be taken into
account. Under this assumption, the membrane potential can be described by [38]:

𝑑𝑉 𝑚

𝑑𝑡 = −(𝐼𝑎𝑐𝑡𝑖𝑣𝑒 + 𝑔𝑙𝑘 ⋅ (𝑉 𝑚 − 𝐸𝑙𝑘) + ∑𝑛
𝐼 𝑖𝑛𝑡

𝑛 )/𝑐 (1.10)
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where 𝐼 𝑖𝑛𝑡
𝑛 represent the current influx from the 𝑛-th compartment:

𝐼 𝑖𝑛𝑡
𝑛 =

𝐸𝑖
𝑘 − 𝐸𝑖

𝑛
(𝑅𝑘 + 𝑅𝑛)/2 (1.11)

where 𝑘 is the connected compartment and 𝐸𝑖 is the intracellular voltage.

1.10 Sensitivity Analysis
Sensitivity Analysis (SA) is the study of the uncertainty of the model output attributed
to different sources of uncertainty of the model input [39]. SA applied to mathematical
models is an important tool to define between a high number of free parameters, which
ones have a major influence on the output. There are different aim of the SA:

• Ranking: provides an ordering of the inputs based on their effect on the variability
of the model output.

• Screening: defines which inputs are uninfluential on the variability of the model
output. Typically, to those input a constant value is attributed.

• Mapping: observe the effect of the inputs on the output. This is useful to find a
combination of parameters which makes the model stable or maximize the output.

There are different methods to conduct the SA, but none of them is suitable for all these
three aims. To choose the appropriate SA method, other characteristic has to be taken
into account.
A first distinguish is done between local and global methods. The first evaluates the model
inputs at a specific point of the input space, while the second evaluates the sensitivity at a
different point in the input space and then performs the mean of these sensitivities, which
represents the influence that the input has of the output uncertainty. Moreover, most of
the global methods also measure the interactions of the given input in combination with
some other(s).
Another classification of the methods is based on the number of varied inputs for each suc-
cessive model simulation. In the one-at-a-time (OAT) only one input can change whereas
in the many-at-a-time (MAT) two or more inputs are changed per model evaluation. Lo-
cal methods can only be OAT-based, while the global ones can be either OAT or MAT
but are computationally more expensive.
The process that generates the input samples with which the model is iteratively evaluated
is called sampling and different strategies are used:

• Random sampling: random values in the interval [0,1] are generated and associated
with the input value. The previously assigned values do not influence the newly
generated value with the risk that the parameter space is not uniformly covered.
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• Latin hypercube sampling: near-random samples are generated from a multidimen-
sional distribution, ensuring a more evenly distributed values.

• Sobol sequence generates quasi-random values ensuring that the input space is uni-
formly covered. Successive quasi-random points know about the position of previ-
ously sampled points and fill the gaps between them. Consequently, with this kind
of sampling, the model needs a lower number of iterations to converge.

1.10.1 Sobol’s method
Based on the classification above, Sobol’s method is global and MAT and allows the eval-
uation of the inputs through ranking and screening. As global, it has a high computational
cost and allows the evaluation of non-linearities and interactions.
The model output (𝑌 ) is considered a function of the 𝑛 model inputs (𝑋𝑖) as described in
equation 1.12.

𝑌 = 𝑓(𝑋1,𝑋2, ...,𝑋𝑖, ...,𝑋𝑛) (1.12)

The Sobol’s method is a variance-based technique which decomposes the model variance
into contributions from each factor as well as interactions. The calculation of two indices
can be performed by means of conditional variances:

• First-order index or main effect (𝑆𝑖) measures the direct influence of each input to
the output variance and it is calculated by equation 1.13.

𝑆𝑖 =
𝑉𝑋∼𝑖(𝐸𝑋∼𝑖(𝑌 ∣ 𝑋𝑖))

𝑉 (𝑌 ) (1.13)

where 𝐸 is the expected value, 𝑉 the variance, 𝑋∼𝑖 denotes all models factor except
the 𝑖th. This value can also be interpreted as the expected reduction in the output
variance if 𝑋𝑖 was to be fixed. Main indices are mainly used for ranking.

• Total-order index or total effect (𝑆𝑇𝑖) measures the first and higher order effects
(interactions) of factor 𝑋𝑖 [40] and it is defined by equation 1.14.

𝑆𝑇𝑖 =
𝐸𝑋∼𝑖(𝑉𝑋∼𝑖(𝑌 ∣ 𝑋∼𝑖))

𝑉 (𝑌 ) (1.14)

This value also represents the variance that would be left if all factors but 𝑋𝑖 were
to be fixed. Meaning that if the total index of 𝑋𝑖 is zero, 𝑋𝑖 is non-influential. Total
indices are suitable for screening [39].
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1.11 Purpose of the study
This study was carried out as part of the European project called NeuHeart [41] whose
aim is to build a smart neuroprosthesis to restore the vagal-cardiac closed-loop connection
after heart transplantation. The idea is to find a solution to the main clinical impairment
given by the denervation of the heart due to the transplant: chronotropic incompetence.
The neuroprosthesis shall restore the vagal-cardiac heart rate control by applying vagus
nerve stimulation that is adjusted based on certain physiological parameters acquired by
sensors, creating a closed-loop control of the heart.
The purpose of the study was to gain a better understanding of the acute cardiovascular
effects of VNS. A pre-existing model, developed at the Medical University of Vienna, was
extended, integrating a vagus nerve model and nerve stimulation. Finally, the influence
of each parameter of stimulation on chronotropism, inotropism and dromotropism was
studied performing an extensive sensitivity analysis to build the basis for implementing
their automatic control in the future stages of the project.
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Chapter 2

Methods

2.1 Overview of the Model
The model was implemented in Simulink and MATLAB®(The MathWorks®Inc, Natick,
Mass), and it can be classified as a lumped, zero-dimensional model.
A schematic overview of the model is given in Figure 2.1 and it is described by diving it
in three main compartments:

• Hemodynamic model which includes the entire cardiovascular system: left and
right ventricles and atria, heart valves, systemic and pulmonary circulations.

• Autonomic control model which includes the sympathetic and the parasympathetic
nervous system that, based on the signals from baroreceptors and lung stretch recep-
tors, release neurotransmitters (norepinephrine, which is substituted in the model
by the sympathomimetic drug isoprenaline (Iso), acetylcholine (ACh) and circulat-
ing catecholamines (CAT)) to the SA node determining its rate of depolarization
and therefore the heart rate (HR). A detailed modeling of the parasympathetic ner-
vous system is provided and includes pre-motor neurons and the vagus nerve, which
consists of a multi-axon model whose nerve terminals innervating the SA node are
represented with the ACh release model. The autonomic control provides a closed-
loop feedback system that regulates peripheral resistance, venous unstressed volume,
ventricular elastance and heart period.

• Stimulator which is a simple pulse generator that drives impulses to the vagus nerve.
Vagus nerve stimulation (VNS) can be asynchronized (A-VNS) if it is provided con-
tinuously, or synchronized (S-VNS) if a burst of impulses is triggered when a certain
heart-related event is detected (e.g. the P wave in the ECG).

The model can be operated in various conditions: healthy, heart transplant (HTx), healthy
with VNS and HTx with VNS.
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Figure 2.1: Overview of the model structure: the first compartment (outer part of the
scheme) is composed of the components of the cardiovascular system such as left and
right heart, pulmonary and systemic arteries and veins; the second compartment repre-
sents the autonomic control of the heart by means of the sympathetic and the parasym-
pathetic divisions. The sympathetic control releases isoprenaline (Iso) to the sino-atrial
(SA) node on the basis of the afferent receptor input. The parasympathetic control also
includes a more detailed representation of the afferent pathway through the lungs stretch
receptors and baroreceptors models that deliver signals to the CNS that implement the
efferent response. Pre-motor neurons activity leads to a release of acetylcholine (ACh)
from the vagal varicosities to the SA node. The adrenal medulla releases circulating cat-
echolamines (CAT). The amount of neurotransmitters that binds on the membrane of the
SA node cells play a major role in determining the heart rate (HR). To deliver VNS, a
simple pulse generator (third compartment) applies impulses to the vagus nerve. Each
block of the scheme represents a sub-model which interface with one another.
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2.2 Hemodynamic Model structure
The hemodynamic model is based on the work of Moscato et al. [42] and it is structured
in multiple compartments of the cardiovascular system. In Figure 2.2, the main com-
partments are illustrated and each of them is modeled through equations based on the
hydraulic-electrical analog (described in Section 1.8). A summary of the analog is given
in Table 2.1.

Hydraulic component Electric component
Pressure [mmHg] Voltage [V]
Fluid flow [l/s] Current [A]

Resistance to flow [mmHg ⋅ s/m3] Resistance [Ω]
Compliance [l/mmHg] Capacitance [F]

Inertia [kg ⋅ m2] Inductance [H]

Table 2.1: Hydraulic-Electrical analogue components and unit of measures.

Figure 2.2: Schematic diagram of the hemodynamic model structure: MV, mitral valve;
AoV, aortic valve; TV, tricuspid valve; PV, pulmonary valve. Adapted from [42]
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Heart chambers
The heart is composed of 4 chambers (two atria and two ventricles) and four valves. The
mathematical representation of the relation between blood pressure (𝑃 ) and volume (𝑉 ),
described in equation 2.1, is valid for all the four chambers.

𝑃 (𝑡) = 𝜑[𝑉 (𝑡), 𝑡] − 𝑅𝑖 ⋅ d𝑉 (𝑡)
d𝑡 (2.1)

where 𝑡 is the time, 𝑉 (𝑡) and 𝑃 (𝑡) are the instantaneous blood volume and pressure inside
the chamber and 𝑅𝑖 is the internal resistance that takes into account the dissipation of
energy due to ejection and therefore is negligible in the atria. The function 𝜑[𝑉 (𝑡), 𝑡],
formulate in equation 2.2, represents the non-linear time-varying elastance and its slope
is the elastance (𝐸(𝑡)).

𝜑[𝑉 (𝑡), 𝑡] = 𝜑𝑝 + 𝜑𝑎[𝑉 (𝑡)] ⋅ 𝐹𝑖𝑠𝑜(𝑡) (2.2)

where 𝐹𝑖𝑠𝑜(𝑡) represents the ventricular contraction function normalized with respect to
cardiac cycle duration (T) and peak amplitude (𝐸𝑚𝑎𝑥). 𝜑𝑝 and 𝜑𝑎 are the active and pas-
sive pressure-volume pump relationships, respectively which are proper of each chamber.
𝜑𝑝 also represents the end-diastolic pressure-volume relation (EDPVR) and 𝜑𝑝 + 𝜑𝑎 the
end-systolic pressure-volume relation (ESPVR). The function 𝜑𝑎 is modeled for all cham-
bers by using a parabolic relation described in equation 2.3.

𝜑𝑎[𝑉 (𝑡)] = [1 − (
𝑉 ∗ − 𝑉 (𝑡)
𝑉 ∗ − 𝑉𝑑 )] ⋅ 𝑃 ∗ (2.3)

𝑉 ∗ and 𝑃 ∗ are the peak isovolumetric pressure and volume, respectively and their po-
sition is used to locate the ESPVR curve in the pressure-volume (PV). The point with
coordinates (𝑉 ∗,𝑃 ∗) is also the vertex of the downward concavity of the parable passing
from the point with coordinates (𝑉𝑑 ,0), where 𝑉𝑑 is the ventricular dead volume, which
is the volume of the chamber when the pressure is zero.
Since the relation between 𝐹𝑖𝑠𝑜(𝑡) and 𝜑[𝑉 (𝑡), 𝑡] is direct, 𝐹𝑖𝑠𝑜(𝑡) is determinant in defining
the level of contraction of the chamber at a given time instant. The easiest way to model it
is to adopt as a function the positive half of a sin function, whose peak corresponds to the
ventricular systole. However, according to experimental data, the more accurate model
in this work set it as piecewise cubic functions.

Left Ventricle
As already mentioned, 𝜑𝑝 represents the passive characteristic of the ventricular muscle
(the EDPVR), which defines the stiffness of the ventricle when it is in the relaxed state.
Therefore, this characteristic is an index of the preload sensitivity, which describes how
much blood the ventricle will deliver depending on its filling pressure (the atrial pressure
or preload pressure). In equation 2.4, the formulation of 𝜑𝑝 for the left ventricle is given.

𝜑𝑝 = {
(𝑐3 ⋅ 𝑉 3 + 𝑐2 ⋅ 𝑉 2 + 𝑐1 ⋅ 𝑉 + 𝑐0) + 𝑃𝑜𝑓𝑓𝑠𝑒𝑡 if 𝑉𝑑 < 𝑉 < 𝑉0

𝛼 ⋅ 𝑉 𝛽 + 𝑃𝑜𝑓𝑓𝑠𝑒𝑡 if 𝑉 > 𝑉0
(2.4)
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𝑉0 is the ventricular unstressed volume modeled as an exponential function for a volume
greater than this value and as a cubic function for lower volumes. This because when the
volume is lower than 𝑉0, the EDPVR has inflection and the pressure has a faster decrease.

Right Ventricle
The right ventricle differs from the left one only for the function that describes 𝜑𝑝, but
except for the parameters values, the others equation stays the same. In this case 𝜑𝑝 is
modelled by means of a hyperbole reported in equation 2.5.

𝜑𝑝(𝑉 ) = 𝐻𝑅 ⋅ (𝑃 𝑒𝑐 + 𝑏) ⋅ 𝑉 − [100 ⋅ 𝐾𝑟 ⋅ (𝑃 𝑒𝑐 − 𝑉 ) + 1000 ⋅ 𝑎 + 𝑉 ⋅ 𝐻𝑅 ⋅ (𝑃 𝑒𝑐 + 𝑏)]
𝐻𝑅 ⋅ 𝑉 − (1000 ⋅ 𝐾𝑟 + 𝑉 ⋅ 𝐻𝑅)

(2.5)
Right and Left Atria

Atria differ from ventricles mainly for the contraction strength, which is lower and for
the timing of the beginning of the contraction. This latter is achieved by shifting the 𝐹𝑖𝑠𝑜
function by the 20% of the heart period before. Left and right atria are modeled in the
same way and the function that describes the passive characteristic 𝜑𝑝 is linear, as shown
in equation 2.6.

𝜑𝑝(𝑉 ) = (𝑉 − 𝑉0) ⋅ 𝐸𝑚𝑖𝑛 + 𝑃0 (2.6)

Heart Valves
The main aim of valves is to direct the flow in the forward direction. For this reason, valves
are modeled as resistors and the value of the resistance in the forward direction (𝑅𝑑𝑖𝑟) is
low, allowing the flow to follow the pressure gradient, while the value in the backward
direction (𝑅𝑖𝑛𝑣) is very high, simulating the valve closure. Equation 2.7 describes the
valve behavior in mathematical terms by means of the blood flowing through the valve
(𝑄𝑖𝑛). Moreover, an inertance term was added (𝐿𝑙𝑖) in series to the resistance to simulate
filling and ejection dynamics. The resistance values attributed to each valve (mitral, aortic,
tricuspid and pulmonary) are reported in Table A.4.

𝑅𝑣𝑎𝑙𝑣𝑒 = {
𝑅𝑑𝑖𝑟 if 𝑄𝑖𝑛 > 0
𝑅𝑖𝑛𝑣 if 𝑄𝑖𝑛 ≤ 0 (2.7)

Arterial and Venous circulation
The systemic and pulmonary arterial systems are modelled by using an evolution to a five-
compartment model of the Windkessel model developed by Otto Frank and described in
Section 1.8 [36]. While the systemic and pulmonary venous system is modelled according
to [43]. The electric analogue schemes are given in Figure 2.3 and the attributed values
in Table A.5.
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Figure 2.3: Electric analog of the arterial load model (left) and of the venous return (right)
[44].

2.3 Respiration
The mechanical modelling of respiration was implemented according to the model pro-
posed by Ursino et al. [45] to build the basis for the implementation of the effects of lung
stretch receptors. In particular, the model provides a time-varying formulation for the
intrathoracic pressure (𝑃𝑡ℎ𝑜𝑟) based on a given breathing frequency. It is described in the
system of equation 2.8.

𝑃𝑡ℎ𝑜𝑟 =

⎧⎪
⎪
⎪
⎨
⎪
⎪
⎪⎩

−5 ⋅ 𝛼 ⋅ 𝑇𝑟𝑒𝑠𝑝
𝑇𝑖

− 4 if 0 < 𝛼 < 𝑇𝑖
𝑇𝑟𝑒𝑠𝑝

−5 ⋅ 𝑇𝑖+𝑇𝑒−𝛼⋅𝑇𝑟𝑒𝑠𝑝
𝑇𝑒

− 4 if 𝑇𝑖
𝑇𝑟𝑒𝑠𝑝

< 𝛼 < 𝑇𝑖+𝑇𝑒
𝑇𝑟𝑒𝑠𝑝

−4 if 𝑇𝑖+𝑇𝑒
𝑇𝑟𝑒𝑠𝑝

< 𝛼 < 1

(2.8)

where 𝑇𝑟𝑒𝑠𝑝 is the respiratory period, and Ti and Te denote the duration of inspiration and
expiration, respectively; 𝛼 is a normalized variable which represents the fraction of the
respiratory cycle. Conventionally, 𝛼 = 0 corresponds to the beginning of inspiration.

d𝜖
d𝑡 = 1

𝑇𝑟𝑒𝑠𝑝
(2.9)

𝛼(𝑡) = 𝑓𝑟𝑎𝑐(𝜖) (2.10)

where the function “fractional part” 𝑓𝑟𝑎𝑐(𝜖) resets 𝛼(𝑡) to zero when it reaches the value
1.
The lung volume (𝑉𝐿), determinant variable to assess the activity and influence of the
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lung stretch receptors (see Sections 2.4 and 2.5.2 ), is linearly obtained from 𝑃𝑡ℎ𝑜𝑟, as
illustrated in equation 2.11.

𝑉𝐿 = 1.9 − 0.1 ⋅ 𝑃𝑡ℎ𝑜𝑟 (2.11)

2.4 Sympathetic Cardiac Control
The sympathetic regulation mechanisms use afferent information provided by arterial
baroreceptors and lung stretch receptors. However, differently for what is performed to
model the parasympathetic regulation in which a more physiological modeling approach
is used by modeling all the neural pathways (afferent and efferent), more straightforward
description of the sympathetic effect is performed according to the model proposed by
Ursino and Magosso [45]. In their work was adapted by excluding the parasympathetic
influence and creating proportional variables to gain an effect on the desired model out-
put.
The information from receptors modulates various cardiovascular parameters such as sys-
temic peripheral resistance, venous unstressed volume, heart contractility and heart pe-
riod. The first three control actions are purely sympathetic in nature and, therefore, no
adaptation on the model proposed in [45] was needed. As shown by the block diagram in
Figure 2.4, the control mechanism of these quantities is described by a first order dynamic.
Instantaneous mean aortic pressure 𝑃𝑎𝑜 and lung volume 𝑉𝐿 are continuously compared
to the respective set point value (𝑃𝑎𝑜,𝑟𝑒𝑓 and 𝑉𝐿,𝑟𝑒𝑓 ) calculating the differences which is
considered an error. These values are then multiplied by a gain proper of each effector
(𝐺𝑎𝜃 for the pressure and 𝐺𝑝𝜃 for the lung volume). Subsequently, the weighted errors
are summed together and passed to a sigmoidal static function that imposes upper and
lower saturation limits for the response. A pure delay (𝐷𝜃) and a first-order low-pass dy-
namic with time constant 𝜏𝜃𝑠 are then applied accounting to reproduce the timing of the
response.

Figure 2.4: Sympathetic regulation mechanisms acting on the generic effector 𝜃 which
can be systemic peripheral resistance, venous unstressed volume, end-systolic elastance
of the right or left ventricle and changes in isoprenaline concentration. Modified from
[45]
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The block diagram described in Figure 2.4 is mathematically formulated as illustrated
in equations 2.12-2.14.

𝑥𝜃 = 𝐺𝑎𝜃 ⋅ (𝑃𝑎𝑜 − 𝑃𝑎𝑜,𝑟𝑒𝑓 ) + 𝐺𝑝𝜃 ⋅ (𝑉𝐿 − 𝑉𝐿,𝑟𝑒𝑓 ) (2.12)

𝜎𝜃 = 𝜃𝑚𝑖𝑛 + 𝜃𝑚𝑎𝑥 ⋅ 𝑒±𝑥𝜃 /𝑘𝜃

1 + 𝑒±𝑥𝜃 /𝑘𝜃
(2.13)

d𝜃(𝑡)
d𝑡 = 1

𝜏𝜃
⋅ [𝜎𝜃(𝑡 − 𝐷𝜃) − 𝜃(𝑡)] (2.14)

where 𝜃 represents the generic effector for: the systemic peripheral resistance (𝑅𝑎𝑠), un-
stressed systemic venous compliance volume (𝑉𝑢𝑠𝑣), end-systolic elastance (𝐸𝑚𝑎𝑥) of the
right or left ventricle. All the parameter values are presented in table A.6

For what concerns the heart rate, the model provided by Ursino and Magosso [45]
was modified. In our model, the heart period is governed by the SA node model, whose
depolarization rate depends on the concentration of neurotransmitters such as Iso and
ACh. Since the concentration of ACh depends on the ACh release by the acetylcholine
release model, which is part of the parasympathetic control (see Section 2.8), the only
branch related to the sympathetic influence of the model in [45] was maintained leading
to a model with the same block diagram presented in Figure 2.4 that describe the changes
in the Iso concentration. Moreover, the adrenal medulla releases catecholamines directly
into the circulation. Therefore a first-order dynamic system (equation 2.15 and 2.16)
describes the release and spillover from vascular beds.

d𝑘𝑐𝑖𝑟𝑐
d𝑡 = 𝑛𝑜𝑟𝑎 − 𝑘𝑐𝑖𝑟𝑐

𝜏𝑘𝑐𝑖𝑟𝑐

(2.15)

d𝑛𝑜𝑟𝑎
d𝑡 = 𝑐𝑛𝑜𝑟𝑎

(𝑃𝑎𝑜 − 𝑃𝑎𝑜,𝑟𝑒𝑓 ) ⋅ 𝐺𝑎,𝑎𝑚 + (𝑉𝐿 − 𝑉𝐿,𝑟𝑒𝑓 ) ⋅ 𝐺𝑝,𝑎𝑚
𝜏𝑘𝑐𝑖𝑟𝑐

(2.16)

The total amount of Iso released by the sympathetic nervous system to the SA node cells
is the sum of three components: the Iso released directly by the sympathetic fibers that
project to the SA node, the Iso release indirectly through the circulation by the adrenal
medulla 𝑘𝑐𝑖𝑟𝑐,𝑇 and a baseline Iso value 𝐼𝑠𝑜𝑏𝑎𝑠𝑒, as described in equation 2.17 and 2.18.

𝑥𝑠(𝑡) = (𝑃𝑎𝑜 − 𝑃𝑎𝑜,𝑟𝑒𝑓 ) ⋅ 𝐺𝑎,𝑇𝑠 + (𝑉𝐿 − 𝑉𝐿,𝑟𝑒𝑓 ) ⋅ 𝐺𝑝,𝑇𝑠 (2.17)

𝐼𝑠𝑜(𝑡) = 𝑥𝑠(𝑡 − 𝐷𝑠) ⋅ 𝑐𝑠 + 𝑘𝑐𝑖𝑟𝑐 ⋅ 𝑐𝑐𝑖𝑟𝑐,𝑇 + 𝐼𝑠𝑜𝑏𝑎𝑠𝑒 (2.18)
To simulate changes in HTxR, selected parameters were modified in all the sympathetic
regulation mechanism models to induce a change in hemodynamics due to altered sympa-
thetic cardiac control. Parameter values used to simulate healthy individuals and HTxR
are given in Table A.6 of the Appendix.
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2.5 Physiological Model of Primary Afferent Neurons
A wide range of sensory neurons monitor the cardiovascular state and inform the CNS.
The present model only accounts for the two most relevant receptor types: arterial barore-
ceptors and pulmonary stretch receptors.

2.5.1 Model of Baroreceptors
Baroreceptors belong to the class of mechanoreceptors and they are stretch-sensitive.
They are located in the walls of the carotid arteries (carotid baroreceptors), to monitor
the pressure of blood flowing to the brain, and in the aorta to control the pressure of
blood flowing to the body (aortic baroreceptors).
When blood pressure increases, the arteries stretch the baroreceptor membrane and lead-
ing to an increase of firing rate. Otherwise, if the blood pressure falls, the firing rate
decreases. Their mechanism provides the set of the normal mean arterial pressure (about
95 mmHg in adults) that is taken as a reference for a continuous comparison with the
instantaneous pressure. Small deviations from the setpoint induce a large change in the
firing rate of baroreceptors, as previously described. However, the setpoint and response
shape is not fixed because it can adapt to prolonged deviations.
The afferent baroreflex was modelled by Ursino et al. in [46] on experimental data as a
linear derivative first-order dynamic block (equation 2.19) and a sigmoidal static charac-
teristic (equation 2.20).

𝜏𝑝 ⋅ d𝑃
d𝑡 = 𝑃𝑎𝑜 + 𝜏𝑧 ⋅ d𝑃𝑎𝑜

d𝑡 − 𝑃 (2.19)

𝑓𝑐𝑠 =
𝑓𝑚𝑖𝑛 + 𝑓𝑚𝑎𝑥 ⋅ 𝑒𝑥𝑝 (

𝑃 −𝑃𝑎𝑜,𝑟𝑒𝑓
𝑘𝑎 )

1 + 𝑒𝑥𝑝 (
𝑃 −𝑃𝑎𝑜,𝑟𝑒𝑓

𝑘𝑎 )

(2.20)

𝑘𝑎 = 𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛
4 ⋅ 𝐺𝑏

(2.21)

where 𝑓𝑐𝑠 is the firing rate of the carotid baroreceptors in response to the pressure sensed
𝑃 which is the output variable of the dynamic block and depends on the arterial (aortic)
pressure 𝑃𝑎𝑜; 𝑓𝑚𝑎𝑥 and 𝑓𝑚𝑖𝑛 are the maximum and minimum firing rate reachable of the
receptors; 𝜏𝑝 and 𝜏𝑧 are the time constants for the real pole and the real zero in the linear
dynamic block; 𝑃𝑎𝑜,𝑟𝑒𝑓 is the value of baroreceptor pressure at the central point of the
sigmoidal function; 𝑘𝑎 is a parameter, with the dimension of pressure, related to the slope
of the static function at the central point calculated by equation 2.21; 𝐺𝑏 is the maximum
baroreceptor gain.
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2.5.2 Model of Lung Stretch Receptors
Inflation of lungs at low pressure activates slowly adapting stretch receptors which project
to the medulla. Their activity depends on the tidal volume (𝑉𝑇 ). Equations 2.22 and 2.23
describe how the firing rate (𝑓𝑎𝑝) increases with increased 𝑉𝑇 .

d𝑓𝑎𝑝
d𝑡 = 1

𝜏𝑐
⋅ (−𝑓𝑎𝑝 + 𝜑𝑎𝑝) (2.22)

𝜑𝑎𝑝 = 𝐺𝑎𝑝 ⋅ (4 ⋅ 𝑉𝐿 − 9.2) (2.23)

where 𝑓𝑎𝑝 is the firing rate of the pulmonary stretch receptors in response to changes in
tidal volume 𝑇𝑉 ; 𝜏𝑐 is a time constant of the lung inflation; 𝐺𝑎𝑝 is a constant gain.

2.6 Physiological Model of Autonomic Parasympathetic
Premotor Neurons

Parasympathetic premotor neurons control parasympathetic preganglionic neurons which
protrude to the SA node, AV node, atria and ventricles. They are excited by increased
activity (firing rate) of baroreceptors (and chemoreceptors) and inhibited by increased
activity of lung stretch receptors. On this basis, equation 2.24 describes the firing rate
𝑓𝑒𝑣,𝑝𝑚 of vagal premotor neurons.

𝑓𝑒𝑣,𝑝𝑚 =
𝑓𝑒𝑣,0 + 𝑓𝑒𝑣,∞ ⋅ 𝑒

𝑓𝑐𝑠−𝑓𝑐𝑠,0
𝑘𝑒𝑣

1 + 𝑒
𝑓𝑐𝑠−𝑓𝑐𝑠,0

𝑘𝑒𝑣

− 𝑊𝑝,𝑣 ⋅ 𝑓𝑎𝑝 − 𝜃𝑣 (2.24)

where 𝑘𝑒𝑣 and 𝑓𝑒𝑣,∞ are constants, 𝜃𝑣 is an offset term, 𝑊𝑝,𝑣 is the synaptic weight of
the lung stretch receptor activity and 𝑓𝑒𝑣,0 is the resting vagal tone which describes a
continuous parasympathetic tonic activity. In fact, the intrinsic depolarization rate of
pacemaker SA node cells is around 1.67 Hz (100 bpm), but thanks to the parasympathetic
tone, the resting rate of a normal adult is lowered at around 1.17 Hz (70 bpm).
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2.7 Model of Vagus Nerve Axons

The vagus nerve (VN) at the cervical level is formed by thousands of fibers [16] and each
of them is a neuron axon. A widely used mammalian nerve fiber model was developed
by five authors who gave its name: the Chiu-Ritchie-Rogart-Stagg-Sweeney (CRRSS)
model [47, 48]. It models a myelinated fiber and it is similar to the one proposed by
Hodgkin and Huxley with the main difference that the potassium current is neglected.
Therefore, only the sodium and the leakage currents across the membrane are taken into
account. The electrical equivalent model of the CRRSS is shown in figure 2.5. It consists
of two compartments alternatingly chained together. The first of them represents the
node of Ranvier, which contains a sodium channel in parallel to the leak conductance and
a capacitance, while the second compartment is the internode which takes into account
the insulation provided by the myeline, therefore it is simply modeled with a capacitance
in parallel with a conductance.
As described in Section 1.9.2, each compartment can be modelled as in equations 1.10

Figure 2.5: Equivalent circuit of the CRRSS model [38]
.

and 1.11. Taking into account of the external stimulation, the current flowing through the
membrane because of it (𝐼𝑒𝑥𝑡) is described by means of the extracellular potential (𝑉 𝑒)
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as in equation 2.25. Thus equation 1.11 can be re-written as in 2.26

𝐼𝑒𝑥𝑡 = ∑𝑛

𝑉 𝑒
𝑛 − 𝑉 𝑒

𝑘
𝑅𝑎

(2.25)

𝑑𝑉 𝑚

𝑑𝑡 ⋅ 𝑐 = −(𝐼𝑎𝑐𝑡𝑖𝑣𝑒 + 𝑔𝑙𝑘 ⋅ (𝑉 𝑚 − 𝐸𝑙𝑘) + ∑𝑛

𝐸𝑛 − 𝐸𝑘
𝑅𝑎

+ ∑𝑛

𝑉 𝑒
𝑛 − 𝑉 𝑒

𝑘
𝑅𝑎

) (2.26)

where 𝑛 indicates the number of connected compartments, 𝑐 is the membrane capacity
calculated from equation 2.27 for the node and by diving its result for the number of
myeline sheaths (𝑁) for the internode compartment. 𝑅𝑎 is the axonal resistance of the k-
th compartment calculated with equation 2.28. The leakage conductance 𝑔𝑙𝑘 is calculated
for the internode by equation 2.29.

𝑐 = 𝑐𝑚𝑑𝜋𝑙 (2.27)

𝑅𝑎 = 𝜌 4𝑙
𝑑2𝜋

(2.28)

𝑔𝑙𝑘 = 𝑔𝑚
𝑁 𝑑𝜋𝑙 (2.29)

where 𝑑 is the compartment diameter, 𝑙 its length, 𝑐𝑚 the specific membrane capacity and
𝜌 the axoplasmic resistivity.
As illustrated in the electric scheme of the axonal membrane in Figure 2.5, the node of
Ranvier is the only crossed by 𝐼𝑎𝑐𝑡𝑖𝑣𝑒 which is given by the presence of the sodium channel.
It is calculated by equation 2.30 by means of the sodium conductivity 𝐺𝑁𝑎 calculated in
equation 2.31.

𝐼𝑎𝑐𝑡𝑖𝑣𝑒 = 𝐺𝑁𝑎𝑚2ℎ(𝑉 𝑚 − 𝐸𝑁𝑎) (2.30)

𝐺𝑁𝑎 = 𝑔𝑁𝑎𝑑𝜋𝑙 (2.31)

𝐸𝑁𝑎 is the sodium reversal potential and 𝑚 and ℎ are gating variables described by equa-
tions from 2.32 to 2.38.

d𝑚
d𝑡 = [𝛼𝑚(1 − 𝑚) − 𝛽𝑚𝑚]𝑘 (2.32)

dℎ
d𝑡 = [𝛼ℎ(1 − ℎ) − 𝛽ℎℎ]𝑘 (2.33)

𝑘 = 30.1𝑇 −3.7 (2.34)

𝛼𝑚 = 97 + 0.363𝑉 𝑚

1 + 𝑒
31−𝑉 𝑚

5.3

(2.35)

52



2.7 – Model of Vagus Nerve Axons

𝛽𝑚 = 𝛼𝑚

𝑒
𝑉 𝑚−23.8

4.17

(2.36)

𝛼 = 𝛽ℎ

𝑒
𝑉 𝑚−5.5

5

(2.37)

𝛽 = 15.6
1 + 𝑒

24−𝑉 𝑚
10

(2.38)

Extracellular stimulation modelling
Rattay et al. [49] developed a model to describe the complex, non-linear behavior of the
membrane potential, under the influence of a time-varying electrical field. The stimu-
lation is given by a single point electrode which constitutes the center of an orthogonal
Cartesian coordinate system. The medium in which the electrode resides is considered
homogeneous and the electric field can be calculated for a point with coordinates (x,y) by
means of which the distance 𝑑𝑒𝑙 between the electrode and the point can also be calculated,
as shown in equation 2.39.

𝑉 𝑒 = 𝜌𝑒𝐼𝑒𝑙
4𝜋 ⋅ √𝑥2 + 𝑦2 = 𝜌𝑒𝐼𝑒𝑙

4𝜋 ⋅ 𝑑𝑒𝑙 (2.39)

where 𝐼𝑒𝑙 is the current delivered by the electrode.
The so-called Activating function drives the extracellular potential and represents the rate
of change of the membrane voltage when the neuron is in its resting state right before
the stimulation. As shown in equation 2.40, it is proportional to the second-order spatial
differential along with the fiber.

𝑓 = 𝑑
4𝜌𝑒𝑐 ⋅ 𝜕2𝑉𝑒

𝜕𝑥2 (2.40)

It follows that in the discrete domain, taking into account that each compartment (𝑛) is in
contact with its two only neighbours ((𝑛 − 1) and (𝑛 + 1)), it is presented in the form of
equation 2.41.

𝑓𝑛 = 𝑑Δ𝑥
4𝜌𝑒𝐿𝑐 ⋅

𝑉 𝑒
𝑛−1 − 2𝑉 𝑒

𝑛 + 𝑉 𝑒
𝑛+1

Δ𝑥2 (2.41)

where Δ𝑥 is the node-to-node distance and L the node length. With the above considera-
tion, equation 2.26 can be rewritten as shown in equation 2.42.

d𝑉 𝑚
𝑛

d𝑡 =
[

−𝐼𝑎𝑐𝑡𝑖𝑣𝑒 − 𝑔𝑙𝑘 ⋅ (𝑉 𝑚 − 𝐸𝑙𝑘) + 𝑑Δ𝑥
4𝜌𝑒𝐿 ⋅

(
𝑉 𝑚

𝑛−1 − 2𝑉 𝑚
𝑛 + 𝑉 𝑚

𝑛+1
Δ𝑥2 +

𝑉 𝑒
𝑛−1 − 2𝑉 𝑒

𝑛 + 𝑉 𝑒
𝑛+1

Δ𝑥2 )]
/𝑐

(2.42)
Values used in the CRRSS are given in Table A.9 in the Appendix.
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2.8 Acetylcholine Release Model
Acetylcholine (ACh) is released in the neuroeffector junction by vagal stimulation and
binds on the membrane of the SA node cells to muscarinic receptors with the effect of
decreasing the rate of pacemaker depolarization and, therefore, the heart rate. After its re-
lease, the action of ACh is terminated by the combined processes of hydrolysis, performed
by the acetylcholinesterase which form choline that is transported back into the nerve ter-
minal to resynthesise ACh, and washout from the synaptic cleft. In his work, Dokos [50]
developed a three-compartment model which is illustrated in Figure 2.6. It describes a
bi-exponential decline of ACh concentration in the neuroeffector junction ([𝐴𝐶ℎ]). The
main store of ACh located in the nerve terminal, releases a certain fraction of its contents
(𝑘1) at each vagal stimulus. Simultaneously a fixed fraction (𝑘1) is also released into an
extra junctional space and therefore is not effective on the SA node cells and escapes
unhydrolyzed. In the neuroeffector junction compartment [𝐴𝐶ℎ] decline is rapid due to
hydrolysis (𝑘𝐻 ) and uptake back into the main store. While in the extra junctional space,
ACh decline and uptake into the main store occurs at a lower rate because it is only due
to the vasculature.

Figure 2.6: Three compartment ACh release model consisting of a main ACh neuronal
store, the neuroeffector junction and extra junctional space. Concentrations of ACh within
these stores are denoted by [𝐴𝐶ℎ𝑚𝑠], [𝐴𝐶ℎ] and [𝐴𝐶ℎ𝑒𝑥] respectively. 𝑘1 and 𝑘2 indicate
the fractions of [𝐴𝐶ℎ𝑚𝑠] released per vagal stimulus into the neuroeffector junction and
extra junctional spaces and 𝑘𝐷 is the effective diffusion rate between these latter two
compartments. 𝑘𝐻 is the rate of hydrolysis in the neuroeffector junction and 𝑘𝐸 is the
rate of escape from the extra junctional space to the vasculature. Modified from [50]
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The kinetics of the model described in Figure 2.6 are mathematically described by the
three equations 2.43-2.45.

d[𝐴𝐶ℎ]𝑚𝑠
d𝑡 = (

𝑘𝐻
𝐹𝑚𝑠 ) [𝐴𝐶ℎ] + (

𝑘𝐸
𝐹𝑚𝑠 ) [𝐴𝐶ℎ]𝑒𝑥 (2.43)

d[𝐴𝐶ℎ]
d𝑡 = −𝑘𝐻 [𝐴𝐶ℎ] − 𝑘𝐷([𝐴𝐶ℎ] − [𝐴𝐶ℎ]𝑒𝑥) (2.44)

d[𝐴𝐶ℎ]𝑒𝑥
d𝑡 = (

𝑘𝐸
𝐹𝑒𝑥 ) [𝐴𝐶ℎ]𝑒𝑥 + (

𝑘𝐷
𝐹𝑚𝑠 ) ([𝐴𝐶ℎ]𝑒𝑥 − [𝐴𝐶ℎ]) (2.45)

where 𝐹𝑚𝑠 and 𝐹𝑒𝑥 denote the fractional volumes of the main store and extrajunctional
space relative to the neuroeffector junction. Moreover, at the arrival of each vagal stimulus
there is an instantaneous transfer between compartments according to equations 2.46-2.48.

[𝐴𝐶ℎ]𝑚𝑠,0 = (1 − 𝑘1 − 𝑘2)[𝐴𝐶ℎ]𝑚𝑠 + [𝐴𝐶ℎ]𝑇 (2.46)

[𝐴𝐶ℎ]0 = [𝐴𝐶ℎ] + 𝑘1𝐹𝑚𝑠[𝐴𝐶ℎ]𝑚𝑠 (2.47)

[𝐴𝐶ℎ]𝑒𝑥,0 = [𝐴𝐶ℎ]𝑒𝑥 + 𝑘2 (
𝐹𝑚𝑠
𝐹𝑒𝑥 ) [𝐴𝐶ℎ]𝑚𝑠 (2.48)

where [𝐴𝐶ℎ]𝑚𝑠,0, [𝐴𝐶ℎ]0, [𝐴𝐶ℎ]𝑒𝑥,0 denote the values of ACh concentration in the re-
spective compartment right after the vagal stimulus.
Values associated with the ACh release model are reported in Table A.10 and they are
the same provided in [50] except for the value of the hydrolysis constant 𝑘𝐻 which is
reported to be of tricky measure. In particular, a comparison study reports that the 𝑘𝐻
value differs greatly between studies (between 0.2260 Hz and 50 Hz) [51]. For this rea-
son, this value underwent a fine-tuning, which was performed on the entire built model,
described in Section 2.12.

2.9 The Vagus Nerve
The VN at the cervical level is formed by thousands of nerve fibers (described by the
CRRSS model in Section 2.7). It is clear from Figure 2.7, that two aspects, directly de-
pendent from the CRRSS model, are the most crucial for this model: the diameter of
fibers (𝑑𝑖) and their distance from the electrode (𝑑𝑒𝑙,𝑖), which also influences the parame-
ter 𝑟 needed to calculate the activating function.
Due to the leak of literature histological studies performed on the human VN which re-
ports a count or a proportion between of the number of A, B and C fibers, the choice of
the number of fibers to include in the VN model was based on a histological study per-
formed on the porcine left VN at the mid-cervical level [18]. This study states that 80%
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of the fibers at this level are C fibers and provides a count of A and B fibers, which have
a proportion of 40%/60%, respectively.
Unmyelinated C fibers were not included in our model. The main reason for that is that
they are primarily afferent (sensory) fibers only and, for the purpose of this study, we are
only interested in modeling the efferent ones that are the target of the VNS. Moreover,
since C fibers are the smallest, their activation threshold is so high that it is assumed that
with the VNS therapeutic intensity levels, they would never be elicited [52].
Secondly, for what concerns the fiber topology, no information was found to be reliable.
Therefore a set of electrode distances equal in number to the amount of fibers was ran-
domly generated with a normal distribution.

Figure 2.7: Illustration of the building of the vagus nerve (VN). Each fiber is a CRRSS
model. In the VN there are hundreds of fibers, each with a proper diameter and distance
for the electrode 𝑑𝑒𝑙 (black rectangle).

Model dimensionality reduction

The considerations above imply that, in theory, the VN should be modeled by means of
hundreds CRRSS models to model A and B fibers each with its own 𝑑 and 𝑑𝑒𝑙, but this
approach requires a rather high computational power and therefore, the need of a super-
computer.
For this reason, a strategy for model dimensionality reduction was developed by using the
approach described in [53]. In simple words, it consists in the construction of a look-up
table whose ground is constituted by 3 axes that report the pulse width (𝑃 𝑤), the elec-
trode distance (𝑑𝑒𝑙) and the fiber diameter (𝑑). The output value is the current intensity
threshold (𝐼𝑡ℎ𝑟) needed to elicit the fiber with those features.
To calculate the 𝐼𝑡ℎ𝑟 for the implementation of the 3D look-up table, the CRRSS model
was iteratively run by setting all possible combinations of the ground parameters in a de-
fined range: [0.05 0.2] ms with steps of 0.05ms for the 𝑃 𝑤, [0.1 3] cm with steps of 0.1
cm for the 𝑑𝑒𝑙 and [1 12] 𝜇m with steps of 0.5 𝜇m for the 𝑑.
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Figure 2.8: Dimensionality reduction: inputs of the look-up table are the pulse width (𝑃𝑤),
a vector with 𝑛 electrode distances 𝑑𝑒𝑙 and a vector with 𝑛 fiber diameters; output of the
look-up table is a vector with the 𝑛 activation thresholds (𝐼𝑡ℎ𝑟). 𝐼𝑡ℎ𝑟 is compared with the
current intensity delivered from the stimulator (𝐼𝑠𝑡𝑖𝑚) and the number of activated fibers
(𝑁𝑎𝑐𝑡𝑖𝑣𝑒) is detected.

Once that the look-up table was obtained, it was integrated in the Simulink model with the
target of providing the number of activated fibers. As described in Figure 2.8, its inputs
are the pulse width delivered by the stimulator, a vector with the 𝑛 values of electrode
distances (one for each of the modeled fiber) and a vector with 𝑛 fiber diameters. The
output is a vector 𝐼𝑡ℎ𝑟, which provides the 𝑛 threshold intensities needed to elicit the mod-
eled fibers. Each value of the vector 𝐼𝑡ℎ𝑟 is then compared to the current intensity (𝐼𝑠𝑡𝑖𝑚)
delivered by the stimulator and the number of activated fibers (𝑁𝑎𝑐𝑡𝑖𝑣𝑒) is calculated.

Integration of Vagus Nerve Axons’ with the ACh Release Model
To integrate the ACh release model with the reduced VN model, the percentage of acti-
vated fibers is calculated and multiplied by a term proportional to the [𝐴𝐶ℎ] released by
a unique ACh release model.
Assuming that the timing of each burst of ACh release is synchronized with the pattern
of stimulation, the stimulator is directly attached to the ACh release model. This is not a
perfect representation of reality since, in this way, it is assumed that all fibers are releasing
ACh at the same time. But, as seen in Section 2.7, the diameter of the fiber determines its
conduction velocity. Therefore, bigger fibers release ACh with some advance in time with
respect to the smaller ones. However, the timing difference is not so significant (in the
order of 𝜇𝑠) and, therefore, this assumption provides a well explanation of the dynamic
as well.
The diagram block in Figure 2.9 describes the integration of the ACh release model and
the reduced VN and provides the description of the amount of ACh released in the con-
dition of vagotomy, which is necessary when performing a heart transplant.
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Figure 2.9: Diagram block of the entire vagus nerve, which contains the reduced axon
models and the synaptic end (the ACh release model). The first provides the percentage
of activated fibers (𝑁𝑎𝑐𝑡𝑖𝑣𝑒%) and the second the amount of ACh released by one fiber
([𝐴𝐶ℎ]𝑅𝑀 ). These two values are multiplied and a gain factor (𝐺𝐴𝐶ℎ,𝑠𝑡𝑖𝑚) is applied to
have the total amount of ACh released VNS ([𝐴𝐶ℎ]𝑠𝑡𝑖𝑚), which is also the amount of
ACh released in vagotomy

.

Integration of the Vagus Nerve with Premotor Neurons
To simulate the intact vagus, the premotor neurons are integrated. The basic assumption
that the VN firing rate is equal to the one of the premotor neurons is made. In this way,
there is no need to include into the intact vagus model an anatomical description of the
VN itself. The firing rate of the premotor neurons (𝑓𝑒𝑣,𝑝𝑚) directly determines the release
of ACh.
Since the ACh release model is sensitive to the instant of arrival of the impulse (or action
potential AP), the 𝑓𝑒𝑣,𝑝𝑚 was converted into a spike signal with the given frequency which
is the input to the ACh release model. As described in the diagram block in Figure 2.10,
again 𝐺𝐴𝐶ℎ,𝑝𝑚 is applied to the released ACh and the amount of ACh released thanks to
premotor neurons activation ([𝐴𝐶ℎ]𝑝𝑚) is summed with the previously calculated ACh
released because of stimulation ([𝐴𝐶ℎ]𝑠𝑡𝑖𝑚) providing the total amount of ACh released
by the VN ([𝐴𝐶ℎ]𝑡𝑜𝑡).
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Figure 2.10: Diagram block which describes the total amount of ACh released ([𝐴𝐶ℎ]𝑡𝑜𝑡)
with the intact VN. The ACh released because of stimulation ([𝐴𝐶ℎ]𝑠𝑡𝑖𝑚) is summed to
the one release by premotor neurons activity ([𝐴𝐶ℎ]𝑝𝑚). The ’Spikes’ block transform the
firing rate of premotor neurons (𝑓𝑒,𝑝𝑚) in action potential (APs) with the right frequency.

2.10 Sino Atrial Node
The implementation of the SA node was based on a Hodgkin-Huxley-type single-cell
human SA node model proposed by Fabbri et al. [54] who developed the rabbit SAN
cells model proposed by Severi et al. [55]. This model can reproduce the SA node cell’s
spontaneous depolarization, including variations in voltage and ionic conductance due to
autonomic control. This is made by elaborating the concentration of Acetylcholine (ACh)
and Isoprenaline (Iso, a sympathomimetic drug of norepinephrine), which are the input
of the SA node model. The authors provide a detailed description of the model in [54].
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2.11 PR interval model
The conduction speed of the atrioventricular (AV) pathway determines the delay of the
contraction between the atria and the ventricle. The conduction velocity is modulated
by the autonomic nervous system and, therefore, affected by VNS. The atrioventricular
conduction is visible on the EGC by means of the PR interval. This latter depends on two
opposite effects: the indirect effect which induce a prolongation of the PR interval caused
by the slowing of the HR and the direct effect which provokes its increases in response to
the direct action of the vagus on atrioventricular nodal cells [56].
Accordingly, with this explanation, a study [57] reports a negative linear correlation be-
tween the PR interval and the HR obtained in the absence of VNS. It is shown in equation
2.49 and represents the indirect effect.

𝑃 𝑅𝑖𝑛𝑑 = −𝑐𝑃 𝑅,𝑖𝑛𝑑 ⋅ 𝐻𝑅 + 𝑃 𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (2.49)

To model the direct effect (𝑃 𝑅𝑑𝑖𝑟), a term proportional to the ACh released by the VN is
added applying a first dynamic, as shown in equation 2.50 and 2.51.

d𝑃 𝑅𝑑𝑖𝑟
d𝑡 =

[𝐴𝐶ℎ] ⋅ 𝑐𝑃 𝑅,𝑑𝑖𝑟 − 𝑃 𝑅𝑑𝑖𝑟
𝜏𝑃 𝑅,𝑖𝑛𝑑

(2.50)

𝑃 𝑅 = 𝑃 𝑅𝑑𝑖𝑟 + 𝑃 𝑅𝑑𝑖𝑟 (2.51)
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2.12 Tuning of the model: Global Sensitivity Analysis
The study performed by Ojeda et al. [58] analyzes the acute cardiac response to different
VNS configurations, considering the chronotropic, dromotropic and inotropic cardiac ef-
fects. In particular, they apply to the intact right VN at the cervical level synchronized
VNS (S-VNS) with 75 different parameter configurations to six healthy sheep while ac-
quiring the associated cardiovascular response. By using a gaussian process regression,
they built a surrogate model that predicts the response of any parameter configurations
fitting the observed data acquired from each sheep. Then, a global sensitivity analysis
(GSA) with Sobol’s methods was performed to obtain the main and total sensitivity in-
dices and determine the main influencing stimulation parameters to elicit the cardiac re-
sponse.
Differently from the asynchronous VNS (A-VNS) in which the stimulation is constantly
delivered at a certain frequency, intensity and pulse width, S-VNS delivers a burst with
a certain amount of impulses when a certain even is detected. In [58], the S-VNS is trig-
gered by the R peak of the recorded ECG and the 75 different parameter configuration
are chosen with an optimized Latin Hypercube sampling with the aim to cover as best as
possible the range in which the parameters are made vary. In Table 2.2, the parameters
with their intervals are defined as reported by Ojeda et al. [58].

Parameter Notation Range
Current 𝐼𝑠𝑡𝑖𝑚 0,2 mA to 1 mA
Number of pulses 𝑁𝑝 1 to 4
Pulse width 𝑃𝑤 0,05 ms to 0.20 mA
Frequency 𝐹 21,3 Hz to 41 Hz
Delay 𝐷 16 ms to 156 ms

Table 2.2: Synchronize VNS parameter ranges and notation from [58].

2.12.1 Cardiac Effects’ Markers
Cardiac effects of VNS are assessed in [58] by calculating markers for each VNS pa-
rameter configuration (a detailed explanation of the markers is given in a previous study
[59]). The model output was processed to reproduce their experiments and compare re-
sults. S-VNS is applied using the depolarization of the SA node cell model as a trigger.
A simulation protocol of 50 s was tested: the first 20 s define the baseline (no VNS), at
t=20s VNS is applied and maintained until the end of the simulation.

Chronotropism marker
The chronotropism marker was evaluated from the HR model signal calculating the base-
line HR value (𝐻𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒) defined as the mean value of the last 15 s before VNS stim-
ulation is applied and the HR during VNS (𝐻𝑅𝑉 𝑁𝑆) defined as the mean HR after the
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transitory due to the beginning of VNS is passed ( between 35 s and 50 s).

𝐶𝑀 = (1 − 𝐻𝑅𝑉 𝑁𝑆
𝐻𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 ) ⋅ 100 (2.52)

Inotropism marker
The inotropism marker was calculated by means of the left ventricle pressure signal (𝑃𝑙𝑣).
The signal processing is shown in Figure 2.11: the first derivative d𝑃𝑙𝑣

d𝑡 is calculated and
the its maximums are detected, one for each heartbeat. To define the baseline value, the
mean of the last three cycles before VNS is applied is taken (𝑑𝑃 𝑑𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒) and the ’during
VNS’ value is the minimum of those maximum when VNS is applied (𝑚𝑖𝑛𝑑𝑃 𝑑𝑡𝑉 𝑁𝑆).
The marker (𝐼𝑀 ) is calculated as in equation 2.53.

𝐼𝑀 = 𝑚𝑖𝑛𝑑𝑃 𝑑𝑡𝑉 𝑁𝑆 − 𝑑𝑃 𝑑𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝑑𝑃 𝑑𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

⋅ 100 (2.53)

Figure 2.11: Data processing for the calculation of the inotropism marker: from acquired
pressure in the left ventricle (𝑃𝑙𝑣), the first derivative is calculated (d𝑃𝑙𝑣

d𝑡 ) and its maximum
detected. VNS is applied at 20s and maintained till the end of the simulation.
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Dromotropism marker
The dromotropism marker was evaluated on the PR interval signal. As the chronotropism
marker, also here it is simply calculated as the percentage reduction between ’during
stimulation’ mean value (𝑃 𝑅𝑉 𝑁𝑆) and the mean baseline value (𝑃 𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒) as illustrated
in equation 2.54.

𝐷𝑀 = (1 − 𝑃 𝑅𝑉 𝑁𝑆
𝑃 𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 ) ⋅ 100 (2.54)

2.12.2 Two-phases Model Tuning
First Phase: Marker’s Comparison

On the base of the reported markers from Ojeda et al. [58] measured on 12 sheep, a first
tuning was performed. Their data were processed, calculating the mean, the maximum
and the minimum value of each marker for each of the 75 parameter configurations. The
model was run iteratively comparing the model’s output, in terms of calculated markers
(𝐶𝑀 ,𝐼𝑀 and 𝐷𝑀 ), with the elaborated data from [58]. To produce the best fit of their data
certain model variables were manually tuned such as: A and B mean fiber diameters (𝑑𝐴,
𝑑𝐵), A and B amount and ratio of fibers (𝑁𝐴, 𝑁𝐵), electrode distance (𝑑𝑒𝑙), hydrolysis
rate constant (𝑘𝐻 ) and gain factors (𝐺𝐴𝐶ℎ,𝑠𝑡𝑖𝑚 𝐺𝐴𝐶ℎ,𝑝𝑚).

Second Phase: Global Sensitivity Analysis

The second stage of the tuning was finer and performed using the GSA results provided
by Ojeda et al. [58]. For this aim, the Global Sensitivity Analysis Toolbox [60] was used,
which is a set of routines provided by MathWorks and developed to calculate both the
main and the total indices of the GSA with Sobol’s method. The model was set in healthy
condition and the GSA was performed by defining 1000 parameters combinations whose
values are in the ranges defined in Table 2.2. The tuning was focused on the same model
parameters which were target of the first phase of tuning (𝑑𝐴, 𝑑𝐵, 𝑁𝐴, 𝑁𝐵, 𝑑𝑒𝑙, 𝐺𝐴𝐶ℎ,𝑠𝑡𝑖𝑚
𝐺𝐴𝐶ℎ,𝑝𝑚). The GSA was run iteratively and small manual variations in the model pa-
rameters values were applied. This is possible because small deviations from the values
obtained in the first stage of tuning do not produce a strong deviation from the marker
calculation result.

Global Sensitivity Analysis on S-VNS parameters
To assess possible changes, the GSA for HTx condition was also run calculating main and
total indices. The same setup used for the healthy condition was applied in terms of the
number of iterations and S-VNS parameters ranges.
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Global Sensitivity Analysis on A-VNS parameters
Nowadays, VNS has usually applied asynchronously (A-VNS) to the vagus nerve. For
this reason, the choice to investigate the influence of the only three parameters is defin-
able when A-VNS is applied: current, frequency and pulse width. Due to the lack of
experiments, no comparison with experimental data is possible. Therefore, the model is
considered reliable to compare the stimulation parameter influence on each cardiac effect
between the healthy and the HTx conditions.
The intervals given to the GSA tool for each parameter are: [0.1 - 1] mA for the current,
[0.05 - 0.2] ms for the pulse width and [0 - 15] Hz for the frequency. Main and total
indices were calculated for both the healthy and the HTx condition and their values com-
pared between one and others.

It has to be noted the performing the GSA with 1000 parameters combination is highly
time-consuming with a ’common’ computer (ASUSTeck Computer Inc. Intel(R) Core(TM)
i7 -6500 CPU @2.50 GHz 2.59 GHz), around 4 days to obtain both main and total indices.
Therefore, it was run using the Vienna Scientific Cluster (VSC-4) which is a supercom-
puter (Intel Skylake Platinum 8174 CPU @3.1 GHz 3.9 GHz) using 100 cores. This
produces a drastic reduction of the computation time up to a few minutes to obtain the
GSA results.

2.13 Validation Tests
To demonstrate the model’s validity, some tests were performed using literature studies
different from the one used for tuning. In this way, the model is evaluated on animal
species different from sheep, whose data were used for the tuning. Furthermore, the great
majority of the literature studies are performed applying VNS in an asynchronized man-
ner, giving the opportunity to verify if the model can reproduce A-VNS cardiac effects
even if the tuning was performed using data obtained applying S-VNS.

2.13.1 Chronotropic Effect
Three studies were identified to evaluate the chronotropic effect: [61] and [62] are per-
formed with Langendorff perfused rabbit hearts (isolated hearts) to investigate the effects
of direct sympathetic and vagus nerve stimulation while [63] is performed in vivo on dogs
with a setup which mimics the isolated heart.
In all of them, A-VNS is applied and the stimulation parameters were chosen to achieve a
submaximal heart response. As described in [62], to identify the proper combination of
parameters to achieve this target, pulse width and frequency were fixed to 200 𝜇s and 5
Hz, respectively and the model current intensity was increased iteratively up to reach the
minimum HR before inducing heart blockade. The same procedure was applied to the
model considering that the heart blockade is here interpreted as SA node blockade. The
stimulation current was then chosen as the value right before the one that produces the
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block and resulted in being 0.9 mA.
A frequency sweep stimulation protocol was applied using the following parameteriza-
tion: VNS was 100 s OFF/100 s ON to ensure the reach and maintain a stable HR for an
adequate period. The pulse width and the current were kept fixed at 200 𝜇s and 0.9 mA
while the frequency was increased according to the values reported in the three studies
(1, 2, 3, 5, 7, 10 Hz). The reduction in HR was then calculated in respect to the baseline
HR value and compared with the results reported in [61], [62] and [63].

2.13.2 Inotropic Effect
In the study performed by Lewis et al. [64], the contractility of cardiac muscle is assessed
utilizing the slope of the ESPVR, which represents the end-systolic elastance. This is a
more accurate indicator of the inotropism then the maximum rate of left ventricle pressure
rise (𝑑𝑃 /𝑑𝑡𝑚𝑎𝑥). However, its acquisition is more difficult because it requires the place-
ment of a conductance-pressure catheter inside the left ventricle. In [64], experiments are
conducted on both pigs and humans under anesthesia, but these latter were affected by
heart failure, therefore, we choose to base the simulation on the data from pigs.
The pig experiment is conducted in vivo with intact sympathetic innervation, dissected
left vagus nerve and temporary pacing wires attached to the peripheral end for electrically
stimulating the nerve. The branch of the model that carries the action potential evoked
by the CNS (afferent) control was detached to reproduce the experimental set up for the
model testing. In practical terms, referring to Figure 2.10, the bottom branch, which de-
livers [𝐴𝐶ℎ]𝑝𝑚 is substituted with a constant equal to 0.
As described in [64], A-VNS is applied with a set of parameters that produce a decrease
in HR of 20 ±1 bpm. The model baseline HR with the cut vagus is 100 bpm. The target
HR of around 80 bpm is achieved in the model with the following stimulation parameters:
current intensity = 0.78 mA, pulse width = 0.15 ms, frequency =10 Hz.
PV loops were displayed by plotting the left ventricle volume (LVV) on the x axis and the
left ventricle pressure (LVP) on the y axis. The upper left corners of the PV loops were
interpolated by a straight line in the form 𝑦 = 𝑚 ⋅ 𝑥 + 𝑝. m represents the slope of the
ESPVR, which is called end-systolic elastance (Ees).

To deliver a complete overview of the contractility changes, the end-systolic elastance
was evaluated, with the same data processing procedure, simulating healthy and the HTx
conditions and maintaining the same stimulation pattern.
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2.13.3 Dromotropic Effect
To evaluate the dromotropic effect a comparison was performed with a study performed
on dogs [56]. Here the atrioventricular conduction time (PR interval) is measured in
vivo when A-VNS is applied to the cut left vagus nerve. In particular, the measure the
PR interval stimulating the nerve with a fixed pulse width and current intensity while
progressively increasing the stimulation frequency. The results show a linear increase in
the PR interval with the increasing frequency with a certain slope.
The experiment’s setup was reproduced in the model: the denervated heart condition
was set and supramaximal stimulation, which involve all the fibers in the vagus nerve,
was applied. This is done in the model by setting a pulse width of 0.2 ms and a current
intensity of 0.9 mA.
A frequency sweep protocol was applied with 100 s ON/ 100s OFF to ensure stable PR
interval achievement. The frequency was increased as follows: 0.5, 1, 1.5, 2, 2.5, 3, 4,
5 Hz. The PR interval in the 100 s ON was averaged and displayed as a function of the
frequency and the slope of the PR interval-frequency relation was calculated to perform
the comparison with the result reported in [64].

2.14 Hemodynamic Parameters
In a previous stage of the development of the model, extensive literature research was per-
formed to build the basis for the implementation of the HTx condition [65]. This work’s
focus was placed on early HTx patients, including literature studies performed up to 1
year post-transplantation. In Table 2.3 the hemodynamic parameter obtained in resting
conditions are shown.

Healthy control HTxR
HR [bpm] 67.24±11.04 94.71±10.60
CO [l/min] 5.33±1.00 5.34±1.27
SBP [mmHg] 119.65±14.94 114.75±27.38
DBP [mmHg] 74.87±10.34 75.90±20.74
SV [ml] 73.97±14.24 53.68±15.92

Table 2.3: Resting hemodynamic parameters obtained from a polling of data from litera-
ture. Adapted from [65].

To get an overview of the changes of the hemodynamic parameters due to the appli-
cation of S/A-VNS, six simulations where performed: two are without VNS to provide
the baseline values (the first simulate the healthy control and the second in the HTx con-
dition), and other four simulations are with the application of S-VNS and A-VNS to the
baseline conditions. Each condition is tested with a 100 s long simulation where VNS is
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applied at t=50 s and maintained until the end of the simulation.
Here follows a list of the assessed hemodynamic variables and how they are obtained
from the model output:

• The HR is obtained as the inverse of the heart period (HP) multiplied by 60. The HP
is calculated as the time in seconds between two subsequent depolarization peaks of
the SA node.

• Systolic and diastolic blood pressure (SBP and DBP) were calculated on the aortic
pressure signal (𝑃𝑎𝑜). For each cardiac cycle, the maximum and the minimum were
detected and the average of each of them gives the SBP and DBP values.

• The stroke volume (SV) is defined as the amount of blood ejected by the ventricle
at each beat. It is calculated by the left ventricle volume as the difference between
its maximum and minimum. The results of each beat is then averaged.

• The cardiac output (CO) is defined as the amount of blood ejected by the heart in a
minute; therefore, it is simply obtained by implementing equation 2.55.

𝐶𝑂 = 𝑆𝑉 ⋅ 𝐻𝑅 (2.55)
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Chapter 3

Results
The model was capable of simulating different conditions to predict the cardiac response
to A-VNS and S-VNS in HTxR and healthy individuals. Selecting among HTxR and
healthy individuals is achieved with the user’s initial definition of a boolean variable.
This variable allows the load of the appropriate model parameter’s values to reproduce
the healthy or the HTx condition.
With the aim of building a model capable of reproducing experimental data and predicting
cardiac effects, the tuning was performed using the study of Ojeda et al. [58] which pro-
vides data strictly related to the three analyzed cardiac effects by reporting their marker’s
values and the global sensitivity main and total indices to describe the influence of the
stimulation parameters on the chronotropic, inotropic and dromotropic effect. Testing the
model in the same condition reported in [58], its capability to accurately predict the three
main cardiac effects when S-VNS is applied to the healthy individual was proven.
Moreover, to investigate if the condition (HTx or healthy) plays determinant role when
the main and total indices are investigated or, in other words, if the effect of each stimu-
lation parameter change in a denervated heart, the GSA was also performed in the HTx
condition and its results compared to the ones of the healthy.
A GSA was also performed to the stimulation parameters of A-VNS for both the healthy
and the HTx individuals. These are only preliminary results that need validation with
experimental data.

To provide a validation of the model, it was then tested in condition different from the
one used for the tuning. Three tests were performed, one for each cardiac effect. The
prediction of the model was then compared to the experimental data reported in literature
([56, 61, 62, 63, 64]).

69



Results

Figure 3.1: Generic simulation results for asynchronous vagus nerve stimulation (current
intensity 0.6 mA, pulse width 150 μs and frequency 25 Hz).

Figure 3.2: Generic simulation results for synchronized vagus nerve stimulation (current
intensity 0.6 mA, pulse width 150 μs, frequency 25 Hz, delay 156.2 ms and 4 pulses per
burst).
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3.1 – S-VNS Effects on Chronotropy, Inotropy and Dromotropy

To gain a comprehensive overview of the hemodynamics and make a quantitative com-
parison between the application of S/A-VNS in the healthy and in the HTx conditions,
mean values of heart rate, aortic pressure, volume of the cardiac chambers, and blood
flow entering or exiting from the cardiac chambers, cardiac output, and stroke volume
were evaluated.

Generic simulation results showing the chronotropic cardiac effect of synchronized and
asynchronous VNS applied to a HTxR are presented in Figures 3.1 and 3.2. The simu-
lation lasts 50 s in which the first 20 s are without VNS; then, the stimulation pattern is
applied in both cases and maintained until the end of the simulation. Change over time
of the HR and the stimulation pattern are displayed. A higher HR of 93 bpm can be seen
before the application of VNS. When VNS is applied, after a brief transitory, the HR
settles to a lower value (40 bpm in the case of the A-VNS and 82 bpm in the case of the
S-VNS).

3.1 S-VNS Effects on Chronotropy, Inotropy and Dro-
motropy

The model tuning was based on data reported by Ojeda et al [58] in which S-VNS is ap-
plied to 12 sheep with intact sympathetic and parasympathetic autonomic control (healthy
condition) with 75 different parameter configurations. As described in Section 2.12.1, the
three main cardiac effects induced by VNS, chronotropism, inotropism and dromotropism,
are quantified using markers.
The experimental set up was reproduced in the model and in Figures 3.3, 3.4 and 3.5 the
results of the markers calculated from the model output for each VNS parameter configu-
ration is given. The graphs show six-lines plots: on the x-axis of all of them, the number
of the simulation is given (from 1 to 75), while on the y-axis are given in this order from
top to bottom: the marker values obtained from the model (𝐶𝑀 for the chronotropism,
𝐼𝑀 for the inotropism and 𝐷𝑀 for the dromotropism), the pulse width (𝑃𝑤), the stimula-
tion current (𝐼𝑠𝑡𝑖𝑚), the frequency (𝐹 ), the number of pulses (𝑁𝑝) and trigger delay (𝐷).
The model’s predicted marker is compared to the one obtained in the reference study [58]
by displaying the minimum, the maximum and the mean values obtained, elaborating the
experimental data for each VNS parameter configuration applied.
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Figure 3.3: The chronotropism marker (𝐶𝑀 ) represents the percentage change in heart
rate due to stimulation. It is calculated from the model (red dot) and compered to the
Ojeda et al. study results [58] (in blue the mean value and in black the maximum and
minimum). For each of the 75 parameter configuration, pulse width (𝑃𝑤), current inten-
sity (𝐼𝑠𝑡𝑖𝑚), frequency (𝐹 ), number of pulses (𝑁𝑝) and trigger delay (𝐷) are given.
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3.1 – S-VNS Effects on Chronotropy, Inotropy and Dromotropy

Figure 3.4: The inotropism marker (𝐼𝑀 ) represents the percentage change of the rate of
change of the left ventricle pressure due to stimulation. It is calculated from the model
(red dot) and compered to the Ojeda et al. study results [58] (in blue the mean value and
in black the maximum and minimum). For each of the 75 parameter configuration, pulse
width (𝑃𝑤), current intensity (𝐼𝑠𝑡𝑖𝑚), frequency (𝐹 ), number of pulses (𝑁𝑝) and trigger
delay (𝐷) are given.
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Figure 3.5: The dromotropism marker (𝐷𝑀 ) represents the percentage change of the PR
interval due to stimulation. It is calculated from the model (red dot) and compered to
the Ojeda et al. study results [58] (in blue the mean value and in black the maximum
and minimum). For each of the 75 parameter configuration, pulse width (𝑃𝑤), current
intensity (𝐼𝑠𝑡𝑖𝑚), frequency (𝐹 ), number of pulses (𝑁𝑝) and trigger delay (𝐷) are given.
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3.2 – Global Sensitivity Analysis

3.2 Global Sensitivity Analysis
3.2.1 S-VNS applied to Healthy condition
The second stage of the model tuning requires the implementation of the global sensitiv-
ity analysis (GSA) with Sobol’s method to estimate the main and total sensitivity indices
for each of the S-VNS parameters: current intensity, pulse width, number of pulses, fre-
quency and delay using a quasi-random parameter set of 1000 combinations. The model
was set in the healthy condition and the GSA results are compared with the ones provided
from [58] in terms of mean and standard deviation. A graphical illustration is given in
bar plots in Figure 3.6 and the exact values are reported in Table 3.1.

CHRONOTROPISM
Main Indices Total Indices

Ojeda et al. Model Ojeda et al. Model
Current 47.45±8.83 51.16±2.02 71.79±5.52 75.83±0.88
Number of pulses 6.37±2.58 5.08±0.17 14.23±4.62 13.10±3.85
Pulse width 18.60±2.97 17.78±0.62 38.01±11.21 38.05±2.58
Frequency 0.21±0.16 -0.16±0 0.64±0.41 0±4.61
Delay 0.88±1.47 -0.11±0 2.26±3.36 0.18±4.59

INOTROPISM
Main Indices Total Indices

Ojeda et al. Model Ojeda et al. Model
Current 52.82±15.32 44.41±1.84 68.70±12.45 74.37±1.04
Number of pulses 5.19±4.13 7.79±0.28 12.43±9.48 20.73±3.83
Pulse width 22.94±5.93 17.07±0.63 35.92±11.40 39.52±2.79
Frequency 0.37±0.46 0.35±0.01 1.48±1.52 0.09±5.21
Delay 0.96±1.13 -0.42±0.01 2.51±1.84 0.77±5.05

DROMOTROPISM
Main Indices Total Indices

Ojeda et al. Model Ojeda et al. Model
Current 48.26±11.71 52.62±2.09 68.31±11.67 76.41pm0.88
Number of pulses 6.16±5.34 4.54±0.16 13.71±8.00 11.31±3.94
Pulse width 21.21±8.78 18.19±19 39.87±8.96 38.05±2.58
Frequency 0.13±0.09 -0.08±0 2.85±5.74 0±4.60
Delay 0.61±0.67 -0.06±0 2.86±2.83 0.06±4.59

Table 3.1: Comparison between the main and total sensitivity indices (mean±std [%] )
for chronotropism, inotropism and dromotropism performed by Ojeda et al. [58] with
the ones obtained from the model with a parameter set of 1000 different quasi-random
combinations.
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Figure 3.6: Comparison of the estimation of the main and total sensitivity indices for
chronotropism, inotropism and dromotropism performed by Ojeda et al. [58] with the
ones obtained from the model with a parameter set of 1000 different quasi-random com-
binations.
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3.2 – Global Sensitivity Analysis

It is visible that the main and total indices obtained from the model provide a good fit
of the Ojeda et al. [58] experimental data. Also, it is noticeable that the trend of both the
main and the total indices for each of the analyzed cardiac effects, is similar.
Observing the main indices (top of Figure 3.6), a preponderant influence on every cardiac
effect is given by the stimulation current intensity. The second most influential factor is
the pulse width and the third is the number of pulses. Negligible is the effect of stimulation
frequency and trigger delay.
The same trend of the indices is maintained, also looking at the total indices (bottom of
Figure 3.6), but the magnitude is bigger than the main ones.

3.2.2 S-VNS applied to HTx condition
To evaluate any changes in the influence of VNS parameters on each cardiac effect in the
condition of HTx with respect to the healthy condition, the GSA was performed with the
same settings used in Section 3.2.1 but simulating HTx.
The comparison between the results obtained from the model in the healthy and in the
HTx conditions is illustrated in Figure 3.7 and the detailed values of the HTx condition
are given in Table 3.2.
It can be noted that there is good accordance between the main and total sensitivity in-
dices of the healthy and the HTx condition when chronotropism and dromotropism are
evaluated: the magnitude of the sensitivity indices are similar and the trend is maintained
in the denervated heart. On the contrary, evaluating the inotropism, the magnitude of the
sensitivity indices vary a lot: in the case of the main ones, magnitudes are significantly
decreased and, for what concerns the total indices, they are widely increased. However,
in all cases, the trend is maintained.
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Figure 3.7: Comparison of the estimation of the main and total sensitivity indices for
chronotropism, inotropism and dromotropism performed in the healthy and the HTx con-
ditions.
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3.2 – Global Sensitivity Analysis

CHRONOTROPISM
Main Indices HTx Total Indices HTx

Current 50.72±2.43 75.79±0.97
Number of pulses 5.77±0.23 16.94±4.32
Pulse width 16.06±0.58 36.15±3.27
Frequency -0.41±0 0±5.55
Delay -0.41±0 0±5.55

INOTROPISM
Main Indices HTx Total Indices HTx

Current 24.11±1.80 90.17±0.78
Number of pulses 0.10±0.06 43.49±5.13
Pulse width 3.38±0.23 59.99±3.23
Frequency -1.74±0.11 9.24±9.09
Delay -0.42±0.01 24.96±6.74

DROMOTROPISM
Main Indices HTx Total Indices HTx

Current 47.66±2.30 75.01±1.01
Number of pulses 6.54±0.25 19.26±4.30
Pulse width 15.67±0.57 37.51±3.26
Frequency -0.31±0.01 0±5.69
Delay -0.31±0.01 0.04±5.69

Table 3.2: Estimation of main and total sensitivity indices (mean±std [%]) for
chronotropism, inotropism and dromotropism obtained with the model in the HTx set
up.

3.2.3 A-VNS applied to Healthy and HTx conditions

A GSA on A-VNS parameters using Sobol’s method was carried out to gain a better
insight and build the basis for implementing VNS parameters control strategies.
In this case, only three parameters are taken into account: current intensity, frequency and
pulse width. The GSA was implemented with 1000 parameter combinations and given
for both the healthy and the HTx conditions.
Results of the main and total sensitivity indices are illustrated as a comparison between
the two conditions in Figure 3.8 and the detailed values are given in Table 3.3.
Between the three cardiac effects and the two condition, the trend is similar: the current
have the highest magnitude in all cases and the second most influential parameter is the
pulse width. The stimulation frequency has the lowest indices, but differently from the
GSA performed on S-VNS parameters, it has a non-negligible role.
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Figure 3.8: Estimation of Sobol’s main and total indices for each A-VNS parameter on
each cardiac effect.
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3.3 – Model Validation

CHRONOTROPISM
Main Indices Total Indices

Healthy HTx Healthy HTx
Current 59.44±2.78 41.01±1.71 80.18±0.67 72.07±1.16
Pulse width 19.98±0.83 15.05±0.55 39.78±1.90 40.58±2.77
Frequency 0.73±0.00 8.95±0.34 7.88±0.03 27.07±3.53

INOTROPISM
Main Indices Total Indices

Healthy HTx Healthy HTx
Current 53.32±1.53 25.23±1.33 80.22±0.69 77.11±1.08
Pulse width 14.66±0.48 7.38±0.28 38.93±1.87 42.38±3.88
Frequency 2.88±0.09 11.83±0.51 14.86±2.83 48.79±3.32

DROMOTROPISM
Main Indices Total Indices

Healthy HTx Healthy HTx
Current 60.47±1.74 46.15±1.90 82.63±0.53 72.76±1.10
Pulse width 16.41±0.54 14.81±0.53 36.50±1.84 35.24±2.97
Frequency 3.08±0.10 8.90±0.34 5.47±3.11 25.02±3.45

Table 3.3: Global sensitivity indices (mean±std [%]) estimated with the Sobol’s method
of the asynchronized VNS parameters performed with 1000 different parameters combi-
nations for the healthy and the HTx conditions.

3.3 Model Validation

The model was tested in conditions that are different from those imposed in the tuning
stage to provide the validation of the cardiac effect’s modeling. In particular, the following
tests aim to evaluate the capability of the model of reproducing data provided in ex-vivo or
in-vivo studies performed by other researchers who investigate the cardiac effect of VNS
[56, 61, 62, 63, 64]. Also, as previously described, the model tuning is performed on data
obtained with the application of S-VNS on sheep. However, this type of vagus stimulation
is still not widely used. That’s why the following tests are performed applying A-VNS
having the opportunity to evaluate the capability of the model to predict the correct cardiac
response in stimulation conditions different from the one used for the tuning. Moreover,
the availability of human data is still restricted, but this stage allows the understanding of
differences in cardiac effects given by the animal species subjected to VNS.
The setup of the studies chosen for the comparison was reproduced in the model as best
as possible, without modifying any value in the model. All three implemented cardiac
effects are evaluated.
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3.3.1 Chronotropism
To evaluate the model capability of predict the chronotropic response, three studies were
chosen ([61],[62]and [63]) whose experiments are devoted to describing the change in
heart rate due to change in stimulation frequency.
As described in Section 2.13.1, to reproduce their experimental set up (isolated heart
in [61], [62] and denervated heart in [63]), the model was set in the HTx condition. A
frequency sweep protocol is carried out with fixed current intensity and pulse width to
elicit a submaximal response.
The results are shown in Figure 3.9, where the percentage reduction in HR is displayed as a
function of the frequency. The output of the model is compared with the data obtained ex-
vivo in rabbits ([61],[62]) and in-vivo with a pharmacologically induced isolated setting
in dogs ([63]). As expected, the HR reduction increases at increasing frequency and the
model prediction is accurate with respect to the experimental data.

Figure 3.9: Reduction in heart rate (chronotropic effect) in an isolated heart subjected to
asynchronous vagus nerve stimulation obtained by the model compared to literature data
[61], [62],[63].

3.3.2 Inotropism
The simulation results were compared to the study of Lewis et al. [64] to evaluate the
inotropic effects of A-VNS predicted by the model. In this study, the authors prove that
in both pigs and humans, the ventricular elastance, assessed by the slope of the ESPVR,
decreases with the application of VNS.
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3.3 – Model Validation

(a)

(b)

(c)

Figure 3.10: PV loops of the vagotomy (a), healthy (b) and HTx (c) conditions with
(right) and without (left) the application of asynchronous VNS (current intensity = 0.78
mA, pulse width = 0.15ms and frequency = 10 Hz). The black straight line represents the
ESPVR.
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Asynchronous VNS was applied to the model simulating the dissected vagus as described
in Section 2.13.2, leaving intact the sympathetic branch. The obtained PV loops are il-
lustrated in Figure 3.10 (a) without (left) and during (right) VNS and the slope of the
ESPVR, the end-systolic elastance, is calculated and reported in Table 3.4.
Differently from what is reported in [64], the elastance given by the model increases.
To see any differences, the same procedure was also applied in healthy and HTx condi-
tions. In Figure 3.10 (b) and (c) the PV loops are reported and the end-systolic elastance
values are given in Table 3.4. In none of the cases, the expected decrease is detected.

End-Systolic Elastance (Ees) [mmHg/ml]
without VNS with VNS

Dissected vagus 2.41 2.60
Healthy 2.54 2.61
HTx 2.39 2.43

Table 3.4: Elastance (Ees) calculated as the slope of the ESPVR for when simulating
dissected vagus, healthy condition and HTxR with and without VNS (continuous stimu-
lation: current intensity = 0.78mA, pulse width = 0.15ms and frequency = 10 Hz)

3.3.3 Dromotropism
The dromotropic effect was evaluated based on the study performed by Pirola et al. [56],
who observed that the length of the PR interval increases linearly with the increase of the
stimulation frequency. It is also reported the exact value of the slope increase, which was
experimentally evaluated in dogs.
As described in Section 2.13.3, the experimental set up was reproduced in the model
by setting the HTx condition fixing the current intensity and the pulse width to deliver
supramaximal stimulation and a frequency sweep protocol was carried out.
The mean value of the PR interval is shown in Figure 3.11 as a function of the stimulation
frequency and results to be linear. The slope was then calculated and it is shown in Table
3.5 compared to the one obtained in [56]. It can be observed that the model prediction is
consistent with the data reported by Pirola et al. [56].

Pirola et al. Model
PR interval slope [ms/Hz] 6.4 ±4.9 6.8

Table 3.5: Comparison between of the slope of increase of the PR interval obtained in the
study performed by Pirola et al. [56] and the one obtained from the model when providing
a supramaximal stimulation.
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3.4 – Effect of S/A-VNS on hemodynamic parameters

Figure 3.11: Measurement of the PR interval applying A-VNS fixing the current intensity
to 0.9 mA and the pulse width to 0.2 ms and increasing the stimulation frequency from 0
to 5 Hz.

3.4 Effect of S/A-VNS on hemodynamic parameters
To get an overview of the variations due to the application of asynchronous and syn-
chronous VNS on hemodynamic parameters in both the healthy and the HTx condition,
heart rate (HR), cardiac output (CO), systolic and diastolic blood pressure (SBP and DBP),
and stroke volume (SV) are calculated. As described in Section 2.14, the stimulation pa-
rameters for A-VNS and S-VNS were chosen to provoke a reduction in HR in the HTxR
down to a normal resting HR (between 60 and 70 bpm). The same stimulation patterns
are subsequently delivered to the healthy control.
The results are reported in Table 3.6 and for all the hemodynamic parameters, no sub-
stantial difference between the S-VNS and the A-VNS can be observed. There is a slight
decrease in the CO due to the application of VNS caused by the decreased HR which is
compensated by the increase in SV resulting in a normal CO. The SBP increase with the
application of VNS while the DBP decreases slightly in the healthy condition and more
heavily in the HTx condition.
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Healthy
control

Healthy
control with

S-VNS

Healthy
control with

A-VNS

HTxR HTxR
with

S-VNS

HTxR
with

A-VNS
HR [bpm] 66.9 49.1 47.5 93.6 66.9 63.5
CO [l/min] 5.8 5.4 5.2 5.4 5.1 5.1
SBP [mmHg] 112.7 118.1 118.1 111.6 113.4 114.7
DBP [mmHg] 72.9 71.3 71.3 81.0 70.5 69.3
SV [ml] 86.5 109.6 109.6 57.4 76.9 81.1

Table 3.6: Comparison between hemodynamic parameters (heart rate (HR), cardiac out-
put (CO), systolic blood pressure (SBP), diastolic blood pressure (DBP) and stroke vol-
ume (SV)) of the healthy control and HTxR with and without VNS (S-VNS: current in-
tensity = 1mA, pulse width = 0.2ms, number of pulses = 4, frequency = 25.6 Hz and delay
= 156.2 us and A-VNS: current intensity = 0.7 mA, pulse width = 0.1ms and frequency
= 15 Hz)
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Chapter 4

Discussion

4.1 S-VNS Effects on Chronotropy, Inotropy and Dro-
motropy

Through the evaluation of the three cardiac effect markers in Figures 3.3, 3.4 and 3.5, it
can be seen that the model output can reproduce well the data reported by Ojeda et al.
[58]. In particular, for the great majority of the parameters combinations, the predicted
marker resides inside the defined boundaries.
An indicator that gives an idea of the strength of the stimulation is the charge per phase
[66], which is the product of pulse width and amplitude when A-VNS is applied. This
concept can be adapted to S-VNS, where the simulation strength can be seen as the prod-
uct of the three most effective parameters: current, pulse width, and number of impulses.
Observing the values of 𝐶𝑀 , 𝐼𝑀 , and 𝐷𝑀 and evaluating the magnitude of stimulation
strength as described before, it can be seen that the respective marker is close to zero for
low magnitudes values. While for increasing stimulation strength, markers differ more
and more with an increase in the case of the dromotropism (𝐷𝑀 ) and a decrease in the
others (𝐶𝑀 and 𝐼𝑀 ).
This behavior is primarily driven by a more considerable amount of involved fibers with
increasing stimulation strength, which induces the vagus nerve to a major release of acetyl-
choline to the myocardial site. This provokes a reduction in the depolarization rate of the
SA-node, a prolongation of the PR interval, and, indirectly, a depression of the ventricle
contractility.
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4.2 Global Sensitivity Analysis
4.2.1 S-VNS applied to the Healthy Condition
The fine-tuning involved the GSA to predict cardiac effects accurately. While performing
the first stage of tuning with markers, it was seen that different model characterizations
lead to a good fit of the markers provided by Ojeda et al. [58]. However, to implement
the basis for a neuroprosthesis, it is essential to tune the model so that each stimulation
parameter has a proper influence on the cardiac effect. If this is not the case, the risk is
to have a model capable of predicting the correct response only with the combinations
of stimulation parameters on which the tuning was made and making errors for all the
others.
Moreover, the original approach that Ojeda et al. [58] developed allows quantifying the
influence of all VNS parameters simultaneously on the main acute cardiac effects of VNS.
This approach is innovative and overcomes research studies which only consider the indi-
vidual stimulation parameter sensitivity on a limited (or single) number of physiological
variables. This is the case of [67], which observes chronotropic sensitivity on current, or
[56], which relates the stimulation frequency with the dromotropic effect.
Therefore, the GSA with Sobol’s method was implemented, and from Figure 3.6 it can be
seen that the model in the setting of healthy condition (intact heart) can well reproduce
the sensitivity indices given in [58].

For all three cardiac effects, it can be seen that the current intensity has the highest main
index, meaning that it is the most influential parameter (around 50% in all cases) on the
target output. Moreover, the current intensity has a total index of 75%, indicating that
controlling the current and the interactions it has with the other parameters can provide
a high control of the desired output. The other two highly influential parameters are the
pulse width and the number of pulses: their control provides the aforementioned interac-
tions. The delay and the frequency of stimulation have indices close to 0% and, therefore,
their role in the control of the cardiac effects is negligible.
From these considerations, it is possible to deduce that combining the primary control of
the current intensity (main influential parameter) and then defining the pulse width and
the number of impulses values (evaluating the interaction), it is possible to provide almost
the complete control of all the three cardiac responses.
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4.2.2 S-VNS applied to HTx condition

The GSA proposed by Ojeda et al. was performed on data obtained with the intact heart.
However, the study’s purpose is to build the basis for the implementation of cardiac con-
trol strategy on a transplanted heart. In this condition, the vagus and the sympathetic
effectors are resected. Therefore, the GSA was performed by simulating the HTx condi-
tion under S-VNS.
Comparing the newly obtained sensitivity indices with the ones of the healthy condition
(Figure 3.7), good accordance can be found for the chronotropic and the dromotropic
effect. The trend is maintained, and only a small variation in the mean values can be ob-
served, but they are classified as not significant because of their error bars. The similarity
between the chronotropic and dromotropic indices is congruent with the direct influence
that VNS has on these effects. In fact, the heart rate at rest is primarily driven by acetyl-
choline concentration at the cardiac site. In the case of the intact vagus nerve, the amount
of acetylcholine due to VNS is summed with the baseline value driven by the central
nervous system. On the contrary, when the vagus nerve is resected, the baseline concen-
tration is absent, and the total amount of acetylcholine is only due to VNS. This behavior
can be seen as a shift in acetylcholine concentration, but, reasonably, the influence of
each VNS parameter stays unchanged.
The same behavior applies to the dromotropic effect. Remembering the explanation that
Pirola et al. [56] gave (see Section 2.11), the PR interval length depends on the HR and
on the concentration of acetylcholine and, therefore, the same consideration made for
chronotropism apply to dromotropism.
This behavior does not apply to the inotropic effect. Indices obtained simulating HTx
differ significantly from the ones of the healthy condition. The main indices are signifi-
cantly lower while the total ones are higher than the healthy ones.
This result can be explained by considering that the elastance control is governed by the
sympathetic nervous system and not by vagal outflow. Therefore, the influence of VNS
on inotropism isn’t a direct consequence, but the result of the indirect action of the sym-
pathetic nervous system. In fact, the vagus nerve’s direct action influences the heart rate,
whose change causes a modification in the ventricle pressure value. Any changes in pres-
sure cause the sympathetic nervous system’s counteraction, which implements its control
on ventricle elastance. However, the cardiac denervation interrupts the sympathetic out-
flow reducing its action by 95% thus, provoking an overall reduction in the influence of
VNS on inotropism. According to this reasoning, inotropism’s main indices are reduced
in the HTx condition with respect to the healthy one.
Remembering the total index’s definition, it represents the influence of the analyzed pa-
rameter in combination with all the others. In particular, the difference between the total
index value and the main one indicates the interactions. Looking at the inotropism’s total
indices of the HTx condition in Figure 3.7, their high difference with respect to the main
indices magnitude, indicates that stimulation parameters are highly inter-dependent. This
highlights the main difference to the chronotropic and dromotropic effect and leads to the
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observation that to control the inotropic effect, all the stimulation parameters may have
to be taken into account.

4.2.3 A-VNS applied to Healthy and HTx condition
Another possibility to deliver VNS is to do it asynchronously, without observing a heart
event-related trigger. In this case, only three stimulation parameters need to be set: stim-
ulation current, pulse width, and frequency. From the GSA (Figure 3.8, one can observe
that the most influential parameter for all cardiac effects remains the current, followed by
the pulse width and the frequency.
Differently from the results obtained for the S-VNS, the frequency has a more relevant in-
fluence on all analyzed cardiac effects. The increased cardiac influence of the frequency
when A-VNS is applied can be explained by the evidence that it is a determinant factor
for the amount of acetylcholine released. The acetylcholine release model is sensitive to
the arrival timing of spikes: the higher is the number of impulses delivered in the unit
of time, the higher is the amount of neurotransmitter released. This is verified up to a
certain frequency at which the acetylcholine in the main store cannot be reintegrated on
time to be delivered at the arrival of the next action potential. In mathematical terms, the
rate constants are longer than the period between one impulse and the other. Moreover,
it has to be considered the range in which the frequency is defined to perform the GSA.
In fact, in the S-VNS the frequency can be found in an interval between 21.3 Hz and 42.7
Hz while for the A-VNS the range is from 5 Hz to 15 Hz to make it representative of the
reality. The fact that in S-VNS a certain number of pulses has to be chosen and that, in
the Ojeda et al. study [58], its value is between 1 and 4 impulses, decreases the frequency
effect. With simple calculations, one can verify that with the frequencies and number of
impulses tested in S-VNS, the time between a beat and the other covered with stimulation
is relatively short with respect to the time which elapses between the previous SA node
depolarization and the next. This makes the stimulation frequency less influential when
VNS is applied.
Moreover, it is interesting to see the increased relevance of the stimulation frequency in
the HTx condition. For chronotropism and dromotropism, the sensitivity indices of the
frequency is quite close to the one of the pulse width, meaning that their influence is quite
similar. In contrast, the effect of frequency on inotropism overcomes the one of the pulse
width. This behavior confirms that it is not a case that in a large number of experimen-
tal studies performed on denervated hearts, VNS effects are evaluated by switching the
frequency ([56, 61, 62, 63]).
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4.3 Model Validity

The model was tested evaluating the chronotropic, inotropic, and dromotropic effects in
different conditions with respect to the ones used in the tuning to provide its (partial) val-
idation. All the selected studies ([56, 61, 62, 63, 64] involved A-VNS and animal species
different from sheep whose data were used for the tuning.

From Figure 3.9, it can be seen that the model can well reproduce the heart rate reduction
measured in[61],[62] and [63] at different frequencies of stimulation with fixed current
and pulse width. The higher the frequency, the bigger is the heart rate reduction. It is
interesting to see that, even if the species on which experiments were performed (rabbits
and dogs) are different between them and from the animal whose data were used for the
tuning, the percentage reduction in heart rate is comparable. Also, the model reveals ca-
pable of accurately reproduce data obtained in the condition of HTx even if the tuning was
performed under the healthy condition, thus confirming the successful implementation of
the chronotropic response to VNS in the model.

For what concerns the assessment of the inotropic response, the model was tested by
evaluating the left ventricle’s contractility. This is done by calculating the slope of the
end-systolic pressure-volume relation (ESPVR) called end-systolic elastance. The ob-
tained results in Figure 3.10 and Table 3.4 show a slight increase in the value of this indi-
cator when VNS is applied. For the sake of completeness, also the slope of the ESPVR
simulating the HTx condition was calculated. Results are in contrast with the findings
reported in [64] that show a decrease in the elastance provoked by VNS in both pigs and
humans with intact vagus nerve.
The elastance control in the model was implemented and tuned to reproduce the data
reported in [58]. However, here the elastance was evaluated as the percentage reduc-
tion of the maximum rate of change of the pressure in the left ventricle. This indicator
depends on the arterial pressure (afterload-dependent) while the slope of the ESPVR is
load-independent and thus more accurate when evaluating the elastance.
This unexpected behavior would deserve more research devoted to modifying the elas-
tance control model, which can be done by either including a more accurate model or
finding more literature studies that report enough data to re-tune this model subsystem.
Another aspect, which would deserve more investigation to confirm the model implemen-
tation, is that 80% of the fibers within the vagus nerve are afferent neural fibers, transduc-
ing information from visceral organs, including the heart, to the central nervous system.
When VNS is applied to the intact heart, both afferent and efferent fibers are activated and
may cause reflex autonomic activation. In [68], it is reported that VNS activates vagal
afferent fibers that reduce cardiac efferent parasympathetic effects. It is possible that also
the sympathetic efferent fibers are activated, but to date this is still not verified. However
this could be an explanation to error obtained in the validation of the inotropism model.
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Discussion

The elongation of the PR interval due to the application of VNS is the result of the com-
bination of the direct effect of VNS that acts to lengthen it and of the indirect effect of
slowing the heart rate that acts to shorten it. The sensitivity of the atrioventricular con-
duction time to the stimulation frequency was experimentally studied by Pirola et al. [56]
discovering the linear relation which relates them when the vagus nerve is resected and the
sympathetic influence pharmacological inhibited (configuration similar to the denervated
heart). In Figure 3.11, it is demonstrated that also in our model, the PR interval increase
linearly with the stimulation frequency, and in Table 3.5, the comparison between the
slopes states that the PR interval model perfectly reproduces those experimental data.

4.4 Hemodynamic Parameters
By observing the model output hemodynamic parameters reported in Table 3.6 without
VNS applied to the healthy and HTx condition, it is possible to assess that the model
prediction reflects literature data reported in Table 2.3. Congruently with the expecta-
tions, the baseline heart rate (HR) is higher in the HTxR (around 90 bpm), which is the
SA node’s spontaneous depolarization rate when the parasympathetic control is absent.
Cardiac output (CO) is maintained constant between the two conditions, and this is due
to the reduced stroke volume (SV) of the HTx condition.
No significant difference can be found in the hemodynamics when VNS is applied asyn-
chronously or synchronously. In fact, when VNS is used, there is a reduction in HR,
an increase of the systolic blood pressure (SBP), and CO, while diastolic blood pressure
(DBP) and SV remain the same.
This trial aimed to see if the hemodynamics of a healthy control can be reproduced by
applying VNS to an HTxR. Observing the output of the stimulation of HTxR with S/A-
VNS and comparing them with the simulation of the healthy control, the values are quite
similar. The biggest discrepancy can be found in the SV, which also produces a lower
CO (5.8 l/min vs. 5.1 l/m).

However, knowing that the inotropism model is not accurate, as discussed in Section 4.3,
these results have to be seen critically. Some experimental data are needed to verify the
effect of VNS on hemodynamics. Eventually, some more model tuning will be focused
on the effect of the VNS on ventricle elastance to gain more accurate hemodynamics.
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Chapter 5

Conclusion and Future Work

Heart transplantation represents the last resort for individuals who suffer from end-stage
heart failure. However, the direct consequence is cardiac denervation, which inhibits
sympathetic and parasympathetic influence on the heart and leads to higher resting heart
rate, chronotropic incompetence, and abnormal functional hemodynamic variables. From
these impairments, the idea of the European NeuHeart project [41] of building a smart
neuroprosthesis to restore the vagal-cardiac closed-loop connection thought the vagus
neuromodulation.
The present work was devoted to integrating into a pre-existing computational heart model,
a detailed model of the vagus nerve, and a stimulator to further investigates cardiac effects
of vagus nerve stimulation (VNS) and build the basis for the implementation of cardiac
control strategies.
The model was made capable of predicting the correct chronotropic, inotropic, and dro-
motropic responses to S-VNS. The tuning was based on data provided from Ojeda et al.
[58] obtained in sheep and involved the use of markers to quantify each cardiac response
and the global sensitivity analysis (GSA) with Sobol’s method on stimulation parameters.
The GSA was also performed in all possible model configurations, which include healthy
and heart transplant (HTx) condition with synchronous (S-VNS) or asynchronous (A-
VNS) VNS. From the results obtained, it stands out the preponderant role of stimulation
current in the influence of each cardiac effect. The only exception is made for the inotropic
effect when evaluating the HTx condition because, even if the current maintains the great-
est influence, it is significantly lowered. This highlights the fact that the inotropic control
is indirectly performed by the sympathetic nervous system that, due to cardiac denerva-
tion, cannot be actuated in the HTx condition. Also, it is interesting to analyze the role
of stimulation frequency, which is negligible for the S-VNS but more influential when
A-VNS is applied.
The model was found to accurately predict the chronotropic and dromotropic response
when A-VNS is applied to the denervated heart through the validation against literature.
An analysis of the hemodynamic parameters demonstrated that the synchronization or not
of VNS does not change hemodynamics. Therefore, an excellent way to assess if S-VNS
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Conclusion and Future Work

can be advantageous to the commonly used A-VNS could be to evaluate power consump-
tion. This is a crucial factor in the development of an implantable device, and it can be
easily assessed with the model.
In conclusion, the model proved to be an excellent tool to investigate the effects of VNS.
The GSA in the tuning stage revealed essential to implement the correct cardiac response
when different stimulation parameters configurations are used. However, further inves-
tigations and tuning will be needed to simulate the correct inotropic response. A more
in-depth insight into in-vivo experiments will be useful in animals with comparable hu-
man sizes (pigs and sheep) or even humans, to complete the model validation.
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Appendix A

Model Parameters

A.1 Hemodynamic Model structure
A description of the hemodynamic model parameters and their assigned values are here
illustrated and they refer to Equations from 2.1 to 2.7. The structure is composed by the
left ventricle (Table A.1), the right ventricle (Table A.2), left and right atria (Table A.3),
the four valves (Table A.4), and the arterial and venous circulation (A.5).

LEFT VENTRICLE
Parameter Value Unit Description
𝑉 ∗ 175 mL Peak isovolumetric volume
𝑃 ∗ 270 mmHg Peak isovolumetric pressure
𝑉0 27.65 mL Ventricular unstressed volume
𝑃𝑂𝑓𝑓𝑠𝑒𝑡 2.5 mmHg
𝑉𝑑 7.525 mL Ventricular dead volume
𝑐3 -0.0011 - Coefficent of the cubic function
𝑐2 0.0454 - Coefficent of the cubic function
𝑐1 0.0025 - Coefficent of the cubic function
𝑐0 -11.6244 - Coefficent of the cubic function
𝛼 4.127e-12 - Constant
𝛽 5.4122 - Constant

Table A.1: Values used for the left ventricle model parameters
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RIGHT VENTRICLE
Parameter Value Unit Description
𝑉 ∗ 200 mL Peak isovolumetric volume
𝑃 ∗ 80 mmHg Peak isovolumetric pressure
𝑉0 50 mL Ventricular unstressed volume
𝑃0 0 mmHg
𝑃𝑒𝑐 -4 mmHg
𝐾𝑟 14 - Constant
𝑎 5.3 - Constant
𝑏 3.3 - Constant

Table A.2: Values used for the right ventricle model parameters

LEFT AND RIGHT ATRIA
Parameter Value LA Value RA Unit Description
𝑉 ∗ 200 200 mL Peak isovolumetric volume
𝑃 ∗ 30 10 mmHg Peak isovolumetric pressure
𝑉0 0 0 mL Ventricular unstressed volume
𝑃0 0 -5 mmHg
𝐸𝑚𝑖𝑛 0.125 0.100 mmHg/mL Elastance minimum

Table A.3: Values used for the left (LA) and right (RA) atria model parameters
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A.2 – Sympathetic Cardiac Control

HEART VALVES

Parameter Value
M

Value
A

Value
T

Value
P Unit

𝑅𝑑𝑖𝑟 0.005 0.020 0.003 0.003 𝑚𝑚𝐻𝑔 ⋅ 𝑠/𝑚𝐿
𝑅𝑖𝑛𝑣 50 50 50 50 𝑚𝑚𝐻𝑔 ⋅ 𝑠/𝑚𝐿
𝐿𝑙𝑖 2.2284e-04 𝑚𝑚𝐻𝑔 ⋅ 𝑠2/𝑚𝐿

Table A.4: Values used for the valve models (M=mitral, A=aortic, T=tricuspid,
P=pulmunary. 𝑅𝑑𝑖𝑟 and 𝑅𝑖𝑛𝑣 are the resistance in forward and backward direction re-
spectively and 𝐿𝑙𝑖 is the inertance.

ARTERIAL LOAD
Parameter Systemic Pulmunary Unit
𝑅𝐶 0.0333 0.015 mmHg s/mL
𝐶𝐶 1.445 3.0 mL/mmHg
𝐿𝐶 0.0093 0.0027 mmHg s2/𝑚𝐿
𝐶𝑎 0.155 0.7 mL/mmHg
𝑅𝑎 1.066 0.11 mmHg s/mL

VENOUS RETURN
𝑅𝑉 0.164/𝑃𝑉 𝑆 0.01 mmHg s/mL
𝐶𝑉 50 10 mL/mmHg
𝑉𝑆𝑂 2200 200 mL

Table A.5: Values used for the arterial load and venous return parameters.

A.2 Sympathetic Cardiac Control
The sympathetic regulation mechanism is described in Equations from 2.12 to 2.18 and
the relative parameter values are given in Table A.6. Here a distinction is done between
the values used to model the healthy and the heart transplanted condition.
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SYMPATHETIC CONTROL MODEL

Parameter Value
Healthy

Value
HTxR Unit Description

𝑃𝑎𝑜,𝑟𝑒𝑓 91 91 mmHg Arterial baroreflex setpoint
𝑉𝐿,𝑟𝑒𝑓 2.1 2.1 L Pulmonary stretch reflex setpoint

Total peripheral resistance control
𝐺𝑎𝑅𝑎𝑠 0.16 0.16 𝑚𝑚𝐻𝑔−1 Sympathetic arterial baroreflex gain
𝐺𝑝𝑅𝑎𝑠 0.04 0.04 𝐿−1 Sympathetic pulmonary stretch gain
𝑅𝑎𝑠,0 0.97 1.12 𝑚𝑚𝐻𝑔 ⋅ 𝑠/𝑚𝐿 Baseline total peripheral resistance
𝐷𝑅𝑎𝑠 2 2 s Delay of sympathetic effect
𝜏𝑅𝑎𝑠 5.1 5.1 s Time constant of sympathetic effect

Venous unstressed volume control
𝐺𝑎𝑉 𝑢𝑠𝑣 10.6 10.6 𝑚𝑚𝐻𝑔−1 Sympathetic arterial baroreflex gain
𝑉𝑢𝑠𝑣,0 2200 2200 mL Baseline venous unstressed volume
𝐷𝑉 𝑢𝑠𝑣 1.2 1.2 s Delay of sympathetic effect
𝜏𝑅𝑎𝑠 2 2 s Time constant of sympathetic effect

Ventricular elastance control (lv, left ventricle, rv, right ventricle)
𝐺𝑎𝐸𝑙𝑣 0.5 0 𝑚𝑚𝐻𝑔−1 Sympathetic arterial baroreflex gain
𝐺𝑎𝐸𝑟𝑣 0.5 0 𝑚𝑚𝐻𝑔−1 Sympathetic arterial baroreflex gain
𝐸𝑙𝑣,0 1.15 1.15 mmHg/mL Baseline elastance
𝐸𝑟𝑣,0 1.15 1.15 mmHg/mL Baseline elastance
𝐷𝐸,𝑙𝑣 2 2 s Delay of sympathetic effect
𝐷𝐸,𝑟𝑣 2 2 s Delay of sympathetic effect
𝜏𝐸,𝑙𝑣 0.25 0.25 s Time constant of sympathetic effect
𝜏𝐸,𝑟𝑣 0.25 0.25 s Time constant of sympathetic effect

Circulating catecholamines
𝐺𝑎,𝑎𝑚 0.016 0.016 mmHg−1 Sympathetic arterial baroreflex gain
𝐺𝑝,𝑎𝑚 0 0 𝐿−1 Sympathetic pulmonary stretch reflex gain
𝐶𝑛𝑜𝑟𝑎 0.2 0.2 - Proportional gain of noradrenaline release
𝜏𝑘𝑐𝑖𝑟𝑐 1.32 1.32 s Time constant for release of CATs
𝜏𝑛𝑜𝑟𝑎 6 6 s Time constant of noradrenaline release

Isoprenaline concentration
𝐺𝑎,𝑇 𝑠 0.016 0.0007 mmHg−1 Sympathetic arterial baroreflex gain
𝐺𝑝,𝑇 𝑠 0 0 𝐿−1 Sympathetic pulmonary stretch reflex gain
𝐷𝑠 3 3 s Proportional gain of noradrenaline release
𝑐𝑠 10−9 10−9 - Gain to correlate sympathetic outflow to [Iso]
𝑖𝑠𝑜𝑏𝑎𝑠𝑒 3.5 3.5 nM Baseline concentration of isoprenaline

Table A.6: Values used for the sympathetic control model.
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A.3 Primary Afferent Neurons
Afferent neurons drives sensory input from receptors to the central nervous system. In
the model only the two most relevant ones are taken into account. Equations from 2.6 to
2.22 model them and the relative values are given in Table A.7.

AFFERENT NEURONS
Baroreceptors

Parameter Value Unit Description
𝑓𝑚𝑖𝑛 2.52 Hz Minimum baroreceptor firing rate
𝑓𝑚𝑎𝑥 47.48 Hz Maximum baroreceptor firing rate
𝑃𝑎𝑜,𝑟𝑒𝑓 91 mmHg Arterial baroreflex setpoint
𝐺𝑏 23.29 𝐿−1𝐻𝑧 Maximum baroreceptor gain
𝑘𝑎 11.758 mmHg Slope at the central point of sigmoidal function
𝜏𝑝 2.076 s Time constants for the real pole
𝜏𝑧 6.37 s Time constants for the real zero

Pulmunary stretch receptors
𝜏𝑐 2 s Time constants of the lung inflation
𝐺𝑎𝑝 23.29 𝐿−1𝐻𝑧 Constant gain factor

Table A.7: Values used for the primary afferent neuron models.

A.4 Parasympathetic Premotor Neurons
The model of the efferent parasympathetic premotor neurons is describe in Equations
from to and they respond integrating the signal generated by the afferent neurons. The
values used are illustrated in Table A.8.

EFFERENT PREMOTOR NEURONS
Parameter Value Unit Description
𝑓𝑒𝑣,0,𝑚𝑎𝑥 3.2 Hz Maximal intrinsic firing rate of vagal nerves
𝑓𝑒𝑣,inf 5.95 Hz Constant value for baroreceptor inputs
𝑓𝑒𝑣,0 5.62 Hz Resting vagal tone
𝑓𝑐𝑠,0 25 Hz Constant value
𝑘𝑒𝑣 7.06 Hz Central point of sigmoidal function
𝑊𝑝,𝑣 0.1365 Hz Synaptic weight applied to inputs from lung stretch receptors
𝜃𝑣 -0,23 Hz Offset term

Table A.8: Values used for the efferent premotor neuron models.
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A.5 CRRSS Model
The CRRSS model model the single nerve fiber which resides in the vagus nerve. To im-
plement the CRRSS model, Equations from 2.25 to 2.42 are used and the variable values
are given in Table A.9. It can be seen that most of the values are not fixed, but diame-
ter (D) dependent: each fiber has a proper D which influences some the other CRRSS
parameter values giving to the fiber its own properties.

CRRSS MODEL
Parameter Value Unit Description
𝐷 variable mm Nerve fiber diameter
𝑑 0.46 D mm Axon diameter
𝑙𝑛 1.5 10−4 cm Node length
𝑙𝑖𝑛 100 D cm Internode length
𝑐𝑚 1 F/cm 2 Specific membrane capacitance
𝜌 0.07 𝑘Ω cm Axoplasmic resistivity
𝜌𝑒 0.35 𝑘Ω cm Extracellular medium resistance
𝑔𝑚 1 mS/cm2 Passive membrane conductivity
𝑁 75 D 104 - Number of myelin sheath layers
𝑔𝑁𝑎 1445 mS/cm2 Sodium channel conductivity
𝑔𝑙𝑘 128 mS/cm2 Leakage channel conductivity
𝑉𝑁𝑎 115 mV Sodium channel reversal potential
𝑉𝑙𝑘 -0.01 mV Leakage channel reversal potential
𝑇 37 Temperature

Table A.9: Values used for the CRRSS model.
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A.6 Acetylcholine Release Model
To model the release of acetylcholine to the myocardial site a three-compartment model
is used as described in Equations from 2.43 to 2.48. The relative values are reported in
Table A.10.

ACETYLCHOLINE RELEASE MODEL
Parameter Value Unit Description

𝑘𝐻 0.15 𝑠−1 Hydrolysis rate constant
𝑘𝐷 0.5 𝑠−1 Diffusion rate constant
𝑘𝐸 0.5 𝑠−1 Washout rate constant
𝑘1 0.01 𝑠−1 Rate constant for release into neuroeffector junction
𝑘2 0.0005 𝑠−1 Rate constant of release into adjacent extrajunctional space

[𝐴𝐶ℎ]𝑇 0.04 mM Initial [ACh] in main store
𝐹𝑚𝑠 1 - Relative volume of the main store
𝐹𝑒𝑥 1 - Relative volume of the extrajunctional space

Table A.10: Values used for the ACh release model.

A.7 Vagus Nerve
The vagus nerve was built by assembling 400 nerve fibers modeled with the CRRSS
model. However, the computational cost to include in the model 400 different CRRSS
model was too high and a dimensionality reduction was applied. The entire system, with
its integration with the ACh release model, is illustrated in Figure 2.10 and the values are
given in Table A.11.

VAGUS NERVE REDUCED MODEL
Parameter Value Unit Description
𝑙𝑁 4 mm Nerve length
𝑁𝐴 120 - Amount of A fibers
𝑁𝐵 280 - Amount of B fibers
𝑑𝐴 9.3 ±0.75 𝜇𝑚 A fibers diameters (mean±std)
𝑑𝐵 2.5 ±0.5 𝜇𝑚 B fibers diameters (mean±std)
𝑑𝑒𝑙 1.56 ±0.94 cm Electrode distances (mean±std)
𝐺𝐴𝐶ℎ,𝑠𝑡𝑖𝑚 16 - Gain factor [ACh]𝑠𝑡𝑖𝑚
𝐺𝐴𝐶ℎ,𝑝𝑚 4.5 - Gain factor [ACh]𝑝𝑚

Table A.11: Values of the vagus nerve reduced model.
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A.8 PR Interval Model
When VNS is applied, a decrease in the atro-ventricular conduction speed follows causing
a prolonged PR interval. This behavior is the consequence of two simultaneous effects:
indirect and direct effects. Equations 2.49, 2.50 and 2.51 allow its calculation and the
parameters values are given in Table A.12.

PR INTERVAL MODEL
Parameter Value Unit Description
𝑃 𝑅𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 0.1766 s baseline PR interval
𝑐𝑃 𝑅,𝑖𝑛𝑑 0.351e-3 s/bpm HR gain, indirect effect
𝑐𝑃 𝑅,𝑑𝑖𝑟 2150 s/M [ACh] gain, direct effect
𝜏𝑃 𝑅,𝑑𝑖𝑟 1.5 s time constant, direct effect

Table A.12: Values used for the PR interval model.
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