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Abstract

Autonomous vehicle research and development is emerging in recent years globally
aimed to provide a highly reliable, secure, mobile, and intelligent transportation
system. The procedure involves integration of multiple systems together to ensure
safe driving. The functional reference standard architecture of the autonomous
driving system is classified into three main categories: perception, decision & con-
trol, and actuation. Mainly the challenging part is decision making that requires
high-level planning and vehicle control to accomplish the driving mission. This
thesis work is a small contribution to design and develop an autonomous formula
student racing vehicle, and it mainly focuses on the study of decision making strate-
gies and vehicle control system. The experimentation aimed at the performance
evaluation of a model-based control system and defining motion planning strategies
for better vehicle navigation. In the first part of the thesis, a previously designed
Model predictive based control system for lane following is validated on three dif-
ferent race track scenarios to evaluate the performance of model. In the second
part of the thesis, development of vehicle motion planning and tracking control
system using a model based algorithm to provide a highly safe navigation path to
follow. For experimentation purpose a simplified vehicle model is used to validate
the tracking control system, and suitable improvements are made based on Simu-
lation results to reduce high-level tracking errors considering handling and safety
limits. MATLAB® and Simulink® are the modern simulation tools that are used

in this project work to perform all the analysis.
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Chapter 1

Introduction

1.1 Thesis motivation

The production of cars has became a leading industry in almost every area of the
world. The world’s car stock exceeded 80 million after the Second World War, then
more than 90 million in 1960. Five years later this number was 130 million, 291
million in 1980, 419 million in 1990, and 731 million in 2011. According to the fore-
casts, it will reach two billion by 2020[1]. From the beginning, humans used vehicles
for various purposes and it has reduced the effort and time in transportation. The
innovations done by vehicle industries were helpful to have a better performance of
it, but unfortunately, there were also majorly more fatalities of occupants due to
poor safety features. Over the year there is numerous amount of development in
the vehicle industry. Lately, the companies started to invest their valuable profits
into the development of safety features of the vehicle to ensure the protection of
the occupants inside and the surroundings.

The Global status report on road safety 2015, reflecting information from 180 coun-
tries, indicates that worldwide the total number of road traffic deaths has plateaued
at 1.25 million per year, with the highest road traffic fatality rates in low-income
countries. In the last three years, 17 countries have aligned at least one of their laws
with best practice on seat-belts, drink—driving, speed, motorcycle helmets. While
there has been progress towards improving road safety legislation and in making
vehicles safer.Agenda for Sustainable Development: halving the global number of

deaths and injuries from road traffic crashes by 2020 [2].
1



Introduction

The statistics show 57% of road accidents are happening by human driving error|[2].
Car making industries believed that automation technology would be the solution
to reduce these errors and started researching on the relevant field. Automated
Robots plays a vital role in each industry to reduce the risk, difficulties involved
in the work and in the same motive the automated actuation of vehicle maneuvers
are coming to exist nowadays. The autonomous vehicle is the future road trans-
portation which will ensure high-level security. Self-driving vehicles are developed
for various operational design domains (ODD). Operational design domains are the
different scenario (Urban, Suburban and Highways) infrastructures.

The autonomous vehicle is capable enough to sense the environment and make the
decision and move with little input or without input from humans. It is mainly
equipped with multiple sensors for sensing and the vehicle’s advance control system
will receive inputs from sensors to follow the path without an obstacle. Challenging
and competitive reach experiments are currently going on to propel it without any
human interventions. Autonomous means having the power of self-governing and
autonomous controllers has the power and ability to self-governance in the power of
control function. The Control system of the vehicle is a very important part of the
AD system, it should be capable enough to withstand and give the proper command
for any vulnerable encounter in the environment. Intelligence autonomous control
systems use Al (artificial intelligence) competent to take action on itself without
any human interactions[4]. Research experiments of this intelligence system be-
came highly progressive through the continuous effort of department engineers and
graduates working for various competitions and company projects which has been
funded by Government authorities.

The motivation of the project is to built an efficient driver-less vehicle with strate-
gical control approach for vehicle’s decision making and effective performance in
the track to top the competition. In the process of building an autonomous system,
there is three major division and they are Perception, Decision control, and Action.
This thesis mainly focuses on the second part i.e, Decision and control. The ob-
jective of the analysis is to find the effectiveness of proposed strategy and define
additional technical improvements to refine and make the system more robust for

our application.
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1.2 Evolution of Driver-less Vehicles

The first idea of creating an autonomous or self-driving vehicle has arisen to human
brains in late 1920s. Norman Bel Geddes created the first self-driving car, which
was an electric vehicle guided by radio-controlled electromagnetic fields generated
with magnetized metal spikes embedded in the roadway. By 1958, General Motors
had made this concept a reality. The car’s front end was embedded with sensors
called pickup coils that could detect the current lowing through a wire embedded in
the road. The current could be manipulated to tell the vehicle to move the steering
wheel left or right. In 1977, the Japanese improved upon this idea, using a camera
system that relayed data to a computer to process images of the road. However,
this vehicle could only travel at speeds below 20 mph. Improvement came from the
Germans a decade later in the form of the VaMoRs, a vehicle outfitted with cameras
that could drive itself safely at 56 mph. As technology improved, so did self-driving

vehicles’ ability to detect and react to their environment[5]. Later the concept de-

The Road to 9

Driverless Cars ‘
arm @ @ R e
| & Q===

Figure 1.1: Evolution of Driver-less cars

velopment and innovation in the field became challenging. Integration of multiple
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systems where progressing through constant research in the area of robotics. Com-
panies started to explore this division to associate the vehicle to investigate the
behavior of big movement in the road when the motive of creating was getting
fewer interests over few decades due to its complexity a competition challenge initi-
ated in 2003,2004 and 2007 by DARPA (Defense Advanced research project agency)
triggered university students to overcome the impossible portions|6].

Most of the big names like Mercedes Benz, Audi, BMW, Tesla, Hyundai, etc. they
have begun developing or forming partnerships around autonomous technology.
They invested sizable resources into this, and by making this step they wanted
to be leaders at the market of self-driving cars. Up to this point, numerous aids,
software, and sensors have been put into these cars, but we are still far from full
autonomy|[1]. To have full autonomy there should be a lot of safety measure strat-
egy that must be integrated with the global system, for instance, collision detection
and avoidance, etc. Shortly after this competition, Google’s Driver-less Car initia-
tive has brought autonomous cars from the university laboratory into commercial
research. In 2012 Google has developed and tested a fleet of cars and initiated
campaigns to demonstrate the applications of the technology through, for example,
videos highlighting mobility offered to the blind. Google is not alone. In 2013,
Audi and Toyota both unveiled their AV visions and research programs at the In-

ternational Consumer Electronics Show, an annual event held every January in Las
Vegas (Hsu, 2013)[7].

1.3 SAE Autonomous Vehicle Standard levels

SAE (Society of Automotive Engineers) established the new international stan-
dard(J3016: Taxonomy and Definitions for Terms Related to On-Road Motor Ve-
hicle Automated Driving Systems) is to have common and unified classifications
and supporting definitions that are, Identify six levels of driving automation from
“no automation” to “full automation”, Base definitions and levels on functional
aspects of technology,Base definitions and levels on functional aspects of technol-
ogy, Describe categorical distinctions for a step-wise progression through the levels,
Are consistent with current industry practice, Eliminate confusion and are useful
across numerous disciplines (engineering, legal, media, and public discourse) and

Educate a wider community by clarifying for each level what role (if any) drivers

4
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have in performing the dynamic driving task while a driving automation system is

engaged|8].

LEVELS OF
DRIVING AUTOMATION

Steering, Monitoring
acceleration, driving
deceleration environment

|

No
automation ‘ ‘ ‘

Driver
E a assistance ‘Q

Fall-back
performance

Eyes and hand on

@ <

Temporary hands off

<@ Nt

v e
High

automation ‘ Q e et

I Full
E d hands off
E o automation Q yes and hands of

Conditional
automation

&
:ngnon ‘ W @
F

Sources: EPRS, European Commission

Figure 1.2: Levels of Driving Automation

According to the Figurel.2 ADS(Automated Driving System )categorized based on
certain Driving Objectives, for instance, a. Whether the driving automation sys-
tem performs either the longitudinal or the lateral vehicle motion control sub-task
of the DDT(Dynamic Driving Task). b. Whether the driving automation system
performs both the longitudinal and the lateral vehicle motion control sub-tasks of
the DDT (Dynamic Driving Task)simultaneously. c¢. Whether the driving automa-
tion system also performs the OEDR (Object and Event Detection and Response)
sub-task of the DDT(Dynamic Driving Task). d. Whether the driving automation
system also performs DDT(Dynamic Driving Task) fallback. e. Whether the driv-

ing automation system is limited by an ODD(Operational Design Domains)8].
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Summarizing above mentioned five categorizations into 6 discrete levels of automa-
tion standards

Level 0: No Driving automation, Both longitudinal and lateral maneuvers are com-
pletely performed by Driver even though the vehicle is equipped with active safety

systems.

Level 1: Driver assistance, The Vehicle’s System is capable enough to perform
either one of the maneuvers(lateral or longitudinal), but not both simultaneously.
The driver will have manual monitoring control during the system action and per-
form other tasks. (eg. ACC(Automated Cruise control )

Level 2: Partial Driving Automation, The vehicle’s AD system is capable enough to
perform both lateral and longitudinal maneuvers under the complete supervision
of the driver. The driver takes action in cases of any vulnerability in doing the

driving tasks.

Level 3: Conditional Automation, The vehicle’s AD system is capable enough to
take full control over certain scenarios and in case of any malfunction fall back
option warns the driver to take full control manually. The driver’s full attention is

required during the action.

Leveld: High Driving Automation, The vehicle’s AD system is capable enough
to perform the full driving task over limited scenarios and it is capable enough to

handle high constrains and there won’t be any need in driver’s intervention.

Level5: Full Driving Automation, The vehicle’s AD system will have capabilities
to function in all scenarios and there won’t be any contingency safety system is

needed in case of critical situations.

1.4 Driver-less Vehicle competition

Formula Student Germany(FSG) is an international student level design compe-
tition funded by top OEM (original equipment manufacturer) companies, for in-

stance, Audi, BMW, Daimler, Tesla..ect. Students design and develop a one seated
6
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formula race car and compete with other teams coming from various universities
across the world. The motivation for this competition is to bring the creativity of
innovative students, experience the value time and effort of teamwork. The com-
petition is not won solely by the team with the fastest car, but rather by the team
with the best overall package of construction, performance, and financial and sales
planning and challenges students to build the vehicle considering the manufactur-
ing feasibility in automotive sectors. As we all know DARPA challenge has created
big confidence in creating the self-driving vehicle likewise In 2016 FSG announced
a new competition competition to build an autonomous race car and it created a
big motivation for all students in Europe to participate. The new, future-oriented
competition fronts students with a completely new challenge. They are to develop
a race car that can run without a driver in autonomous mode, or with a driver in a
manual mode. The vehicles must meet the technical requirements of the two exist-
ing classes of the competition, Formula Student Combustion (engine) or Formula
Student Electric (electric motor). Which driver-less car will win the new competi-

tion will not only be decided based on pure autonomy. Race condition is the vehicle

FORMULA STUDENT DRIVERLESS

_o/\/b

SrudSEEiRm

One goal of Formula Student Germany is
o set new trends, After their success with
Formula Student Electric in 2010, they
have decided to take further steps towards
autonomous [driverless] driving.

For more information please contact
FSD201 6 @formulastudent.de

11 & FORMULA STUDENT GERMANY
). INTERNATIONAL DESIGN COMPETITION
TORD LR0E Leen Leeeen

Figure 1.3: Formula Student Driver-less

should cover bkm over 10 laps as fast as it can with the inner engineering capabili-
ties. Challenging part is racetrack is unknown prior to the competition and for the

first lap the vehicle has to propel on its own with the help of proper vision sensors,
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control and decision.Planning strategy includes integration of models such as the
boundary detection, center-line Estimation and Local trajectory planning. Dynamic
behavior of the vehicle should comply with the planning strategy in order to avoid
the failure of systems. Data accumulation and filtration points from environment
should be processed parallel to achieve optimal path to follow from the next con-

secutive lap. It involves minimization of time required to reach the destination.

1.5 State of art

1.5.1 Project Work Process

Understand Given
reference Model

1

Objective Defenition

Verification

Section 1
Lane
Following

If results are
not optimal
No

Simulation &
Results

| Literature Review I

( ‘ Verification 1

l Objective Defenition

Objective
is done
or not

Methodology
Defention

Section 2
Path
Planning

If results are
not optimal

Modification

Plant Model

No

No

Simulation &
Results

Figure 1.4: Project Process Chart
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This project is an ongoing research project at LIM (Laboratory of Mechatronics)
for a competition. The progress of the works has been illustrated as a flow chart
in Figurel.4. Firstly complete review of relevant Literature papers made to have
a basic idea about the nature of the project. With proper guidance from the
mentors, the first section goal has been determined, which is basically to analyze
the performance of the model and expand based on the project requirements.

The next process is defining a methodology to have a clear image of the project and
its hierarchical process model, Once it is defined developed model is reconstructed
to the required changes. Validation of the model is the last step in this section to
control and verifying the results. If in case the determined objective is not achieved,
then modification of the constraints in the model is made to achieve optimal results.
Section 2 is also the same process as the first section, but the model is not verified
with the previous model, because in this section new model is created for the further

development of this project.

1.5.2 Overview of Lane following

Automation of driving maneuvers idea is being developed by researchers over decades
throughout the world to make vehicles on roads are to be highly secure and safe
without any driving task errors. In every Automation system, the controller plays
a vital role in command generation for guidance, error rectification for safety and
comfort of the vehicle, and this topic state of the art is to represent an overview of
the global control architecture of the autonomous vehicle.

Relevant resources in the field of the control system and engineering helped re-
searchers and engineers to make analysis using different control architectures. For
this project, a Model predictive based (MPC) control system is adopted and in
recent times it has been used by a lot of researches to develop their autonomous
vehicle systems. The major reason for choosing MPC is that it has the predictive
ability, whereas the PID controller does not have such capabilities. MPC has a wide
range of functionalities for various applications, it utilizes the model of a system
to predict its future behavior, and it solves an online optimization algorithm to
select the best control action that drives the predicted output to the reference. It
can control multi-input multi-output systems that might have interactions between

inputs and outputs. MPC can handle constraints, and it has preview capability

9
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[10].

Lane keep Assist system(LKA) and ACC(Automated cruise control) system are
the two vital parts of and advance driver assistance system(ADAS). LKA is devel-
oped for better handling purpose and it deals completely with the lateral motions,
Whereas ACC is developed for speed regulation purposes and it deals completely
with longitudinal motions. Many researchers have presented the control architec-
ture using these systems to develop ADS (Automated driving system). The idea
presented in the paper [11] is for a Lane keep assist. The main goal proposed in
this paper is to minimize the lateral position error and heading angle error with
satisfying respective safety contains The Paper deals with the Robust model pre-
dictive control strategy for lateral control and longitudinal velocity is assumed to
be constant. They have introduced recursive adaption of unknown steering offset
in an MPC framework. The control strategy guarantees robust satisfaction of im-
posed operating constraints in the closed-loop along with model adaptation. It also
assures the recursive feasibility of the proposed MPC(Model prdictive control) con-
troller on a road path of fixed curvature. On a variable curvature, The proposed
algorithm is accordingly modified to a switching strategy. It is well understood
from this research that problem formulation is a critical part to get the desired
output and it also proved that the adaptive MPC is more robust and efficient in
satisfying the recursive constraints when compared to a normal MPC(Model Pre-
dictive Control).

Similarly, the Lane-keep assist system for a passenger car is presented in the
paper[12]. The paper is about an active system in the car and it is termed as
a lane-keep aid system (LKAS). This was developed with proper warning/ inter-
vention strategies to decrease unwanted lane departures. Module formulation is
simple and executed with the Electronic power-assisted steering actuator(EPAS).
Intervention module is considered as a control model which will ensure when and
how it should happen, its actuation is based on steering angle and its torque cal-
culation from perceived input road information data.

The control architecture presented in the paper [13]. is based on the linear model
predictive based lane keep and obstacle avoidance. The optimization problems are
formulated as a quadratic program(QP) to determine optimal braking, throttle,
and steering command. control model is separated into two levels as high and low,

therefore the high level generates an obstacle-free trajectory, while low level tracks

10
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this planned trajectory. Since the MPc formulation is online solution-based, so they
have planned to spatial vehicle model to reduce its computational complexity, this
controller is capable enough to handle constraints for low curvature road such as
highways. Paper is presented with two main contributions, the first one is under the
assumption of a large radius of curvature they derive a linear time-varying model
(LTV) of the vehicle lateral dynamics as a function of longitudinal speed profile
and the second is a model to formulate MPC problem for lane-keeping and obstacle
avoidance, considering both lateral and longitudinal dynamics.

With inspiration from the reference papers and valuable research work, the control

Reference Measuredoutput(X, Y(m), Vx, Vy(mls), w(rad), y(radls))
— Path
Generator
SE
S 8(deg)
Perception(Stereo| | £ L Lateral and Longitudinal .
Camera) < - Controller ax(mis’) gyl
= =
S s
& =
N
Reference
Velocity
Generator Measuredoutput(X, Y(m), Vx, Vy(mls), y(rad), y(radls))

Figure 1.5: Global Control Architecture of Lane Following method

strategy presented in this thesis is completely built using Matlab and Simulink. A
general overview of the complete architecture is presented in Figurel.5, it is based
on the generic structure of the ADS model i.e, Perception,Extraction, Decision-
control, and Action. In this model, the virtual stereo camera is used in simulation
to perceive real-time data of the surrounding environment, and the control strategy
is formulated based on an online optimization inside adaptive MPC. The adopted
technique works in association with real-time data coming from the vision sensor
and proper feedback states from the vehicle model to regulate longitudinal speed
profile and tries to minimize path position errors in terms of lateral deviation and
relative yaw angle abiding the stated conditions.

The performance of this technique is evaluated with two different vehicle mod-

els on the same simulated scenario and this type of analysis helps us to better
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understand the behavior of control system in handling states from the higher ve-
hicle models. It is too complicated to build a vehicle model equivalent to real, so
the experimentation done by co-simulating with the another simulation software.
CARSIM (Mechanical simulation software) is used to co-simulate with Simulink
model.Visual simulation solver uses S function to solve the math model given from
the Simulink environment and integration of Simulink and CARSIM is done by
APIT ( Application program interface)[14].

1.5.3 Overview of Motion planning

Path planning is very important system for AD vehicle as it is responsible for pro-
viding collision free path from start to destination. This section shows an overview
of the global control architecture of the model. The responsibility of this system is
to make proper decision, and it includes collision avoidance strategy,shortest path
finding method, and Dynamic trajectory optimization.There are two processes of
path planning and control, and they are online optimization and offline optimiza-
tion. The online refers to real-time optimization, where the module is completely
active during the process and tries to define a trajectory associating with the behav-
ior of and generates sufficient velocity profile based on handling limits, therefore the
implementation requires an efficient processing unit because the module increase
computational cost. The offline process works in the ideal phase where the trajec-
tory generation is created by strategical algorithms using the extracted data from
the perceived environment.

A review of relevant papers helps us to increase the idea spectrum in defining the
proper strategy for our problem. The idea proposed in the paper [15] is to achieve
the minimum curvature path using a quadratic optimization problem(QP) formu-
lation. The technique assures in terms of curvature approximation and based on
curvature constraints it mainly focuses on reducing linearization errors on corners,
and for longitudinal motion, they adopted forward and backward solver which pro-
vides velocity profile considering the lateral and longitudinal acceleration limits of
the car. For an offline process, they used three manually driven data to generate
the occupancy grid of the track by fusing GPS, odometer, and LIDAR measure-

ments. The map is further post-processed because the run-off areas and curbs are
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impossible to detect using LIDAR. It also includes the generation of the center-
line required for the subsequent optimization algorithm. The actual driving cycle
is obtained by finding a minimum curvature path and then generating a suitable
velocity profile considering handling limits. In the online process, the module is
active during the driving session. The Planning Unit (PU) performs two major
tasks, one of them is monitoring the system mission, and this includes launching a
car, monitoring the subprocesses, counting the number of laps, and adjusting the
velocity profile based on given scale factor. The other one is for the extraction of

local trajectory from the offline global trajectory and that is used for control.

Ref poses,direction)
| Reference
velocity
L Generator
; 2 ane Occupanc
Simulated Scenario |—| Boundaries |——s| upancy || Path Planner
Exrtraction Grid Map Vyer (mls)
Refx y(m),v,(mls)
X, Y(Waypoints)(m)
(Ref(cumLom).direc)
Currentyy v, v, y.s
Lanedetails Tr,ajecmry
Tracking Control
Visualizer S(deg)
Vehicle

ax(mls?)

Currenty y,,..om)

Figure 1.6: Global Control Architecture of Path Planning Method

The methodology presented in this thesis is offline process-based considering some
assumptions. In the real case, the data is extracted from the vision sensors, whereas
in this case, we used reference data to design simulated track scenarios. The occu-
pancy grid map is created using the lane details of the simulated scenario and it
is the surrounding environment for the AD vehicle. The incrementally based path
planner generates a local trajectory for every discrete route points by analyzing
the behavior of the path. It is completely a closed-loop model presented in figure
(5), the velocity profile generates speed profile from the local trajectory geomet-
rical data and the path analyzer provides the suitable reference velocities to the
controller analyzing the current status of the vehicle. Discrete Stanley lateral and
longitudinal controller is adapted to provide the required steering and acceleration
command to the vehicle model. The trajectory tracking is based on the lateral

deviation and relative heading angle. This type of control system is adopted for
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simplicity and to reduce computational cost.

1.6 Thesis outline

The thesis is organized as follows:

o Chapter 2: 1t presents the detailed view of vehicle modeling used for valida-
tion in control system, in particular 3 DOF rigid vehicle model,Tire model,

drive-line dynamics, Carsim vehicle model, Linearized vehicle model for MPC.

o Chapter 3: It presents the detailed view of Lane following methodology, in
particular Perception, Reference trajectory and Speed Profile Generation, MPC

control design and problem formulations.

o Chapter 4: It presents the detailed view of Path planning and tracking
methodology, in particular Mapping, Planning method, Route planner, Be-
havior planner, Path analyzer, Stanley Lateral and Longitudinal control de-

sign for tracking.

o Chapter 5: It presents the performance evaluation of both lane following
method and path planning and tracking methods by means of simulation.

The analyzed results are discussed in detail

o Chapter 6: It presents the conclusions and future works of this project.

14



Chapter 2

Modelling

This chapter shows a detailed description of the vehicle model that is used to
validate the Model predictive based control system.The Mathematical models and
simulation tools increases the availability to investigate the dynamic behavior and
the safety of the vehicle without a mandatory need to built or test a very costly
vehicle (14 DOF paper). There are different types of models built for specific
purposes, for example, The Quarter car model deals with 2 DOF allow to study
the vertical dynamic behavior of single suspension system , and the 14DOF Model
deals with six degrees of freedom that are classified mainly based on translation
and rotational motions remaining two degrees of freedom deals with each wheel’s
vertical and rotational motions it allow us to study the vehicle’s roll dynamics,
and 7 DOF vehicle model deals without the contribution of vertical motions it
allow us to study better yaw stability, and finally 3 DOF vehicle is a simple model
deals with the planar dynamics of the vehicle based on translation and rotational
motions. Higher models with more degrees of freedom and better interaction of
motions will have good quality in the prediction of vehicle behavior, but it also
increases the computational cost. In this thesis, we use a pre-assembled vehicle
model from the Simulink blocks and it deals with only planar motions.The physics
of this mathematical model are briefly detailed in section 2.1, and the Linearized
tire model is discussed in section 2.2. The internal plant model for model-based
control is the linearized vehicle model that is modeled to reduce the computational
complexity of the system, and the equations are derived in section 3.To increase

the accuracy of the vehicle model, we adopted a vehicle model from the commercial
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software that is equivalent to a real vehicle, and it is presented in section 4.

2.1 Vehicle model for validation

The mathematical model of the vehicle is a multi-body system well established to
dynamic analysis. The vehicle model is a complex system with multiple degrees of
freedom, and it is composed of the various subsystems (vehicle body, wheels and
tires, Power train, suspension, steering, brakes, and control system). As stated
before we use two vehicle models in this thesis for the analysis purpose, and they
are rigid vehicle models (single track) and carsim complete vehicle model. The
kinematic and dynamic equations of motion of these two are briefly derived in

subtopics.

2.1.1 Vehicle coordinate system

The Cartesian co-ordinate system used in this thesis for modeling the vehicle dy-

namics is based on SAE J670 [16] This Figure2.1 represents two sub-figures a and

Y . :
A )" i _1'cm'- axis )
N _,f"' -
o
Y Cc .
cG ;
L) - X X
(a) Global coordinate system (X, Y, ) (b) Local coordinate system (x,y)

Figure 2.1: Model Coordinate Systems

b, where a refer to the global coordinate system and b refer to the Local coordinate
system. (X, Y) axis is the longitudinal and lateral directions of the global reference
frame, and v is the heading angle of the vehicle concerning the global reference
frame. The local coordinate system is denoted as the vehicle fixed system, where

(x, y)-axis is the longitudinal and lateral directions with respect to the vehicle
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reference frame, and the yaw axis refers to the vehicle’s orientation concerning its

center of gravity.

2.1.2 Kinematic model

The geometrical description of the mathematical model is known as kinematic
model and it describes the vehicle motion without taking into account of the forces
that are affecting its motion.The equations of motions are purely based on Geo-
metric relations with certain assumptions, that is the velocity vector vector of both
the axles that make steering angle d; and d, corresponds to longitudinal axis of
the vehicle and due to the fact the the former assumption is true in this case then
slip angle is also assumed to be zero. This is true only at low velocity, because

the lateral force generated by tire is very small. The image presented in Figure2.1

YAO

Figure 2.2: Vehicle kinematic model

depicts a bicycle model. It is understood from the diagram the two wheels of left
and right are considered as single wheel in the front A and similarly in the rear
B. 0; and 6, represents the steering angle of the front and rear wheel, whereas in

this model the steering angle of rear wheel is set to be zero. It is said to be a front
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wheel steered vehicle model.
The point C shows the vehicle’s center of gravity(c.g) and I,/ are the respective
longitudinal distance from the center of gravity. The sum of both distances is know

as wheel base L.
L= lf + lr (2.1)

Since the vehicle deals with planar motions, the three coordinates X,Y, 1 helps
to describes vehicle motion, where (X,Y) are the inertial co-ordinate of the vehicle
that represents the location with respect to vehicle’s center of gravity, and 1 is the
orientation axis of the vehicle with respect to center of the gravity.

The point O refers to the instantaneous center of rotation of the vehicle and it
is defined by the intersection of lines AO and BO. These two lines are drawn
perpendicular to the orientation of the two wheels. The length of the line OC
corresponds to the radius of the vehicle trajectory R, and it is perpendicular to the
velocity vector V.

Applying the sine rule to triangles OCA and OCB, remembering that J, is equal

to zero, it is possible to define the following equations [17]:

sin(d; — B) _ sin(§ — d&y)

2.2
; . 2.2
sin(f) 1
= — 2.3
L "R (2.3)
After some manipulation and multiplying by Coi(f 57 equation 2.2 becomes:
l
tan(dy) cos(f) — sin(f5) = Ef (2.4)
Likewise, multiplying by [,., equation 2.3 can be re-written as:
n(s) = = (2.5
sin(f) = — :
R
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Adding equations 2.4 and 2.5, the following relation has been obtained:

tan(dy) cos(f) = lf;lT (2.6)

This formula allows to write the radius R of the vehicle trajectory as a function of
the front steering angle d, the slip angle 3, and [;.
If the value of radius R changes slowly due to low velocity, the yaw rate ¥ of the

vehicle can be assumed equal to the angular velocity w that is defined as:

w= ‘]; (2.7)

Therefore, the yaw rate ¥ can be described as follows:

&:E (2.8)

Using formula 2.6, the equation 2.8 can be re-written as:

i — V cos(pB)

2.
L+l tan(dy) (2.9)

After all these assumptions, the overall equations of the kinematic model can be
defined as:

X =Vecos(¥ + f) (2.10)
Y = Vsin(¥ + 5) (2.11)
. Vcos(B)
U= T tan(dy) (2.12)
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2.1.3 Dynamic model

The kinematic model is quite simple with two degrees of freedom and the assump-
tions are valid only in the case of low speeds that are lower than 5m/s. To define
the proper control system for the vehicle we need to consider a more complex and
dynamic model because it exhibits interactions in multiple directions. In this the-
sis, initially, we used a pre-assembled 3DOF rigid vehicle model from the vehicle
dynamics block set in Simulink. This model describes motion in three planes. The
lateral and longitudinal are the two translation motions corresponding to the XY
axis, and the yaw is the rotational motion corresponds to the orientation axis of the
vehicle. The front and rear wheels of the model are considered as a single-center
wheel and it is commonly denoted as a single track rigid vehicle model. The steer-
ing of both axles are possible in this model, but we set the rear steering to zero to

have a model similar to our original front steered vehicle.

Figure 2.3: 3DOF rigid vehicle model

The Figure2.3 shows the schematic diagram of the 3DOF rigid vehicle model. The
nomenclatures referred in the diagram is given F},F, refers the tire forces acting
along the longitudinal and lateral directions, it is also termed as traction and cor-
nering forces of tires. F,,F, refers the longitudinal and lateral forces action on the
vehicle’s C.G(center of gravity). F, refers the normal force that are acting on the

wheel center. [; and [, refers the longitudinal distance between the front and rear
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axles from vehicle center of gravity. ¢ refers to the steering angle, and ay, a, refer

the tire slip angles.Newtons law of motions are given by [17]

m‘/m :m%{p—i_Fxf—i_Fz'r—Faero (213)
mV, = mVyt) + F,; + F,, (2.14)
L.V =1;F; —I,F, (2.15)

(2.13) , (2.14) equations denote the dynamic motions of longitudinal and lateral
directions with respect to vehicle center of gravity,and yaw dynamics is denoted
in (2.15). The forces acting on the vehicle with respect to vehicle’s C.G( center
of gravity) are given by (2.16), (2.17) both contributions are related to tire forces

(Front and rear) and steering angle ¢.

F,r = Fiycosd — F ssind (2.16)
F,; = Fipsind — F,rcosé (2.17)
Fp = Fy (2.18)
Fy = F, (2.19)
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2.2 Tire Model

The tire is an elastic material that creates contact with the road to ensure the
movement of the vehicle in the respective direction. The contact patch between the
road and tire is the critical part of the tire that generates tire forces during driving
maneuvers, for instance, Acceleration, steering maneuver, and braking. It servers

mainly three main functions,

o Withstands the ground forces that are on the wheel and also provides a cush-

ioning effect during high road irregularities.
o It generates longitudinal force during accelerating and decelerating.
o It generates lateral force during cornering.

Let us see the basic construction for tire and the factors that define its performance.
The tire is a complex composite structure made up of many layers of plies and rein-
forcement chords, and it resembles two characteristics rigid and elastic. Cross-ply
tires, Radial ply tires, and Belted ply tires are the three different schemes of tires
used in the vehicle industries. The classifications are made by the engineers mainly
based on their performance because each of its physical construction varies. Sec-
ondly, The factors that define the tire performance are 1. Effective Rolling Radius,
2. Rolling resistance, 3. Vehicle speed, 4. Structure and material of the tire, 5.
Wear of the tire, 6. Working temperature, 7. Pressure and load, 8. Tire size, 9.
Road condition, 10. Side slip angle, 11. Camber angle, 12. Traction and braking
force, 13. Cornering force [18].To develop a tire model it is important to determine
the wheel reference system to get an idea about the forces and moments that are
experienced by the tire.

Figure2.4 depicts the SAE tire coordinate system. Nomenclatures and detentions
are reported. (X(longitudinal), Y(Lateral), Z (vertical)) are directional axis that
represents the interactions concerning wheel planes respectively. Wheel plane is the
central plane of the tire normal to the axis of rotation, Wheel center is the interac-
tion of the spin axis and the wheel plane, Center of tire is the contact interaction of
the wheel plane and projection of the spin axis on to the road plane, Rolling radius
is the distance between the contact point and wheel center in the z-direction, Lon-

gitudinal force F} is the component of forces acting by the road in the x-direction,
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Figure 2.4: SAE tire coordinate system

Lateral force F, is the component of forces acting along the y-axis direction, Normal
Force F, is the component of forces acting along the z-direction, Overturning Mo-
ment M,, Rolling resistance Moment M,,, Aligning Moment M, (are the moments
created due to the interaction of tires force with respective orthogonal planes), Slip
angle « is the angle between the wheel and the velocity vector, and camber Angle
~ is the angle between wheel plane and vertical axis. The forces that are generated
on the contact patch has high influence in the case of high slip ratios and slip angles
because it no longer stays in linear region and exhibits highly nonlinear motion.
We need computationally challenging model to define the vehicle dynamics or else
the system would be completely nonlinear[19].

Many research has been made on this topic over the years to increase the dynamic
performance of the vehicle. Researchers have developed some equivalent tire mod-
els to replicate the original behavior of the tire, for example linear tire model, semi
empirical tire model, Dugoff’s tire model, dynamic tire model, and they are used for
different applications and test purposes. In this thesis, a simplified linear tire model
is used in 3DOF rigid vehicle model and the semi empirical tire model (Pacejka tire
model) used in the Carsim vehicle model. The first subsection presents the force

characteristics of linear tire model, and the second subsection presents the Pacejka
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tire model.

2.2.1 Linear tire model

Linear tire model is defined to generate longitudinal and lateral forces completely in
the linear range. It is also said to be an ideal tire model. The forces are maintained
in the linear graph with some assumptions, that is assuming low slip angle and slip
ratio.

First the longitudinal tire force at lower slip angles is presented. The positive
contribution of longitudinal forces are generated when the wheel is accelerating
and it is opposite during braking. The longitudinal slip is developed when the
wheel exchanges its longitudinal force with road. In other words it is the difference
between the wheel velocity and the equivalent rational velocity[17]. For better
understanding the longitudinal force vs longitudinal slip is presented in Figure2.5.1t
is evident from the graph that the force lie in linear region only at low slip o if

it exceeds the linear range wheel tends to slide. Equation (2.20) defines slip ratio

a) b) My
| B T v
o =0,05 % < I B
=92 Braking Driving
=] 0 i

N\

e o My
Hpy,

Figure 2.5: Longitudinal tire force as a function of slip
[18]

during the braking operation, and (2.21) defines it during the acceleration.

_ TeffWw — V:p

7 (2.20)

Oz
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o, = rettWn ~ Vo (2.21)

Tef fWw
The major assumption considered in the model is the longitudinal force (F,)
roughly proportional to normal load (F,) at equal value of slip [18] and the friction
coefficient is assumed to be 1. It is clear from the Figure2.5 the force is proportional
to slip for small slip values, therefore the tire force is given by (2.22), (2.23), where

Cs, Cyr are the longitudinal tire stiffness corresponds to front and rear tire.

Fxf = CUfO'xf (2.22)

Fop = Cop0yy (223)

Secondly, the Lateral tire forces at low slip angle is presented. Cornering force is
highly related to the lateral deformation of the tire at contact patch area. This
tire force is really important during the turning maneuvers, where it ensures the
vehicle to stay on the expected trajectory without much deviation, and it has also

high influence on handling behavior of the vehicle.

longitudinal axis of the
vehicle

Figure 2.6: Slip angle and lateral force
[17]

This model is developed based on the two consideration, first the slip angle are
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limited to low values so that the expected lateral forces lie on the linear range, in
other for small slip angle the lateral tire force generated at the tire is proportional
to the slip angles at the tire. Second, when the vehicle is not steered the slip angle
is assumed to be zero. It is clear from the Figure2.6 the angle between the velocity
vector and the wheel axis is known as slip angle and the lateral Force F); is acting

perpendicular to the wheel orientation. Therefore slip angle can be given by (2.24),

(2.25).

ay = 0 — Qvf (2.24)

o, = —0,, (2.25)

8,r is the angle betweeng the velocity vector and the longitudinal axis, similarly 6,,
is the angle between the rear velocity vector and the longitudinal axis. 0 represents
the front wheel steering angle. According to the stated consideration we can thereby

define lateral force acting on the front and rear axle.

Fyp =2C,7(0 — Ovy) (2.26)

Fyp = 2C0(—0y,) (2.27)

where C, is the cornering stiffness that is proportional to the lateral tire force based

on the respective assumptions.

1%

tan(fy ;) = V“‘L/f (2.28)
— LY

tan(Bys) = %v (2.29)

Ov ¢, Oy, are calculated with the ratio between lateral and longitudinal velocity. It
is given in (2.27) and (2.28). Where V,, V, are the lateral and velocity at the vehicle

center of gravity, Psi is the yaw rate of the vehicle and [ , l, are the longitudinal
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distance from center of gravity.

bys — W (2.30)

Ov, = Vy;xw (2.31)

Fp = 20 ,(6 — W) (2.32)
F, = 2car<—‘/y;j’*'p> (2.33)

2.2.2 Pacejka tire model

In order to analysis the the dynamic behavior of the vehicle we require more complex
model, and the complexity of the tire model should be defined to approximate the
tire behavior at different operating conditions,for example at higher speeds. The
linear tire model are considerably good choice with the linear vehicle model where it
deals motion equations based on a limit conditions. To move towards more realistic
situation this tire model(Pacejka tire model) has developed a 'magic formula’ to
determine tire force F},F, and aligning moment M, for wide range of operating
considering large slip angle, slip ratio and when both the forces interact at the tire
contact point. The magic formula for the longitudinal, lateral force and aligning
moment is given by(2.26),(2.27),(2.28).

F, = Dsin(C arctan B(1 — E)(0 + Si) + Earctan[B(c + S,)]) + S, (2.34)

F, = Dsin(C arctan B(1 — E)(a + Si) + E arctan[B(a + Sp)]) + S, (2.35)

M, = Dsin(C arctan B(1 — E)(« + Sp) + Earctan[B(a + Sp)]) + S5,  (2.36)
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Figure 2.7: Magic formula parameters
[18]
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Figure 2.8: Longitudinal tire force as a function of slip(Pacejka)
[18]

Figure2.8,2.9 depicts the longitudinal tire force is proptional to its slip for different
normal force F,, similarly the lateral tire force and aligning moment propotional
to slip angle for different normal force F,.

The parameter that defines the magic formula B,C,D.E,S},, S,,The nomenclatures

of Figure2.7 are reported here,
o B - Stiffness factor
o C - Shape factor

e D - Peak factor
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Figure 2.9: Lateral tire force and aligning moment as a function of slip ratio
[18]

e E - Curvature
e S}, - Horizontal shift

e S, - Vertical shift

2.3 Drive line dynamics

The drive line dynamics deals with the longitudinal motion, that is the engine
model determines adequate torque, delivers to the transmission model and the
torque converter divides sufficient torque to respective wheel model. The equation
of motion is given by sum of all model contributions.It is a difficult process to
design such a complex drive line model, so we have used a simplified longitudinal
dynamic model and a first order drive line dynamics with time constant 7 = 0.5s
to determine engine torque and to track the desired acceleration generated by the

MPC(upper level controller).

3DOF

Driveline | Firr M| pigid venicte | %I™/°] | —2oi
dynamics Dynamics
Model

Figure 2.10: Driveline dynamics architecture

The model is developed based on certain assumptions that the torque converter in
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the vehicle is locked and there is zero-slip between tire and road.Using the above
assumptions, the engine torque required to track the desired acceleration command
is first calculated, then with the engine torque values, engine maps and nonlinear
control techniques are used to calculate to the throttle input command that will

provide the required torque[17].

Tengine = rw(maz + 05,0Aoz‘/;c2> (237)
Twheel = Tengin&i (238)
Tohee
theel = heel (239)
T

Figure2.8 depicts the driveline dynamic architecture, where The input a, is from
the MPC model, and the lower level drive line dynamics determine the required
engine torque that is given by (2.37) and (2.38). The calculated torque used to
determine the tire force that is given as a input to vehicle model to follow the give

velocity profile.For more information regarding the drive line dynamics refer [17]

2.4 Vehicle model for MPC

In this thesis work, the goal is to implement a combined lateral and longitudinal
control system based on MPC for autonomous racing. For this purpose, a 2 de-
gree of freedom vehicle model is used to define the lateral dynamics of the vehicle
for controller internal plant model in terms of error with respect to the reference
trajectory. The two errors are lateral displacement error e; , which is defined as
the lateral distance between center of gravity of vehicle and the center line of the
reference trajectory. Yaw angle error e, is defined as the difference between the yaw
angle of the vehicle and desired yaw angle as dictated by the reference trajectory,
as represented in Figure 2.11. The rate of change of lateral displacement error and

yaw angle error are given by the equations.

30



Modelling

Left lane
L
[
I'g’ - Lanecentedine
Ve
2 —— Right |
Y T~ Relative yaw angle ight lane
» & - ¢
/ .
Lateral deviation
. \
Previewed lane curvature

X

Figure 2.11: Bicycle model in terms of lateral deviation and relative yaw angle
with respect to the center line of the lane

él = ‘/;62 + V;J (240)

o =V — Wy (2.41)
The desired yaw angle rate is given by:
Wgos = Voki (2.42)

Where, k denotes the the road curvature.

The state-space model for lateral dynamics can be obtained by linearizing the

bicycle model described in section 2.1.2. & = Az 4+ Bu is represented as:

Y 0 1 0 0 Y 0

. 0 i QCaf+2CaT 0 —va . QCafo72Cm«LT . QCaf

7= o 0 0 L ot o |0 W
7 2L +Cor—2LrCoar 2L 2Cq 4202 Cor ; 2L+C,

U o) |

For the longitudinal dynamics, the plant model used for control design is the transfer

function between desired acceleration and actual vehicle speed and is given by[17]:

P(s) = s(ml+1) (2.44)
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Where, 7 is the time constant. Due to the finite bandwidth associated with the
lower controller, the vehicle is expected to track its desired acceleration imperfectly.
Thus there is a first order lag in the lower level controller performance and hence the
use for the upper controller which incorporates a lag in tracking desired acceleration.

The lag in the performance of the lower controller comes from several sources,

accumulating brake or engine actuation lags and sensor signal processing lags.
o The pure time delay in the engine response (60 milliseconds at 2000rpm),

o The bandwidth of the lower level multiple-sliding-surface controller that tracks

acceleration

e The bandwidth of low pass filters used for other sensors such as engine man-

ifold pressure sensor, wheel speed sensor, etc
e The bandwidth of the throttle actuator
o The lag due to discrete sampling at 50 Hz (20 ms sampling)
o The 200 ms lag due to the radar filter
o When braking, the brake actuator lag instead of engine time delay.

overall time constant of the lower level controller could be as much as 500 millisec-
onds.

A traditional MPC controller includes a nominal operating point at which the
plant model applies, such as the condition at which you linearize a nonlinear model
to obtain the LTT approximation. If the plant is strongly nonlinear or its character-
istics vary dramatically with time, LTT prediction accuracy might degrade so much
that MPC performance becomes unacceptable. Adaptive MPC can address this
degradation by adapting the prediction model for changing operating conditions.
As described in the Model Predictive Control Toolbox™, adaptive MPC uses a
fixed model structure, but allows the models parameters to evolve with time. Ide-
ally, whenever the controller requires a prediction (at the beginning of each control
interval) it uses a model appropriate for the current conditions. So, in an adaptive
MPC, the plant model is updated at each time step as the operating point keeps
changing. i.e. Vehicle longitudinal speed. The plant model used as the basis for

adaptive MPC is an LTI discrete-time, state-space model with a sampling time 7}
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= 100 ms. The combined state space model for lateral and longitudinal dynamics

which is used as the internal plant model for MPC is represented below:

x(k+1) = Az(k) + Byu(k) + Bav(k)

2.45
z(k) = Cx(k) (245)

Where:

 k is time index (current control interval).
o x are plant model states.

o u are manipulated inputs. These are the one or more inputs that are adjusted
by the MPC controller.

o v are measured disturbance inputs.
o A is the state matrix.
o B, and B, are the input matrices corresponding to inputs v and v respectively

o C is the output matrix.

AN 0 0 o o] [v,] [+ o 0 ]

v, 1 0 0 0 0 0| |V, 0 0 0

V; 0 0 _QCQQ/?CM _Vz_zcafL;;/.zch,. 0 ol |v, 0 Qch a 0

il 0 0 _2LfcalszL,.cw. _2LfQCQIf;§L,30m, o ol + 0 % 5 + 0 1

é 0 0 1 0 0 Ville| 0 0 0

6| oo 0 1 0 0]lezf |0 0 ] V.|
(2.46)

The inputs for the plant are separated to indicate that u correspond the fornt
wheel steering angle and acceleration/deceleration command of the vehicle (con-
trolled output of MPC), while v indicates the longitudinal velocity multiplied by
the curvature x (it is the disturbance). The inputs to the MPC y corresponds to
the lateral deviation e; , relative yaw angle e; and velocity of the vehicle V. In
the state vector, V), denotes the lateral velocity, V,, denotes the longitudinal veloc-
ity and ¢ denotes the yaw angle. The vehicle model refers to a high-performance

autonomous car characterized by the parameters listed below.
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m = 1575 kg, the total vehicle mass;
Iz = 2875 Nms?, the yaw moment of inertia of the vehicle;

lf = 1.2 m, the longitudinal distance from the center of gravity to the front

wheels;

[, = 1.6 m, the longitudinal distance from the center of gravity to the rear

wheels;
Cor = 19000 N/rad, the cornering stiffness of the front tires;

Cor = 33000 N/rad, the cornering stiffness of the rear tires.

34



Chapter 3

Lane Following Method

The chapter presents complete control methodology adapted to satisfy the objective
of the autonomous racing. The proposed control strategy is for lateral and longitu-
dinal guidance of the vehicle with respect the corresponding lane boundaries of the
road and it is implemented by using model predictive based controller. According
to Figurel.5 the global control architecture of the plant model is subdivided into

three major division,

o "Perception" is a primary system of the ADV(Autonomous driving vehicle),
where it is responsible to provide sufficient information of the surrounding
environment viewing from vehicle axis. It is achieved by placing vision senors

(Camera, Lidar, Radar, etc.) in appropriate position on the vehicle.

o "Extraction" is the process that accumulated the sensor data to create a point
cloud map. From the accumulated data reference trajectory and speed profile

is generated by implementing the geometry function.

e "Control" is the integral system responsible for providing required accelera-
tion and steering command to follow the path, to have better guidance and
stability of the vehicle.

A detailed architecture is presented in Figure3.2.It is the closed loop control model,
where the blocks are decomposed according to stated subdivisions and both lat-
eral and longitudinal controller is combined together to achieve requires optimal
guidance. The control law for both the motion is formulated in Model predictive

controller, where it gets the reference input from the perception to estimate the
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Figure 3.1: Detailed control architecture of lane following method

reference path details considering current position of the vehicle and tries to cor-
rect dynamic errors with respect to future states. To perform this simulation test
we have used Matlab driving scenario creator that allow us to generate synthetic
detection and test controller efficiency. Three race track scenario is build using this

function and they are,
» Round track
o Handling track
o Berlin race track

Prediction model is defined in MPC to constrain the bound value concerning pre-

dictive states to initialize acceleration, deceleration command to move the vehicle
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along the predicted path, whereas in this project the vehicle model used for control

validation is 3dof rigid vehicle model.

3.1 Visual Perception

The visual perception is known as vehicle visionary to perceive the environment
around the vehicle. Detection of static and dynamics objects is the major task
of this system, and it is performed by using various vision sensors, for instance,
camera is used to record the images of the surrounding along the vehicle axis to
a certain focal distance, and Lidar sensor are used to percieve 360deg surrounding
environment and represent as 3-D point cloud. There are multiple sensors are
associated with the visual perception of the autonomous vehicle to increase the
reliability and safety of the vehicle, therefore the vision detection is performed by
fusing the vision sensors data to replicate the environment more realistic and also it
is the primary information for vehicle control system to decision. In this thesis we
have adapted computer vision detection in order to perceive the lane details. This
is performed using Driving scenario designer from the Automated driving toolbox
in Matlab, this allow us create synthetic driving scenario for testing the control
strategy of the ADS(autonomous driving system).

The drivingScenario function enable us to create a road with corresponding lane
numbers, place actor(ego vehicle) in the road at a specific location, configure the
vision sensor (camera) at fron to vehicle, and create a manual trajectory for the
vehicle to follow. Once this is designed it is exported as a function to the closed loop
algorithm associated with the other block that is going to be explained in further
sections. To perform the closed loop procedure for real time detection and generate
information for tracking several set of blocks are used in Simulink environment.
First,

» ’Scenario reader’ the current information of the actor(ego vehicle) is given as
and input to the block to verify the state of the vehicle concerning global co-
ordinate system. The current information includes the vehicle local position,

velocities, yaw angle and yaw rate.

second,
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Figure 3.3: Driving scenario designer

"Vision Detection Generator’ sensor blocks consist of a monocular camera
sensor. Camera configuration information includes the intrinsic (Focal length
and optical center of the camera)and extrinsic parameters (Orientation (pitch,
yaw, and roll) and the camera location within the vehicle to define the cam-
era orientation with respect to the vehicle’s chassis) in the Vision Detection
Generator block. The camera is mounted on top of the vehicle at a height of

1.5 meters above the ground and a pitch of 1 degree toward the ground. This
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information is later used to establish camera extrinsic that define the posi-
tion of the camera coordinate system with respect to the vehicle coordinate
system. Focal length = [800, 800]; Optical center of the camera = [320, 240];

In this thesis, monocular camera sensor uses the built-in findParabolicLaneBound-
aries function has been used to fit the lane line model. This function uses RANSAC
algorithm to find the lane line boundaries. As the function name suggests, the model
created is a parabolic model that fits a set of boundary points and an approximate
width. The selected boundary points correspond to inliers only if they fall into the
boundary width. The final parabolic model has been obtained using a least-squares
fit on the inlier points.

The function receives in input the candidate points in vehicle coordinate from the
features extraction phase and it provides array of parabolicLaneBoundary objects
for each model. The returned array includes the three coefficients [a b c] of the
parabola, like a second-degree polynomial equation az?+bx+c, and in addition the
strength, the type, and the minimum and maximum =z positions of the computed
boundary. The last three parameters are used to reject some curves that could be
invalid using heuristics. For example, in order to reject short boundaries, the dif-
ference between the minimum and maximum =z positions has been compared with
a specific threshold, if the minimum threshold is not reached, the found boundaries
are rejected; or, to reject weak lines, the value of the strength has to be higher than
another threshold set ad hoc.

3.2 Reference trajectory generation

The controller of the lane keeping needs to receive the curvature of the trajectory
like input to perform the control action on the steering angle.
“The curvature of a curve parametrized by its arc length is the rate of change of

direction of the tangent vector [?]”.

Considering a curve «(s), where s is the arc length and the tangential angle ¢,

computed counterclockwise from the x-axis to the tangent T = &/(s), as shown in
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Figure 3.4, the curvature k of « is defined, following the definition, as:

do
K= — (3.1)
ds
——,
-~ - .
e cx(s}?\;\

s NN

' \

; \\. .

N 8
.
el (s)
\\_:L\l—--;‘
N L,

Figure 3.4: Curve o and tangential angle ¢

The curvature can be also defined as the value of the turning of the tangent T(s)

along the direction of the normal N(s), that is:
k=T -N (3.2)

It is easily to derive the first definition 5.41 from the second 3.2 (Figure 3.5), as

follows:

. N = i DTN dé
ds As—0 As As—0 As ds

(3.3)

To perform the measure of how sharply the curve bends, the absolute curvature

T(S + &s) T(S}

_N-(S} A(b

Figure 3.5: Demonstration that the definition 5.41 can be derived from the
definition 3.2

of the curve at a point has been computed and it consists of the absolute value of
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the curvature |x|.
A small absolute curvature corresponds to curves with a slight bend or almost
straight lines. Curves with left bend have positive curvature, while a negative cur-

vature refers to curves with right bend.

With the second definition 3.2 it is possible defined that the curvature of a cir-
cle is the inverse of its radius everywhere. For this reason, the radius of curvature
R has been identified as the inverse of the absolute value of the curvature s of the

curve at a point.

R (3.4)

e

The circle with radius equal to the curvature radius R, when x # 0, and positioning
at the center of curvature is called osculating circle, as shown in Figure 3.6. It allows

to approximate the curve locally up to the second order.

center of

curvature

osculating

circle /
e

radius of 5: Tf

curvature ] f K |

Figure 3.6: Osculating circle and radius of curvature

The curvature can be expressed in terms of the first and second derivatives of the

curve « for simplicity in the computation, by the following formula:

]

1+ ()]

K= (3.5)
In order to compute the curvature in this thesis work, the Geom2d toolbox in MAT-
LAB has been used. This toolbox provides the polynomial Curve Curvature function
that allows to compute the local curvature at specific point of a polynomial curve.

It receives in input the curve in parametric form x = x(t) and y = y(t) and the
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point in which the curvature has to be evaluate.
The function polynomial CurveCurvature computes the curvature following the for-

mula 3.5 that becomes:

_ |x/y// _ x//y/|
[(2')? + (v)?]

K (3.6)

njw

3.3 Reference velocity generation

The following subsections are devoted to determine the reference speed profile, two
different criteria are considered here, which are available in literature. First one is
based on the geometry of the road and the second one is based on the lateral comfort
of the vehicle. So, maximum admissible longitudinal speed is estimated based on
the road information and the speed for lateral comfort is calculated based on the
information about the desired lateral acceleration. Both of them are exploited to
calculate the reference speed profile by the speed profile generator.

Road information criteria: the performance of the path-following depends on the
speed with which this following is done. The cruise speed is also important for
the stability of the vehicle on the road. In fact, no controller can ensure the path-
following if the cruise speed is excessive. Thus, the speed of the vehicle should be
reduced when approaching a bend. This adaptation of the cruise speed depends on
the difficulty to cross the bend. There are several systems designed by automakers
for assisting driver when approaching a bend, like those developed by Daimler-

Chrysler defining the maximum admissible speed based on the curvature of the

_ I
Vmaw - K (3'7)

where g, 1 and k are respectively the gravity, the friction coefficient and the road

road:

curvature. The description given by the model (3.7) is incomplete and may be
inappropriate to determine the maximum admissible speed in some situations. In-
deed, the only parameter considered in this model is the road curvature. However,
other characteristics of the road can be considered. For this reason, more sophis-

ticated models are proposed. The National Highway Traffic Safety Administration
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(NHTSA) recommends for the calculation of the maximum entry speed in bends

the following model:

(¢T+u

Vmax =
1- ¢rﬂ

~—

(3.8)

RS

where ¢, is the road camber angle.
Then, the acceleration a that should be applied to bring the speed of the vehicle

to the maximum admissible speed given by (3.8) should be less then:

V2 _y2
Umaz = ﬁ (3.9)
where V' is the current vehicle speed, d distance to the summit of the bend and
t. the time-delay due to driver reaction. The purely geometric models (3.7) and
(3.8) can be evaluated in real-time and can be used in a predictive way as the road
data are already employed in the MPC strategy. Notice that these criteria do not
handle the vehicle lateral dynamics. Thus, in our work these criteria are combined
with other indicators on the lateral stability presented in the following section.
For lateral stability of the vehicle an additional condition is applied to improve the
lateral motion. So, a desired longitudinal acceleration is calculated from physical

limitation in braking with cornering.

a, = (3.10)

JF2+F? < uF. (3.11)

In this way, a constrain on the longitudinal acceleration is imposed using the Kamm
inequality, which keeps the forces developed in the tires within the physical limi-
tations of the tire-road friction. Where, F, can be either estimated or it can be
measured using recently developed technology like smart tires or load sensing bear-

ings to compute the a, in real time.

43



Lane Following Method

The information on lateral dynamics is of capital importance as it helps to de-
termine loss of control and help to preserve the lateral stability[?]. In this work,

following criteria is used, which gives the B

(Ve)?

imit < 107 = 70—
Pt < 10" = 0 o2

(3.12)
where, [ is the sideslip angle of the vehicle and V. is the vehicle speed.

The Reference Generation provides the lateral deviation and relative yaw angle to
be minimized by the vehicle and a speed profile taking legal speed limits and vehicle

comfort into account.

3.4 Control design

The MPC controller implemented in this thesis is based on the method of multiple-
step optimization and feedback correction. Thanks to this method, the controller
has good performances of control. Lateral control deals with the actuation of the
steering of the vehicle to keep it in the center of the lane and follow the curved
road. It is modeled as a reference path tracking problem for the MPC with the
objective of minimizing the lateral deviation e; and relative yaw angle e;. While,
the longitudinal control deals with the actuation of the throttle/brake to control
the longitudinal speed of the vehicle. It is modelled as a reference speed tracking
problem, which is generated using the reference speed profile calculated using (3.12).
Based on the reference velocity MPC computes the desired acceleration command
to attain it. In other words, the objective of the MPC is to converge the speed
of the vehicle to the desired reference speed. The inputs for the MPC are actual
longitudinal velocity V., lateral deviation e; and relative yaw angle e;, which are
the outputs of the actual plant model. i.e. 3DoF rigid vehicle model. Based on
these three inputs the MPC solves the optimization problem as reference tracking.
The reference variables are given by reference velocity V,..r, while e; and ey are set
equal to zero. So, The goal of the MPC controller is to compute the optimal steering
angle and throttle/brake command to perform the autonomous driving. In order
to achieve this goal, the controller calculates the steering angle and throttle/brake
by minimizing its cost function. The description of the Adaptive MPC has been
divided two parts:
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o Problem formulation in which is explained how the MPC problem has been

formulated;

o Qutput prediction in which is defined how the predicted output has been

computed.

Problem formulation

The formulation of the MPC problem developed in this thesis starts defining a

linear state-space model derived in section 2.4, which is represented as:

x(k +1) = Az (k) + Byu(k) + Bqv(k) (3.13)
y(k) = Cu(k)
Where:
o A is the state matrix;
e B, and By are the input matrices corresponding to inputs « and v respectively;

o C is the output matrix.

Given the linear model defined in equation 3.13, the Model Predictive Control al-
gorithm is implemented as solving the following optimization problem at each time

step:

N M-1
minJ =3 _[[y,(k + j[k) = yres(k + j|K)llo, + D [Ju(k + jlk)][r,
j=1 Jj=0

st. x(k+j+1lk)
y(h + 1K) = Ca(k + 1K)
|u(k + J1F)| < wimi

Axz(k + jlk) + Byu(k + jlk) + Bav(k + j|k)
)
)
(3.14)

Where u is the manipulated variable. @), and R, are weights for outputs and ma-

nipulated variables respectively. This optimization problem refers to find the value
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of input u that minimizes the sum of the weighted norms of the error between
the predicted output vector y, and the reference vector for those states v,y and
the input vector u for a defined prediction horizon N and control horizon M. The
predicted output y has to satisfy the linear model, while the value of u should not
exceed a specified limit .

The state vector y is given by:
T

[V;c €1 62}

While, the state vector y,.r is given by:
T

Vier 0 0]

V. is directly taken from the vehicle dynamics block as an output while e; and
ey are taken from the reference trajectory block. These three states are sent as
feedback to the MPC controller in order to correct the control variables in the fu-
ture step time with respect to the reference states.

T
The weighted norm of the vector y = [yl Y2 y3} corresponds to:

gn 0 O] (n
ly(k +10)llo, = [v1 w2 ws] [0 @ O v (3.15)
0 0 gs3| |ys

where the weights ¢11, go2 and ¢33 are tuned to provide the needed damping on the
corresponding output. The same definition is applied to the weighted norm of u

given by:

laCk + jR)Ir, = [m1 ] [ 0] H (3.16)

0 T929 U9
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Output prediction

The values of the predicted output y(k + jlk),7 = 1,2,..., N, where N is the pre-
diction horizon, have been computed using the linear state-space model described
by the formula 3.13.

In particular, in order to make the computation, the following values have to be

known:
o Present output measurement y(k|k) = y(k);
o Applied input u(k|k) = u(k);
» Entire set of predicted input values v(k + jlk),7 =0,1,2,..., N.

If the prediction state is defined as follows:

x(k + 1|k) = Ax(k) + Byu(k|k) + Bav(k|k)
x(k +2|k) = Az(k + 1|k) + Byu(k + 1|k) + Byv(k + 1|k) =
= A%z(k) + ABu(k|k) + ABgu(k|k) + Byu(k + 1|k) + Bav(k + 1|k)

xz(k+ N|k) = Ax(k+ N — 1|k) + Byu(k + N — 1|k) + Bgv(k + N — 1]k) =
= ANz (k) + AN ' Buu(k|k) + AN Bao(klk) + AN 2 Bu(k + 1|k)+
AN2Bw(k + 1|k) + ... + Byu(k + N — 1]k) + Bgv(k + N — 1]k)

(3.17)
The prediction output can be identified by the following equations:
y(k|k) = Cu(k)
y(k + 1|k) = Cx(k + 1]k)
y(k +2|k) = Cx(k + 2|k) (3.18)

y(k + N|k) = Ca(k + N|k)
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Using the equations 3.17 and 3.18, it is possible to express the predicted outputs
y(k+1|k),...,y(k+ Nlk) as a function of the predicted inputs u(k|k), ...,u(k+ N —

1|k), noted that the other signals are assumed to be known as stated above.

In order to make the relation between the equations 3.17 and 3.18 clearer, the

prediction output of the future can be defined as follows:

Z(k) = Ga(k) + HU (k) + EV (k) (3.19)

Where:

o Z(k) is the augmented vector of the predicted outputs;

o U(k) is the augmented vector of the computed future inputs;

« V(k) is the augmented vector of the predicted disturbances.

These vectors are obtained by the chaining of the input and the output vectors in
the present time until the future N vectors (N - 1 vectors for the input u and v),

and they are defined as follows:

2(klk) u(klk) v(k|k)
Z(k) = z(k + 1|k) ; _ u(k + 1|k) and V (k) = v(k + 1)k)
z(k + N|k) w(k + N —1|k) v(k+ N|k)

The matrices G, H and E are determined in the following way:

C 0 0 0

CA CB 0 0o ..
G=|CA|;H=| CAB OB, 0 ... 0 |and

(cAN] (CANT'B, CAN2B, CANB, ... CB|
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0 0 0 |
CB, 0 0
E=| CAB, CB,
(CAN-'B, CAN=2B, CAN3B, ... CB,

As mentioned before, the proposed control strategy maximizes the longitudinal
speed while remaining in constrained speed range and without exceeding the ad-
herence condition. At the same time, it eliminates the path error between the
actual location and the desired path in terms of lateral deviation and desired yaw
angle, assuring the handling stability during the motion.

This first section of the thesis is the extension work of the previous research, so the
common terminology, equations and some section described in this chapter is used

from the team members thesis literature [21],[22] and Matlab Documentation.
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Chapter 4
Motion planning

In this chapter, we have discussed the technique adapted for Path planning and
tracking control system. The method refers to the generation of a feasible trajectory
to the future seconds with the information from the vision sensors. This system
acts as a mind in an autonomous vehicle to make decisions to act visibly based
on the road situation. Path planning mainly integrated with the control unit that
initializes the reference data to tract the path which is safe and reliable. This system
was mainly developed for mobile robots that are used for various applications,
for instance, warehouse, space, humanoid, and industrial robots. To strengthen,
the navigation system of the robot the department of mechatronics engineering
gave us multiple research articles and papers to experiment in different forms.
The idea behind all the ADS system is from the innovations by robotic engineers.
The reference works are important information to breach the technicality of the
engineering part. First, we look into the objective of the autonomous vehicle to
further describe the procedure adopted in this part. The mission of this system
is to navigate the vehicle from start to destination. To support this mission the
system should capably define the collision-free path for a secure driving task, so
to achieve it we need a high-level path planning strategy. In our case, we require
certainly strong and robust system to define a highly efficient trajectory to cover
up the lap distance and save time.

The path planner process is to define the path from the start to destination with a
given map to navigate, likely the motion planning processes to execute the action

defined in planned path.Figure4.1 presents the general hierarchy of the motion
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Mission planner

4

Behaviour planner

4

Local planner

* Path planner
* Route planner
* Velocity Profile Generator

4

Vehicle control

Figure 4.1: Hierarchical Path planning

planning of the system. First, the mission planner is the highest level planner
that focuses on defining the right path and trajectory to navigate the AD vehicle.
Second, the Behavioral planner decides whether the planned path is safe enough
to follow, and this can be implemented in three different ways, they are a. Finite
state machines (composed of states and transitions), Rule-based system(by using
the hierarchy of rules, by evaluating logical predicate), Reinforcement learning.
Third, the Local planner is responsible to generate feasible path adhering to all
conditions. It is decomposed into path planner, route planner, velocity profile
generation. Finally control model to initiate the command for respective maneuvers
and to track, correct the deviations errors.

Engineers have developed multiple path planner algorithms based on the problem

definition, feasibility, complications, model-based, computational complexity. They
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are classified into three major classes,
o Variational Method

o Graph searched Methods
Cell Decomposition
Visibility Graph
sampling based road map construction

Tree of motion primitives

o Incremental-search Methods
RRT, Rapidly exploring Random Trees
RRT*, Optimal Rapidly exploring random Tree

The Variational method is a nonlinear optimization technique, where its parame-
ters are optimized in terms of a cost function, and the path is usually represented
as a spline. The method allows optimizing the position control points based on
geometry and optimal control. To avoid collision locally the algorithm tries to find
the gradient in the generated map. It is an efficient and widely applicable method
to adapt, but it is incomplete in local convergence.The graph search methods dis-
cretize the possible configuration space of the car and use heuristic information to
search for a cost-optimal path through the graph. the best-known example of this
type is Dijkstra. It has been improved by the A* star family. The Incremental
search methods are similar to the graph search method but are based on a random
sampling of the configuration space. the sample is connected by an algorithm. the
cost-optimal path to the target point, therefore, continues to improve the longer
algorithm runs. The widely known approach is RRT and RRT* [23].

In this thesis, we used an incremental search method (RRT algorithm) to plan the
path and define motion control. RRT (Randomly exploring the random tree) is a
sampling-based method. The idea of this approach is the incremental growth of
the tree rooted at the initial configuration to explore the reachable region of the
configuration space, and it is briefly explained in section 4.2. The environment
model (mapping) is designed by using the reference data that are extracted from

the simulated scenario. We used the scenario creator from the Matlab toolbox to
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create the path(track) and extract its way points, that is left and right lane, so the
execution of planning strategy is done with the predetermined reference data, in
other words, it is an offline process with accumulated information from vision sen-
sors. The velocity profile generator and path planner gives the input to the control
system to initiate the driving command for the vehicle model. we used a simplified
vehicle model for validating the control architecture. The programming script of
the automated parking valet example model in Matlab and Simulink used helped
to formulate the control model for our application, and the procedure adopted for

developing plant mode is described briefly in section 4.1.

4.1 Procedure Overview

Stepl: Extract lane boundary and center point details from the scenario reader.

Step2: Create Cost Map by using cost map builder function.

Step3 : Generate route planner from the boundary details. @ Feasible node

. . =
Motion Planner Non Feasible node

Step4: RRT Motion Planner Generates the local trajectory to first pose destination. 4‘» Static Obstacle

Step5 : Velocity profile generator calculates reference velocities. = Optimal Trajectory

Navigation Command Ref details verification
Path analyzer \ Ref velocity, Acceleration and Deceleration
Behavior Planner Ref Poses Stanley command
Stepl: calculate refpose by |~ Longitudinal
Step1l: check goal reached <
analyzing Current Pose Curvature controller
Step2: Next goal poses to Step2 : validate nearby refpose ! .
i Direction Steering
define with current pose. RGEP Corrarid
Step 3: Request maneuver Step 3 : Generate input for et Foses Stanley Lateral
Controller / Controller |
l I Vehicle States

Figure 4.2: Overall Procedure of Motion planning

4.2 Mapping

The map is the base data for any ADS(Autonomous Driving system), it enables
us to have the information about the surrounding environment from sensors in the

format two dimensional or three-dimensional. In our experimentation analysis, we
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have used synthetic data generated by the driving scenario simulator in Matlab to
create the occupancy grids, and they represent the environment as a discrete grid.
In robotic algorithms such as path planning, are used in mapping applications for
integrating the sensor data, in path planning for finding obstacles, and for localizing
robots in a known environment. This occupancy grid map can be created in two

ways by
e Binary occupancy grid
o Probability occupancy grid

A binary occupancy grid uses true values and false values to represent the occupies
space and free space. It also verifies whether our vehicle would collide with an
obstacle. This type is widely used to reduce storage capacity because it uses less
memory space. Next, the probability occupancy grid uses cost values to provide a
more detailed map representation and the value close to 1 represents the probable
occurrence of an obstacle, similarly, the value close to 0 represents the probable
occurrence of no obstacle, that is free space.

Figure 4.2 depicts the coordinate system of the map, where the absolute reference

Map Egocentric Map
(1,1)[(1,2) (1,1)[(1,2)
2,1) (2,1)
r' N
Local Frame
| | |
GridOriginInLocal = [-4 -4]/Resolution
7
A /
/] //
(8,8) L (8,8)
= pd
Local Frame
GridOriginInLocal = [0 0] GridLocationInWorld =
GridLocationInWorld = LocalOriginInWorld LocalOriginInWorld + Gridoriginintocal
World Frame World Frame

Figure 4.3: Map coordinate system
[24]

frame is the vehicle operating frame(world frame), and it is the coordinate system
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with a fixed origin. Secondly, the local frame refers to the egocentric frame for
vehicle navigation. The two function GridLocationlnWorld, LocalOriginlnWorld
defines the initial, and location of the local frame relative to the world coordinates
[24]. Occupancy grid map also uses the inflation function to inflate the grids to
develop a buffer zone for the safety of the vehicle and obstacle, and it is briefed
fully in section 4.3. For this experimentation, we have created three different tracks

using the occupancy grid map functions. They are,
» Round track
o Handling track
» Berlin race track

The functions that define the map are Predetermined (x,y) coordinates of the track
boundaries, Map width, Map length, Cost val, Cell size, Free value, and occupied
value. Figure 4.3, 4.4, 4.6 represents the above-stated three different map.

4.3 Motion Planner

Motion planning is one of the challenging parts of ADS (Autonomous driving sys-
tem) as it is responsible for providing a highly safe trajectory to follow in terms of
Dynamic driving condition, Environment conditions (static and dynamic obstacles),
and scenario transport regulations or rules. RRT (Rapidly exploring random tree
) is an incremental sampling-based algorithm developed by Steven M.Lavalle and
James J.Kuffner Jr, and it is an effective approach to computationally hard motion
planning, and also grabbed a lot of attention through research papers since its in-
troduction because of its model integrity, complexity and feasibility to provide the
optimal solution. The core idea of sampling-based planning is mainly it randomly
samples the states defined in state-space and try to connect those states considering
the driving limits and free space or without an obstacle interference. It ensures,
the complete connectivity between the start to the goal destination and it tries to
keep finding feasible path until and unless it reaches the destination point, and so
it is said to be probabilistically complete. In this section, we present the problem

definition of the planner and the approach for collision check and avoidance[25].
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4.3.1 Planner description

The algorithm is based on optimal rapidly exploring Random Tree, and it explores
the environment around the vehicle by placing the states in the collision-free areas
under stated constrains to fetch the trajectory from given initial state to the final

state(Goal). Planner properties that define the entire algorithm,

» ’'GoalTolerance’ is set to 0.5(Z, Yior,0101) to approximate the final goal posi-

tion concerning world frame.

» 'Goal Bias’ is the probability value of selecting the goal pose at each iteration
as opposed to random pose. Larger value accelerates reaching the goal at the

risk of failing to circumnavigate obstacle.

o ’'Connectionmethod’ is used to calculate geometrical values between two con-
necting states. Dublin’s or reeds-sheep is the method that computes the path

between two random states as a sequence of primitive motions.

« ’Connectiondistance’ is to calculate the distance between two states, and for

larger distance result in long path segments

e 'MinTurningRadius’ is the radius of curvature at maximum steer concerning
world coordinates, and for larger values, it limits the maximum steering angle

used by the planner (35degree)

o ’'Minlterations’ is the minimum number of steps initiated to connect the prob-

able sates in the free space

o 'MaxlIterations’ is the maximum number of steps initiated to connect the

probable sates in the free space

« ’"ApproximateSearch’ it uses the near states to compute the path faster(when
it is set to be true), In case of false, it will compute slowly that could cost us

computational cost[26].

4.3.2 Problem definition

The problem is defined to the system with certain conditions,firstly the path should
be planned within the track boundary, Secondly the probable poses should not lie on
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the obstacle region, and thirdly it should take less computational time. To satisfy
this condition formulation is done by the employing th optimal kinodynamic motion

planning problem|[25].It is considered to be a dynamical system,

#(t) = f2(t), u(t)), 2(0) = o (4.1)

where z(t) € X,u(t) € U, the function X and U are called trajectories and controls
for allt € [0,7] . Given the domain X, obstacle region X, goal region X ., and a

smooth function defines the system dynamics, with domain [0, T] for some T € Rx.
o x(t) € Xppee for all t € [0, T - avoids obstacle
o x(t) € Xyou- reaches the goal region

e J. = J¢g(x(t))dt, where this cost function is assumed to be line integral of
Lipschitz continous function g : X — R>¢, and g is bounded away from X" -

minimizes the cost function

4.3.3 Algorithm description

This algorithm aims to satisfy the about mentioned problems by fining probable
optimal path to feed to controller for tracking. This is done in real time process so
it define the path to stated X,,;,1i01 10 Xy goqi- 1 refers to the number of route points
given to the planner. The ngy., are determined by the route planner that uses the
estimated center reference poses. Every ng.q is calculated to be in the distance
of 30,50,70,90,110...n pOints respectively to each destination points. The algorithm
first extends the nearest vertex towards the sample.The trajectory that extends the
nearest vertex z,.., towards the sample is denoted as x,.,.The final state on the
trajectory Xpe, is denoted as z,ew. If Tyey is collision free, z,., is added to the tree
and its parent is decided as follows. First, the Near Vertices procedure is invoked to
determine the set zpcqrpy of near-by vertices around zy,,. Then, among the vertices
N Zpearsy, the vertex that can be steered to 2y, exactly incurring minimum cost
to get to 2,ew is chosen as the parent. Once the new vertex z,., is inserted into
the tree together with the edge connecting it to its parent, the extend operation
also attempts to connect z,., to vertices that are already in the tree. That is, for

any vertex Zneqr i Zneardy, the algorithm attempts to steer zy,e,, towards zpeqr, if the
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steering procedure can exactly connect 2., and z,.q with a collision-free trajectory
that incurs cost less than the current cost of 2,4, then z,.,, is made the new parent
of Zpear ,the vertex zpeq, is “rewired”[25],[27],[28]. Once the the kinematic path is
found out to X, . the path smooth spline function smooth down created path
with discretize poses and distance each initial and goal poses. This function help in
rectify the discontinuities in the curvature where it joins with next reference point.
The algorithm interpolates a parametric cubic spline that passes through passes
through all the input reference pose points.It also makes sure the tangent direction
of the output path matches with the vehicle orientation respect to each initial and

goal poses.

4.3.4 Collision check method

The collision check is the verification of the vehicle pose lies on inflated area of the

static obstacle. The algorithm works in following steps,

o (Calculate the inflation radius, in world units, from the vehicle dimensions.
The default inflation radius is equal to the radius of the smallest set of over-
lapping circles required to completely enclose the vehicle. The center points
of the circles lie along the longitudinal axis of the vehicle. Increasing the
number of circles decreases the inflation radius, which enables more precise

collision checking.

Figure 4.4: Overlapping circles for collision check

o Convert the inflation radius to a number of grid cells, R. Round up non-integer

values of R to the next largest integer.

o Inflate the size of obstacles using R. Label all cells in the inflated area as

occupied.
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o Check whether the center points of the vehicle lie on inflated grid cells. If any
center point lies on an inflated grid cell, then the vehicle pose is occupied. The
check Occupied function returns true. An occupied pose does not necessarily
mean a collision. For example, the vehicle might lie on an inflated grid cell but
not on the grid cell that is actually occupied.If no center points lie on inflated
grid cells, and the cost value of each cell containing a center point is less than
Free Threshold, then the vehicle pose is free. The checkFree function returns
true.If no center points lie on inflated grid cells, and the cost value of any
cell containing a center point is greater than Free Threshold, then the vehicle

pose is unknown. Both check Free and check Occupied return false[29].

4.4 Velocity Profile Generation

The Velocity profile is generated from the reference trajectory give by the motion
planer. The distance and curvature profile of the reference path helps us to gen-
erate the reference velocity. The profile concerns about the dynamic properties of
longitudinal motion and lateral motion, that is for the straight path it define the
reference speed based on Maximum longitudinal acceleration,speed, jerk and for the
curvature segment it limits maximum velocity concerning the lateral acceleration

threshold.

MaxJlerk pe——-————mc—emcmem e e Em R R -.‘--.‘.‘E.._.._____________________
MaxAccel ///i \.\5—' Acceleration @l ;
H

@ : < T

| i i H
-MaxDecel |..... R e 1B i B _— ) 1 : o - ‘.Jr,q. .
SMaxJerk b L i |

Time Intervals

Figure 4.5: Internal curves of velocity Profiler

Overall speed profile is generated considering three family of curvature.

e When path Curvature profile is circular arc or pure clothoid, the minimum

speed Vi, is fixed by the curvature bound k,,,, and the maximum lateral
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accelerationa,. Therefore kinematic model equation is given by,

Qy

mazx

(4.2)

o smooth transition between the minimum value to maximum value and re-
turn back to its minimum allowed speed satisfies the acceleration and jerk

constrains.

o A set of two transition path are considered to be single in the straight line
when the it goes zero to maximum speed or vice versa
The block used in the Simulink corresponds to calculate the speed profile of
the generated path adhering to stated condition.The inputs variables from
the smooth spline profiler to velocity profiler is cumulative length of path
segments (1), direction , curvature (k), start velocity Vi, and end velocity
Veng-  Finally output take out of the block is reference velocities of each

respective reference poses[30].

4.5 Behaviour planner

Behaviour planner is the higher order system which initiate the propagate confir-
mation to vehicle considering the condition of the surrounding environment. The
main responsibility of this planner is to define safe driving mission under different
driving environments, that is it should act as subset behaviour of real driver action
in case of various difficult situations. Firstly the planner main considerations are
Rules and regulation of the road(i.e,traffic signals, left or right hand driving, lane
markings,etc.), Static obstacle around the vehicle, and dynamic objects around the
vehicle. During the driving maneuver it keeps track of the current speed, follow the
front vehicle with safe headway, ready for acting in case of emergency situations,
analyze the surrounding to initiate the lane change, and to remain stopped when
it is parked.

Behaviour planner block is specified in the planning model to perform certain task.
The input requirement for the planner is information of the scenario. In our case,the
scenario features are the lane boundary that is inflated to certain radius in vehicle

cost map, direction to lead the vehicle, length of the path, and curvature details.The
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inflated area are considered to be static obstacle. The main aim in this model is
to complete the planning work for entire track that means global planning, that is
each local planner will be updated as soon as it reaches to first destination. The
goal checker algorithm is the part that provides information to the behaviour plan-
ner to give initialize navigation command to motion planner to define next local
trajectory. help behaviour planner function in Matlab is used to achieve the stated

requirement and they are defined based on achieving three major task,

o Request next maneuver along the path
e (Check if destination has been reached

o Command to request re-plan if the path is inconsistent to comply with the

constrain.

4.6 Control design

The controller of ADS is mainly responsible for providing three input commands
(Acceleration, deceleration and steering command) to perform the maneuver au-
tonomously,to adjust values depending on the given conditions, to propel the ve-
hicle with high safety, to make sure it follows the reference trajectory, and finally
to provide smooth transition during the maneuver. For the purpose of analysis
we deployed a decoupled control strategy to handle motions related to lateral and
longitudinal. Stanley control law is used to govern motions concerning lateral, lon-
gitudinal dynamics. First, the strategy to control the vehicle speed is presented in
section (6.1), second, the strategy to control the lateral and heading errors of the

vehicle is presented in section (6.2).

4.6.1 Longitudinal control

The term "longitudinal controller" is typically used in referring to any control system
that controls the longitudinal motion of the vehicle, for example, its longitudinal
velocity, acceleration or its longitudinal distance from another preceding vehicle in
the same lane on the highway. The throttle and brakes are the actuators used to
implement longitudinal control [32]. The well known vehicle speed control model

is cruise controller, and it developed to regulate the speed respect to the heading
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distance. The strategy is subdivided into two controller that is termed as upper and
lower controller, where upper is responsible to given desired acceleration concern-
ing the reference velocity, and lower deals with the calculation of desired throttle
input. Similarly in this analysis we used and simplified model to determine the
desired acceleration for the vehicle from given speed reference, that is the reference
speed calculated from the reference path is given as a input to profiler to generated
desired command to follow the trajectory, and regulate it during turning maneuver.
The longitudinal control law is given as a discrete proportional integral(PI) con-
troller with integral anti-windup. The block used in the plant model from Simulink
is PID controller described by the Anti-Windup method. The block equation is
given by

Tz

Je(k) (4.3)
where,

 u(k) - Control signal of the ky, time step

It determines the value of acceleration and deceleration command, and
the block saturates the commands to respective ranges of [0,M 4] and [0,Mp]

where,

M4 - Maximum longitudinal acceleration ()2

M3 - Maximum longitudinal deceleration (2)
e K, - Proportional gain
o K, - Integral gain
o T - Sample time (s)
o e(k) - Velocity error
(Vi

Vi (4.4)

ref - current )

ek +1) = Kp,(v(k+1) —ve(k+ 1)) + K;peine(i + 1) (4.5)
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eint(k+1) =ein(k+ 1)+ (v(k+1) —v(k+1)) (4.6)

where k - time step of each iteration, K, ,,K;, values determine best trade
off between disturbance rejection and e;,; integral term is saturated to higher

value to prevent the windup|[32].

4.6.2 Lateral control

Lateral refers to the motion in Y direction, and the control refers to better handling
the vehicle in that direction. This controller is responsible to provide proper steering
command to track the reference planned path. For the purpose we adapted the
lateral Stanley control law is implemented to determine required steering and reduce
the tracking error considering lateral dynamics of the vehicle. The control law is
defined using kinematic relation of the vehicle, that is it uses the center point of
the front axles as the vehicle reference pose to track the error in heading direction
and the position error relative to reference path(cross track error). The steering

law is defined to rectify three major errors,
e to correct heading error
e to correct position error

e to limit the maximum steering angle according to bound conditions.

Steering law

Considering the kinematic equation of motion the steering law is given by

o(t) = (1) (4.7)

Desired steering angle is calculated to align the heading angle relative to required

heading angle, in other words it is generated proportional to heading error.

Ke(t)
Vi (t)

d(t) = arctan(

) (4.8)

Desired steering angle is generated to reduce the cross track error or eliminate it.

Consideration for calculating the angle is based on the proportional value of error
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and that is inversely proportional to speed,the limit is effective for larger errors
with arctan, and gain K, is determine experimentally(trade of between rise time

and overshoot).
d(t) € [Omin, Omaz] (4.9)

Desired value is chosen between the maximum and minimum steering limit. Comb-

ing three relation the Stanley control law is given by

a(t) =(t) + arctan(l‘f}(t>

)7 5(t) € [(Smma 5max] (410)

two main problem addressed by the law is when large heading error is occurring
the larger steering correction is required, and when the value is beyond the fixed
limit, then it is assumed there is no cross track error. Next is when there is large
cross track error, steering angle is generated sufficiently to meet the reference path,
but the heading angle also changes with steering angle, so the heading correction
counteracts the cross track correction and drives the steering angle back to zero. As
soon as it nears the path the cross track error drops and steering command tries to
correct heading alignment.For small steering angle the dynamics is given in (4.13),
and for small cross track errors it leads to exponential decay characteristics (4.14)
(32].

arctan(}éfeg)) ) ~ g (4.11)
5(t) ~ w(t) + g (4.12)

e(t) = —vysin(¥(t) — (1)) (4.13)
E(t) ~ —K(1) (4.14)
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Chapter 5
Results and Discussion

In this chapter the simulation procedure of both control model are presented with

simulation results and discussed in details about the performance of the system.

5.1 Lane following

5.1.1 Simulation Setup

The simulation environment is build using MATLAB and Simulink. The race track
scenarios are designed in Drivingscenariodesigner using the reference data and
the lane and sensor features are added to ego vehicle (actor) in the interface to

commence the experimentation. The track details are,

o Roundtrack It is the simple closed loop track, total length of track is calcu-
lated considering center line that is around 639.5(m). From the center line
the lane is established on the two sides with the width of 7(m). The ego ve-
hicle is positioned at the start point of the center coordinate.Figure5.1 shows
the initial state of the vehicle, where the vehicle positioned at [Tinitiar Yinitial
YaW;niziar], The blue are depicts the vision coverage area and the boundaries

left and right are identified by the system with the color code red and green.

o Handlingtrack It is complex closed loop track with multiple curves designed
to test the handling features of the vehicle, total length of the track is around
623.2(m), and the track with is kept the same as round track. Figure5.1 shows
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Figure 5.1: a.Designed closed loop round track scenario,b. detected curvature k

the initial state of the vehicle, where the vehicle positioned at [Tinitiar Yinitial

YaW;nitiar), The blue are depicts the vision coverage area, and the boundaries

left and right are identified by the system with the color code red and green.
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Figure 5.2: a.Designed closed loop Handling track scenario,b. detected curvature k

o Handlingtrack 1t is the benchmark of the real racing track and the track
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length is around 2386(m). The track width is 7m(m) constructed from the
reference center line.Figureb.1 shows the initial state of the vehicle, where the
vehicle positioned at [x;nitial y;nitial yaw;nitial], The blue are depicts the
vision coverage area, and the boundaries left and right are identified by the

system with the color code red and green.
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Figure 5.3: a.Designed closed loop Berlin race track scenario,b. detected
curvature k

the configuration of the ego vehicle (actor) are,
o« m = 1575 kg, the total vehicle mass;
e Iz = 2875 Nms?, the yaw moment of inertia of the vehicle;

e [y = 1.2 m, the longitudinal distance from the center of gravity to the front

wheels;

e [, = 1.6 m, the longitudinal distance from the center of gravity to the rear

wheels;
o C,r = 19000 N/rad, the cornering stiffness of the front tires;

o Cy = 33000 N/rad, the cornering stiffness of the rear tires.
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5.1.2 Scenario 1 - Roundtrack

The simulation results of round track are presented in the below figures, where
the first is the velocity profile graph that depicts the the reference velocityV,.s is
followed by the measured velocityV,. According to the track scenario and exper-
imentation the maximum saturation speed is fixed to 12 (m/s) that is 43(km/hr)
above this value the vehicle tends to enter the stable region.The construction of
the track is with two large radius of curvature segment where the velocity is main-
tained almost constant. It is evident from the result that during the curvature
detection there is sudden drop in velocity to produce antiquated force to generate
proper cornering forces to turn the vehicle. In the second figure steering command

generated by the MPC is reported. Scale factor mentioned in the constrain is from

s s

6 6
curvature detection entry and exit point. e; & ey are Lateral deviation error and

[max(Z),min(-%)].we can see that there is sudden change in steering angle at the

relative yaw angle error reported in the third and fourth figure. The range of de-
viation from the reference is at the admissible range of +£0.25, whereas for yaw
deflection are seems to be at the minimum level during the straight and constant
curvature road profile, while at the curvature detection point it defects from the
range of + 0.25 (rad). The optimal constrains and weights are added to MPC con-
troller to achieve complete tracking of track. To complete the track at maximum
velocity of 40(km/h) it took the simulation time of 62.2(s), where the constrains

are,
o Sample Time= 0.1
e Prediction horizon = 20
o Control horizon = 10
o Acceleration(MV1) = 8
« Steering angle(MV2)= 30
o Acceleration(Weights.MV1Rate) = 5
o Steering angle(Weights. MV2Rate)= 0.5

 Logitudinal Velocity(Weights.OV1) = 2
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« Lateral Velocity(Weights.02) = 1

 Relative Yaw angle(Weights.OV3) = 0
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Figure 5.4: Meaured longitudinal velocity V, vs Reference velocityV,.s
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5.1.3 Scenario 2 -Handling track

The simulation results of Handling track is presented in this section. The first
graph follows with the velocity profile, where the measured velocity V, with respect
to reference velocity Vi,.r. The maximum speed is scaled to 8(m/s) that is 28.6
(km/h), this value is finalized after performing sensitivity analysis.If we scale above
this value at certain point of curvature it fails to hold up the tracking and becomes
unstable and leaves out of the track. As this track is designed to check the controller
performance in providing acceleration, deceleration and steering command to follow
the track even in sharp turns.It is evident from the result it reduce its velocity while
cornering to keep the vehicle in adherence limit and it maintains constant scaled
velocity at straight road path. Second is the steering angle reported in the figure, it

is clear from the graph the steering angle generated to keep the vehicle under certain

s s

6 6
at peak deviation from respected reference profile. e; & e, are Lateral deviation

limit that is in range between[max(%),min(-%)], and it generates maximum angle

error and relative yaw angle error reported in the third and fourth figure, where
the lateral deviation reaches it scale parameter when the actor tries to cover steep
curvature profile of the road the value ranges from +0.5(m), sudden shift is when
adequate steering command to estimate the center line to follow.Relative yaw angle
changes constantly to match the current vehicle state orientation with respect to the
reference predicted state orientation. The value range in the limit of £0.6 (rad).The
optimal constrains and weights are added to MPC controller to achieve complete
tracking of track. To complete the track at maximum velocity of 28(km/h) it took

the simulation time of 101.8(s), where the constrains are,
o Sample Time= 0.1
e Prediction horizon = 20
« (Control horizon = 15
o Acceleration(MV1) = 8
« Steering angle(MV2)= 30
o Acceleration(Weights.MV1Rate) = 1.5

o Steering angle(Weights. MV2Rate)= 0.3
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« Logitudinal Velocity(Weights.OV1) = 7.5
« Lateral Velocity(Weights.02) = 4

 Relative Yaw angle(Weights.OV3) = 0.4

VelocityProfile
I

[9+]
o

3]
(5]

[~
(=]

—
(%]

e
[=]

Velocity(m/s)

(4]

Reference Velocity
CurrVelocity

0k I I I I I I I I I =
0 10 20 30 40 50 60 70 80 90

Time(s)
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5.1.4 Scenario 3 -Berlin Race track

The simulation results of Berlin race track is reported in below graphs. This track
is the longest compared to other and it is used to check the robustness of the con-
trol for higher order of values. The first graph follows with the velocity profile,
where the measured velocity V, with respect to reference velocity V.. The max-
imum speed is scaled to 25 (km/h), that is very low compared to other scenario
scale factor, reason for the limit is that the prediction model does not reduce its
velocity when it detects suddenly the curvature profile as consequence it exits the
bound condition and becomes completely unstable. The graph depicts that the
steep reduction of velocity during the cornering and maintains it constant stated
value. Second is the steering angle reported in the figure, it is clear from the

graph the steering angle generated to keep the vehicle under certain limit that is

us s

6 6
viation from respected reference profile. The constant steering correction is evident

in range between[max(Z%),min(-%)|, and it generates maximum angle at peak de-

from the graph at an angled profile path. e; & ey are Lateral deviation error and
relative yaw angle error reported in the third and fourth figure, where the deviation
are the extend value because of steep curvature that this system could not reduce
the velocity prior to the curvature and the aggressive control action tries to limit
its maneuver and pushes towards set point value that ranges from £0.5(m) for the
lateral deviation and £0.6(m)for the yaw angle deflections.The optimal constrains
and weights are added to MPC controller to achieve complete tracking of track. To
complete the track at maximum velocity of 25(km/h) it took the simulation time

of 230.6(s), where the constrains are,
o Sample Time= 0.1
e Prediction horizon = 20
« (Control horizon = 15
o Acceleration(MV1) = 8
« Steering angle(MV2)= 30
o Acceleration(Weights.MV1Rate) = 3

o Steering angle(Weights. MV2Rate)= 0.5
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 Logitudinal Velocity(Weights.OV1) = 8
« Lateral Velocity(Weights.02) = 2.5

o Relative Yaw angle(Weights.OV3) = 0.3
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Figure 5.12: Measured longitudinal velocity V, (blue) vs Reference velocityV,.r
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5.1.5 Performance report

Overall the performance of this controller validated with the simplified vehicle
model on three different race track scenario, it is quiet efficient only to the ex-
tent where there is less curvature profile and for sharp or narrow path the errors
are high and it requires aggressive control characteristics to withhold the path to
keep following. The model is designed with the reference from the adaptive cruise
control and lane keep assist system that has been created and exiting in the industry
for high driver assistance.The cost function defined in this model predictive control
system is based on the integration of previously stated reference model,where it is
formulated for the scenario with less deviation of the path, for instance highway

scenarios. Figure5.16 depicts schematic representation of the optimization proce-

Figure 5.16: Schematic representation of cost optimization

dure. The cost optimization is happening between the current state of the vehicle
Y, k41 and the first predicted reference State Y.z, that is the reason behind sudden
drop in velocity or in some situation where it reduces later when it exceed limit
conditions that’s when the continuous change in steering command is generated by
controller to make the vehicle to come and align with the predicted point. At higher
velocities system is more unstable and exits the lane. Adding more weights to the
controller could keep the vehicle inside the lane but its behavior becomes more
aggressive apparently system would not be robust Results obtained by analyzing

this model is by an optimal trade off in controller weights.
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Results and Discussion

5.2 Motion Planning

5.2.1 Simulation setup

The motion planning algorithm and tracking control model is implemented in Mat-
lab and Simulink. Initially to implement the planning methodology environment
model is important, and as for as this thesis is concern the reference data is ex-
tracted from the Drivingscenariodesigner assuming that this is the data from
vision sensors. In real condition the surrounding environment is perceived using
visionary sensors and further processed using filters to determine the boundary
condition around the vehicle and the process keeps updating every time step. In
our case lane specification is extracted as the synthetic data, that is coordinated
of left and right boundary of the lane. From that information the occupancy grid
map is modeled. To build this map we use the function from the Matlab called

helpS Lereatecostmap, where the main properties used in this function are,

o MapWidth =250

MapLength = 350

costVal = 0

o CellSize = 0.7

50 100 150 200

50 100 150 200
X(m)

(b) Estimated center coordinates for route

(a) Occupancy grid Round track map planner

Figure 5.17: a.Occupancy grid Round track map generated with boundary coordi-
nate points, b.Estimated center points to plan the path
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e FreeThreshold = 0.8
e OccupiedThreshold = 1
« vehicleDims = vehicleDimensions(4,1.7)

o costmap.CollisionChecker. NumCircles = 4

costmap.CollisionChecker.InflationRadius = 0.5

Figure5.17(b) refers to the center point generation from the boundary data. The
point generation is the simple procedure in which the algorithm determines the
set of center points and its initial orientation to connecting all these destination
points. This is defined with the distance approximation, that is three values 30,50,
and 80 are different set of distance between start point and respective end points.
Experimentation are made with this values to define effective planned path. To
build this map we use the function from the Matlab called helpS Lcreatecostmap,

where the main properties used in this function are,
o MapWidth =240
o MapLength = 210
» costVal =0

o CellSize = 0.7

120
X(m)

0 50 100 150 200
X(m)

(b) Estimated center coordinates for route
(a) Occupancy grid Handling track map planner

Figure 5.18: a.Occupancy grid Handling track map generated with boundary coor-
dinate points, b.Estimated center points to plan the path
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e FreeThreshold = 1

e OccupiedThreshold = 1

« vehicleDims = vehicleDimensions(4,1.7)

» costmap.CollisionChecker.NumCircles = 4

o costmap.CollisionChecker.InflationRadius = 0.5

Figure5.18(b) refers to the center point generation from the boundary data. The
point generation is the simple procedure in which the algorithm determines the
set of center points and its initial orientation to connecting all these destination
points. This is defined with the distance approximation, that is three values 30,50,
and 80 are different set of distance between start point and respective end points.
Experimentation are made with this values to define effective planned path. To
build this map we use the function from the Matlab called helpS Lereatecostmap,

where the main properties used in this function are,
o MapWidth = 900
e MapLength = 700

e costVal =0

7 // )/ 7
PN 4
/ ““ ///
// 7

300 400 500 600 700 800
X(m)

(b) Estimated center coordinates for local

id Berli track
(a) Occupancy grid Berlin race track map planner

Figure 5.19: a.Occupancy grid Berlin race track map generated with boundary
coordinate points, b.Estimated center points to plan the path
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o CellSize = 0.85

e FreeThreshold = 0.8

e OccupiedThreshold = 1

o vehicleDims = vehicleDimensions(4,1.7)

o costmap.CollisionChecker.NumCircles = 4

o costmap.CollisionChecker.InflationRadius = 0.5

Figure5.19(b) refers to the center point generation from the boundary data. The
point generation is the simple procedure in which the algorithm determines the set
of center points and its initial orientation to connecting all these destination points.
This is defined with the distance approximation, that is three values 100,120 and
150 are different set of distance between start point and respective end points.

Experimentation are made with this values to define effective planned path.
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5.2.2 Scenario 1- Round track

In this section the motion panning simulation results of the round track is pre-
sented. Figure5.20 shows the two different configuration of route plan considered
to determine the feasible path, and the route plan is the integral part of the closed
loop tacking algorithm, where (a) shows the 6 goal destination points defined by
selecting every respective 50th center points from the each local initial points (start
point), similarly (b) shows the 9 goal destination points defined by selecting every
30th center point from each local start points respectively. The attribute properties

that are defined to those routes are,
« Start pose [z,ynb,], n = 1....6 or n;
o End pose [2,y,0,], n = 1....6 or n;

» Route attributes
Stop point= 0 or 1, O - false, 1 - true
Turn maneuver = 0 or 1, O - false, 1 - true
Max speed = 10 (m/s), Max longitudinal lateral acceleration - 3 m/s2

End speed = 3.5 (m/s)

Figure5.21 shows the global planned path with two different route plan. the motion
planner function used the RRT algorithm that is search based to method to define
local kinematic trajectory to each local destination defined value, since it is loop
track the planner tries to fetch trajectory until back initial position, and during this
planning it tries various probable sample nodes to avoid the collision and if it fails
the replan function intervene to provide new feasible trajectory, where (a) shows
the smooth center trajectory as an optimal result compared to the (b) because
shows second has much deviation in the straight profile and curvature profile. The

planner properties that are defined to achieve optimal solution are,
e Minimum iteration = 1000
» Connecting distance = 30 (m)

o Minimum turning radius = 5 (m)
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Figure 5.20: a. Route destination distance 50 sample points, b. Route destination
distance 30 sample points

o Maximum steering angle = 35 (deg)

Figureb.22 shows the complete tracked path profile of configuration (a) and (b). The
controller tries to run the vehicle sequentially for every local planned path, that is

first planer fetches the an optimal path to follow to the first local destination, once

Globalmap
LeftBoundary LaneBoundaryQuter
RightBoundary 300 1 LaneBoundarylnner
300 = = = = RoadCenter = = = = RoadCenter
= = = = RoadCenter = = = = RoadCenter
Planned Path 250t s PlannerPoses
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-
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(b) Global Planned Trajectory(8)
(a) Global Planned Trajectory(6)

Figure 5.21: a. Reference planned path considering 5 destination points, b. Refer-
ence planned path considering 8 destination points
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it reaches the first goal point the goal checker initiates command to create next local
path.Optimal tracking results (a) configuration are reported in the below figures,
where first one Figure2.3 is the the measured velocity with respect to reference
velocity. Maximum speed achieved during the tracking is around 8(m/s) and it
reaches to the minimum speed of around 3.5(m/s). Figure5.24 shows the steering
command generated by tracking controller to perform the turn maneuvers according
to the planned trajectory, where the value ranges in between +20 (deg) that is below
the given constrain limit. Figure5.26 depicts the rate of change of vehicle orientation
with respect to the reference path, where the deflection ranges in between +0.5.

Finally the lap time to complete the entire track is 119.2 (s).

. Global costmap _Global costmap
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(a) Global tracked path vs planned
reference path(6 goal pose)
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(b) Global tracked path vs planned

reference path(8 goal pose)

Figure 5.22: Global tracked path
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Velocity profile
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Figure 5.24: Steering angle 6 command
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Figure 5.26: Heading angle error
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Results and Discussion

5.2.3 Scenario 1 - Handling track

In this section the motion panning simulation results of the Handling track is pre-
sented.Figureb.27 shows the two different configuration of route plan considered to
determine the feasible path, and the route plan is the integral part of the closed
loop tacking algorithm, where (a) shows the 7 goal destination points defined by
selecting every respective 50th center points from the each local initial points (start
point), similarly (b) shows the 5 goal destination points defined by selecting every
80th center point from each local start points respectively. The attribute properties

that are defined to those routes are,
o Start pose [x,yn0,], n = 1....7 or n;
o End pose [z,y,0,], n = 1...7 or n;

» Route attributes
Stop point= 0 or 1, O - false, 1 - true
Turn maneuver = 0 or 1,0 - false, 1 - true
Max speed = 10 (m/s), Max longitudinal lateral acceleration - 3 m/s2

End speed = 3.5 (m/s)

Figure5.28 shows the global planned path of optimal route plan configuration. the

motion planner function used the RRT algorithm that is search based method to

200 e | [ inflated Areas
& Current P

180 RUR ~ o 200 g :h(;'j:‘:r:‘tg;e::

| [ Goal 1
o = [ Goal 2

Goal 3

140 150 1 . Goal 4

e IS [ Goal 5
120 :

B
> 100 - S
&5 | ] L NS '.
60 SR o : . ;
Bk 50 1
40 3
20
0 T - 0 T
0 50 100 150 200 0 50 100 150 200
X X(m)
(a) Route plan with 7 goal pose (b) Route plan with 5 goal pose

Figure 5.27: a. Route destination distance 50 sample center points, b. Route
destination distance 80 sample center points
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Figure 5.28: Global Planned path for Handling track

define local kinematic trajectory to each local destination defined value, since it is
loop track the planner tries to fetch trajectory until back to initial position, during
this planning it tries to connect various probable sample nodes to avoid the collision
and if in-case it fails the replan function intervene to provide new feasible trajectory,
where (b) shows the smooth center trajectory as an optimal result compared to the
(a) because it has much deviation in the straight profile and curvature profile. The

planner properties that are defined to achieve optimal solution are,
e Minimum iteration = 2000
« Connecting distance = 25 (m)
e Minimum turning radius = 7.5 (m)
« Maximum steering angle = 30 (deg)

Figure5.29 shows the complete tracked path profile of handling track . The con-
troller tries to run the vehicle sequentially for every local planned path, that is first
planer fetches the an optimal path to follow till the first local destination, once

it reaches the first goal point the goal checker initiates command to create next
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Figure 5.29: Global Tracked path with respect to reference path

local path. Optimal Tracking results of (b) configuration are reported in the be-
low figures, where first one Figure5.33 is the the measured velocity with respect to
reference velocity. Maximum speed achieved during the tracking is around 7(m/s)
and it reaches to the minimum speed of around 3.5(m/s). Figure5.34 shows the
steering command generated by tracking controller to perform the turn maneuvers
according to the planned trajectory, where the value ranges in between +28 (deg)
that is below the given constrain limit. Figure5.36 depicts the rate of change of
vehicle orientation with respect to the reference path, where the deflection ranges

in between £0.8. Finally the lap time to complete the entire track is 162.5(s).
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5.2.4 Scenario 3 - Berlin race track

In this section the motion panning simulation results of the Berlin race track is
presented.Figure5.36 shows the configuration of route plan considered to determine
the feasible path, and the route plan is the integral part of the closed loop tacking
algorithm, where it shows the 12 goal destination points defined by selecting every
respective 80th center points from the each local initial points (start point). The

attribute properties that are defined to those routes are,
o Start pose [x,yn0,], n = 1....12 or n;
o End pose [2,y,0,], n = 1....12 or n;

» Route attributes
Stop point= 0 or 1, O - false, 1 - true
Turn maneuver = 0 or 1,0 - false, 1 - true
Max speed = 10 (m/s), Max longitudinal lateral acceleration - 3 m/s2

End speed = 3.5 (m/s)
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Figure 5.36: Route plan with 12 Goal pose

The motion planner function used the RRT algorithm that is search based to

method to define local kinematic trajectory to each local destination points defined,
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since it is loop track the planner tries to fetch trajectory until the initial position,
during this planning it tries various probable sample nodes to avoid the collision
and if it fails the replan function intervene to provide new feasible trajectory. The

planner properties that are defined to achieve optimal solution are,
e Minimum iteration = 2000
« Connecting distance = 15 (m)
e Minimum turning radius = 5 (m)

o Maximum steering angle = 35 (deg)
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Figure 5.37: Global tracked path with respect to reference planned path

Figure5.37 shows the complete tracked path profile of configuration. The con-
troller tries to run the vehicle sequentially for every local planned path, that is first
planer fetches the an optimal path to follow to the first local destination, once it
reaches the first goal point the goal checker initiates command to create next local

path. Tracking results of the configuration are reported in the below figures, where
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first one Figure5.39 is the the measured velocity with respect to reference velocity.
Maximum speed achieved during the tracking is around 7.5(m/s) and it reaches to
the minimum speed of around 3.5(m/s). Figure5.40 shows the steering command
generated by tracking controller to perform the turn maneuvers according to the
planned trajectory, where the value ranges in between £30 (deg) that is below the
given constrain limit. Figure5.42 depicts the rate of change of vehicle orientation
with respect to the reference path, where the deflection ranges in between +0.3.

Finally the lap time to complete the entire track is 680.5(s).

Global costmap ) ‘ ‘ Global costmap

650 g 550

500 -

450

400 -

(a) Curvature section 1 (b) Curvature section 1

Global costmap ‘ ) Global costmap

250
200 1
€ 150 1

100 A

50

200 250 300 350 400 450 350 400 450 500

X(m) X(m)
(¢) Curvature section 3 (d) Curvature section 4

Figure 5.38: Berlin race track curvature sections with tracked pose
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Chapter 6
Conclusion and Future works

In this experimental thesis work, the performance evaluation of model predictive
based combined lateral and longitudinal control system for lane tracking, and the
incremental search based planned trajectory tracking control system is made for
developing a proper autonomous vehicle control system.

In the first phase of the work, the adaptive model predictive control system is val-
idated with a simplified vehicle model on three different race track scenarios, they
are (a) Round track, (b) Handling track, (C) Berlin race track. The proper gen-
eration of acceleration, deceleration and steering command is the primary task of
the controller and minimizing tracking errors such as lateral deviation error, rela-
tive heading angle error and longitudinal velocity is the secondary task concerning
lateral stability of the vehicle. The analysis report shows that the behaviour of
the controller is smooth with minimum errors while tracking straight and largely
curved road profile, whereas for a sharply curved road profile the tracking errors
are high and there is a loss in comfort of the vehicle. In the second phase of the
thesis work, motion planning and trajectory tracking control system are studied.
The incrementally search-based planning strategy is used to define the navigation
path for three different race track scenario. This type of planner always tries to
generate a path within a given start and destination point, therefore it is a local
planner exploited in this work to obtain global track. Multiple configurations of the
route plan have experimented to the generated smooth trajectory to follow, where
the strategy with more route destinations results are not optimal when compared to

the less one because it generates much more deviation along the route. Decoupled
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lateral and longitudinal closed-loop tracking control system implemented to track
the navigation path with minimum errors, where the errors are comparably less
because the velocity generated from the reference trajectory is very low, and so it
is seen as one of the draws back for lap time. Out of three scenarios, the trajectory
tracking performance was smooth with less deviation and heading angle error for
round track, whereas for handling and berlin race track the trajectory definition is
sub optimal.

Certain works can be carried out in future to improve the control model. Formu-
late a proper optimization problem by integrating the lane detection control model
with incremental search-based path planning strategy. Analyze different real-time
robot navigation algorithm for the required race application. Develop a High-level
offline path planning algorithm considering lap time improvement and curvature
minimization. Better perception of the surrounding environment around the vehi-
cle can be improved by fusing multiple sensors data, for instance, camera, lidar, etc.
A vehicle configuration with more precise drive-line dynamics and tire dynamics
should be modeled and used as the prediction model in the controller. Validate the
tracking control system with complex vehicle model (14 DOF) in the simulation
environment before implementation on the real vehicle.

In the end, this thesis work has contributed to the autonomous vehicle research
team at LIM (Laboratorio Interdisciplinary di Meccatronica), and future thesis

students can use the submitted project to progress related work.
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