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Abstract

The ever-growing challenges in the field of space flight have been pushing the scientific
community to search for innovative solutions. Considering that aerospace applications
have a strong impact on several fields, a curious change in trend has recently started.
Space, so far inaccessible to most and reserved for government space agencies, is now
capturing the attention of industrial companies, accelerating technical progress. The
design of high-performance spacecraft, capable of operating in extreme environments,
is thereby of primary interest. Among the most challenging tasks, atmospheric entry
and thermal protection issues deserve a specific mention in this regard, requiring the
development of special heat shields. Ablative materials are largely used to this end.
In particular, a class of low-density, charring and cork-based ablators has been recently
developed. In fact, the excellent properties of cork make it one of the best solutions
available for these purposes.

This master thesis project was carried out at the von Karman Institute (VKI) for
Fluid Dynamics, in Belgium, in collaboration with Cenaero. It deals with the analysis
of the Cork P50, equipped on the Qarman Re-entry CubeSat developed for ESA at
VKI, as a scientific demonstrator for Aerothermodynamic Research. Lifted off to the ISS
in December 2019, the re-entry of Qarman is expected for August 2020 and the data
collected during its re-entry will then be used for validation purposes. The ability to
model and predict the atypical behaviour of the new cork-based materials is considered
a critical research topic. Therefore, this work is motivated by the need to develop a
numerical model able to respond to this demand, in preparation to the post-flight analysis
of Qarman. The study is focused on the main thermal response phenomena of the cork
P50: pyrolysis and swelling.

Pyrolysis and more generally ablation were analyzed by means of the multi-physics
CFD code Argo, developed at Cenaero. Based on a unified flow-material solver, the Vol-
ume Averaged Navier-Stokes equations were numerically solved to describe the interaction
between a multi-species high-enthalpy flow and a reactive porous medium, by means of a
high-order Discontinuous Galerkin Method. Specifically, an accurate method to compute
the pyrolysis production rate was implemented. While the chemical composition of pyrol-
ysis gases has been so far pre-fixed, a routine calling the VKI Mutation++ library was
added, in order to compute the composition at equilibrium. A series of simulations was
performed, getting good results and highlighting the effect of the elemental composition
of pyrolysis gases, that should be estimated experimentally.

The modeling of swelling was the most ambitious task, requiring the development of a
physical model accounting for this phenomenon, for the purpose of a future implementa-
tion within Argo. A 1D model was proposed, mainly based on an a priori assumption on
the swelling velocity and the resolution of a nonlinear convection equation, by means of
a Finite Difference Method. Once developed, the model was successfully tested through
a Matlab code, showing that the approach is very promising and thus opening the way
to further developments.
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Chapter 1

Introduction

The 20th century was marked by great achievements in history of space exploration,
ever since the earlier aerospace pioneers began to pursue the dream of leaving Earth to
discover space. This is the era of the Space Race, two words coined to indicate the strong
competition between the United States and the Soviet Union to achieve the primacy in
the field of spaceflight. The rocket V-2/WAC Corporal was the first man-made object
reaching high altitudes and high velocities, more than Mach 5 [1]. It was the 24th
February of 1949 and the race for hypersonic vehicles supremacy had just begun.

In 1957, the Soviet satellite Sputnik I was launched in space and, in 1961, the Vostok
I allowed the cosmonaut Yuri Gagarin to become the first man to fly in space, to orbit
the earth and live, for the first time in the history, the experience of an atmospheric re-
entry, at more than Mach 25. This was the stepping stone for manned hypersonic flight,
followed by two American missions, the suborbital flight of Alan B. Shepard (Freedom 7)
and the propulsive flight of Robert White on the X-15.

The first re-entry capsules were thus developed; Vostok I, Mercury, Gemini and Apollo
are words written in history of manned capsule-based spaceflight and all of these missions
were driven by the same concept: space exploration depends on the ability to allow
humans to reach new horizons, but also to design vehicles capable of bringing them back
safely.

1.1 Atmospheric re-entry physics

A spacecraft returning from the Moon and re-entering the Earth’s atmosphere is exposed
to extreme physical conditions. Considering the future plans of space exploration, this
is why the issue of thermal protection in the framework of re-entry Aerothermodynamics
is of such great interest. A re-entry capsule is essentially a braking device: it develops a
strong aerodynamic drag, transferring its high kinetic energy to the surrounding gases.
The blunt shape of a re-entry vehicle is related to the fact that in the high-speed flight
a different kind of aerodynamics is involved. This is the hypersonic aerodynamics or, in
other terms, the regime of hyper-velocity flight.

A hypersonic flow can be defined as a flow regime in which some particular physical
phenomena become important. The governing parameter is the Mach number so that,
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Figure 1.1: Illustration of the SpaceX’s Dragon capsule during the atmospheric re-entry.

generally, the flowfield around a capsule begins to exhibit the characteristics of a high-
speed flow when the Mach number becomes greater than 4 or 5. When a blunt body
enters the atmosphere of a planet, a strong detached shock wave, a bow shock, appears in
front of the vehicle. The strong interaction between these two systems leads the viscous
dissipation to convert the large kinetic energy lost by the vehicle in internal energy of
the surrounding gas [1]. The shock layer is dominated by high-temperature flows, so that
the gas temperature behind the nearly normal shock wave in the nose region can reach
extraordinary values, exciting the internal vibrational energy and causing chemical reac-
tions of dissociation or, at higher temperatures, ionization too. In fact, thermochemical
phenomena are related to the excitation of the thermal degrees of freedom. According to
quantum mechanics, as the gas temperature is increased, even more energetic molecular
collisions will lead to the population of higher energy levels. Considering the air internal
energy, air at low temperatures (T < 1000 K) has only translational and rotational en-
ergies. At about T = 800 K, the excitation of vibrational energy leads the specific heats
(cp, cv and therefore γ = cp/cv) to become function of temperature [1]. For a 5-species
air chemistry model, temperatures above 2000 K cause O2 dissociation and, at higher
temperature, N2 and NO dissociations too:

O2 + M ⇀↽ 2O + M
N2 + M ⇀↽ 2N + M

NO + M ⇀↽ N + O + M

where M is the generic third body. Moreover, the dissociated species can recombine with
each others through exchange reactions, such as:

NO + O ⇀↽ N + O2

N2 + O ⇀↽ N + NO

Finally, for temperatures above 9000 K, the excitation of electronic energy takes place
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and atomic ionization occurs (O → O+ + e−, N → N+ + e−), so that a (at least) 7-
species air chemistry model is required to describe air mixture. Therefore, air becomes
a partially ionized plasma [1], that is able to absorb radio-frequency radiation, causing a
communication black-out during part of the re-entry phase [2].

During re-entry, each particle moving through the flow field meet continuously dif-
ferent thermodynamic conditions. Hence, if the excitation of vibrational energy and
chemical reactions have not enough time to take place, it is not possible to reach the
equilibrium conditions and such a flow is a non-equilibrium flow. The Damköhler number
(Da) is the governing non-dimensional parameter, since it compares the characteristic
time of fluid dynamics with the one of thermochemistry: Da = 0 indicates a frozen flow,
while if Da → ∞ we have an equilibrium flow. Except in one limited region in which it is
reasonable to assume the local thermochemical equilibrium, re-entry flows are typically in
non-equilibrium conditions, because the shock layer is characterized by chemical reactions
not as quick as fluid dynamics. For this reason, they require a more complicated anal-
ysis, since the fluid dynamics partial-differential equations must be coupled with other
differential equations describing the chemical composition as function of temperature and
pressure (as in an equilibrium flow) but also of time.

Another fundamental characteristic of the hypersonic regime is related to the high
altitudes in which a re-entry vehicle has to operate. In such an extreme environment, a
low-density flow is involved. Specifically, the degree of rarefaction of a gas can be de-
scribed in terms of Knudsen number (Kn) [3]. This governing non-dimensional parameter
compares the local mean free path to a characteristic dimension of the body, so that three
different flow regimes can be identified: at very high altitudes (above 100 km), the gases
are extremely rarefied. This is the free-molecular flow (Kn > 100) in which, since the
molecules are very far apart, the collision probability is very low and only the molecules-
surface interaction is not negligible. For 0.01 < Kn < 100 a transitional regime can be
found, in which the molecules-molecules interaction begins to be important. Finally, at
lower altitudes (Kn < 0.01) the continuum regime can be identified. From a numerical
point of view, in the first two regimes the Navier-Stokes equations model is not appro-
priate to describe the flow, whilst a Direct Simulation Monte Carlo (DSMC) could be
required.

In light of the multidisciplinary nature of this field, which involves not only aero-
dynamics, but also thermodynamics and chemistry, the term Aerothermochemistry was
coined by Theodore von Kármán in the 1950s to describe the study of hypersonic high-
temperature flows [4],[5].

1.1.1 Aerodynamic heating and thermal protection issues

For the reasons described above, it is paramount to thermally protect spacecraft against
the high heating loads, by means of appropriate shapes and materials. Heat transfer
between hot gases and the surface of a hypersonic vehicle is known as aerodynamic heating.
This is due to a convective heating, qC , and a radiative heating, qR ([1], [6]), as sketched
in Figure 1.3.

The convective heating is composed of a conduction component and a diffusion one.
The former is related to the energy transfer operated by the thermal conductivity (driven
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Figure 1.2: Flow regimes during the atmospheric re-entry and applicability of the various
equations models (from [3],[7]).

Figure 1.3: Main physical phenomena in a hypersonic high-temperature flow.

by thermal gradients), as in an ordinary non-reacting gas, while the latter is due to atomic
recombination [8]: for a hot gas undergoing chemical reactions, energy is transported by
diffusion of chemical species too (driven by mass fraction gradients) and, when atoms
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diffuse near the wall, they recombine through exothermic reactions, so that the atomic
heat of formation can increase the surface temperature. The conduction component is
proportional to the inverse of the curvature radius of the nose vehicle (qw ∝ 1/

√
R, [1])

and it is for this reason that the atmospheric re-entry requires a blunt shape. Instead,
the diffusion component can be decreased by means of a non-catalytic surface, in order to
avoid the recombination of the atoms diffusing near the wall. Moreover, the convective
heating is also reduced in the presence of surface blowing due to ablation [2].

The radiative heating is caused by the impact, on the surface material, of the photons
emitted by the hot gas particles ([6],[2]). It is proportional to the shock layer thickness
and, as a result, at the stagnation point it is proportional to the nose radius [9]. In
particular, if temperature reaches about 10000 K, the radiative heat flux becomes an
important heating component, due to ionized gases.

Aerodynamic heating issues are partially solved by using blunt shapes (Figure 1.4),
since the heat transfer due to the shock-wave compression and generated outside the
boundary layer can be more easily removed than the one due to viscous dissipation
arising inside the boundary layer, especially if it is a turbulent boundary layer and the
shock wave is detached from the body surface. In fact, unlike an oblique shock wave, the
temperature rise related to a bow shock takes place in a region further away from the wall.
In other words, aerodynamic heating is lower if a greater fraction of heat is generated
by the shock wave and a smaller one is due to the viscous dissipation [10]. However,
considering the high temperatures inside the shock layer, the blunt shape cannot be the
only means of thermal protection. Instead, the use of an appropriate Thermal Protection
Material (TPM) is needed, that is the so called heat shield.

Figure 1.4: Bow shock generated by a blunt body and oblique shock produced by a sharp
nose. Credits: [10].
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1.2 Thermal protection systems

During planetary re-entry, the severe heat load on the surface material requires the use
of a special thermal protection system (TPS), in order to let the flight vehicle to sustain
itself in the environment for a given period of time [5]. So far, several types of TPSs have
been developed and a classification can be based on their reusability.

Among the reusable TPSs, it is possible to distinguish the passive and the active
ones. The former are mainly radiative TPSs exploiting both re-radiation to reject high
temperatures and low thermal conductivity to prevent heat penetration, and they are
also coated to limit catalytic reactions and increase emissivity; they are designed for low
heat flux trajectories and a renowned example is the Space Shuttle Orbiter, equipped
with a radiative heat shield [11]. The latter make use of active cooling systems such as
heat pipes and active transpiration but, due to their complexity, they are rarely used
[12]. Although the reusable TPSs are still of great interest, they are not considered in
this work.

The non-reusable TPSs are typically semi-passive systems which combine re-radiation,
ablation and pyrolysis to shield the vehicle. When the reusability criterion is not required,
they are largely used since they are able to dissipate high heat fluxes by mass removal
[12]. For instance, the Apollo capsule was equipped with a high-density ablative heat
shield. However, since a TPS may constitute the 20 ÷ 30% of the total weight during
re-entry [8], the strong mass efficiency requirements led to the development of a new class
of low-density and porous ablators [11], such as the Phenolic Impregnated Carbon Ablator
(PICA), used as TPM for the Stardust or Mars Science Laboratory (MSL) missions and
for the SpaceX Dragon capsule [13]. In particular, PICA is classified as a carbon-phenolic
material, since it is equipped with carbon fibers providing structural strength and it is
impregnated with a phenolic resin that, at high temperatures, pyrolyses producing a
gas. Another modern material is the cork-phenolic TPM, such as the Amorim’s P50,
successfully used for the Intermediate Experimental Vehicle (IXV) project and for the
Qarman CubeSat. The cork-based materials can count on the properties of cork, such as
its elasticity, flexibility, compressibility and low conductivity, as well as on the percolation
of the gas enclosed in its cells [14].

Both PICA and P50 belong to a special class of ablative heat shields, the so-called
charring ablators, which are the object of study in this work. Specifically, the interaction
between the hot gases and the material will be investigated and, due to the complexity
of the phenomenology at the interface between these two regions, a deeper explanation
is needed.

1.2.1 Gas-surface interaction

When the surface of a hypersonic vehicle meets the thermo-chemically reacting gas within
the shock layer, convection and radiation of this high-enthalpy flow can heat the surface
material up to 3000 K in the most severe cases, as shown in Figure 1.5. Hence, the idea
behind the design of a TPS is to give rise to physical-chemical phenomena capable of
absorbing part of the heat. In space physics, the energy absorption by removal of material
is known as ablation [12]. Therefore, an ablative TPS can be defined as a material able to
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undergo a degradation, in order to dissipate part of the thermal energy and preserve the
structural integrity. Moreover, ablation products increase the thickness of the boundary
layer, limiting the convective heat flux at the surface material and changing the velocity
profile [8].

Ablation is mainly characterized by chemical reactions (oxidation, nitridation) and
phase changes (melting, vaporization, sublimation). The former are typically heteroge-
neous reactions occurring when the hot material reacts with oxygen and nitrogen from
the air. These reactions must be carefully considered, as they have an exothermic nature,
so they add energy. For instance, oxidation lets the surface of a carbon-based material to
be attacked by oxygen, so that the production of a gas (CO or CO2) is accompanied by
heat release. Similarly, nitridation involves the production of CN. On the contrary, phase
changes are endothermic processes, therefore they have a positive cooling effect since they
can absorb a large amount of energy [12]. The removal of solid mass may also be caused
by aerodynamic shear stresses [16]; this ablation mechanism, due to the thermomechani-
cal erosion of the surface material, is known as spallation and, since it causes a mass loss
involving a minimal energy absorption, it is an undesirable phenomenon which may lead
to a thermostructural failure [12]. Moreover, the mass removal operated by spallation
may be not uniform, so that an irregular surface may be produced, locally characterized
by a high curvature radius and this, in turn, may contribute to accelerate the local mass
removal.

Figure 1.5: Evolution of the flow field between the bow shock and the material surface.
Credits: [15].

A special consideration should be done for charring ablators, which are able to pyrol-
yse undergoing a thermochemical decomposition reaction. Pyrolysis is a thermal process
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capable of degrading the material and generating volatile compounds. It occurs when
organic matter is heated above its decomposition temperature, in a low-oxygen atmo-
sphere. A schematic description of a carbon-phenolic material response is illustrated in
Figure 1.6, while Figure 1.7 shows the thermal decomposition of PICA through Scanning
Electron Microscope (SEM) images. During heating, when the virgin material reaches
a high enough temperature (about 400 K), the resin begins to thermally decompose by
means of endothermic reactions, giving rise to the production of the pyrolysis gases.
While temperature is increased, pressure rises too causing the percolation of the gases:
they slowly move through the pore network of the medium, until they enter the boundary
layer. The so-called blowing of the pyrolysis gases generates a thermal barrier in front of
the heat shield, since they are at a lower temperature than the boundary layer. Moreover,
these gases may locally change the radiation, conduction and convection properties of the
flow, increasing the cooling effect [17]. Most resins contain carbon, hydrogen and oxy-
gen elements and, eventually, residual compounds from the manufacturing process [17].
Therefore, as the resin pyrolyses, it also leaves a carbonaceous residue called char coating
the carbon fibers. Whilst the pyrolysis layer represents the material region in which the
degradation takes place, the char layer constitutes the area for which the decomposition
has been completed. Other solid carbon can be deposited when the pyrolysis gases flow
through the char layer (coking), so that a material density increase can be detected [18].
The high emissivity of the char improves the re-radiation capability of the material and,
coating the carbon fibers, it also reinforces their structure [17]. Finally, the char can
be removed thermally (sublimation), mechanically (spallation) and, considering its high
carbon content, it can undergo oxidation too [16].

Figure 1.6: Material response of a charring carbon-phenolic ablator. Credits: [15].
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Figure 1.7: Micrographs of PICA during thermal degradation. Picture taken from [11].

A final observation concerns the flow regime, which characterizes the ablation as a
surface or volume phenomenon [11]. According to Lachaud et al. [19], the ablation of
dense materials is usually described in terms of surface recession as the mass loss occurs
superficially. In porous media (such as P50 and PICA), depending on physical conditions,
surface ablation may be not enough accurate, as ablation may be a volume phenomenon:
oxidation, sublimation and spallation may occur inside the pores. This characteristic
behaviour depends on the depth of diffusion driven by heterogeneous reactions. Diffusion
is the physical mechanism allowing the gaseous species to come into contact with the
solid ones, so that a heterogeneous reaction may occur. In particular, a competition
between diffusion and chemical kinetics is established. If the diffusion velocity is very
high, the oxidant has enough time to go deep into the material and the recession occurs
from the inside (volume ablation). Therefore, the amount of chemical products is limited
by chemical kinetics and this is why it is referred to reaction limited ablation regime.
Instead, a diffusion limited process takes place when the oxidation is very quick and
the consumption of the oxidant occurs at the external surface (surface ablation) [19]. A
comparison between volume and surface ablation of a carbon preform is shown in Figure
1.8.

1.3 QARMAN re-entry CubeSat

The QubeSat for Aerothermodynamic Research and Measurements on AblatioN (Qarman),
is an Atmospheric Entry Demonstrator designed and manufactured for the European
Space Agency (ESA) by the von Karman Institute (VKI) for Fluid Dynamics. The main
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Figure 1.8: Comparison between volume and surface ablation of a carbon preform. Figure
modified from [19].

task of this project is to prove the potentiality of a CubeSat nano-satellite to collect sig-
nificant scientific data during orbit and atmospheric re-entry, which will be performed at
Mach 27. Equipped with a Cork P50 heat shield, Qarman will test in flight environment
the thermal protection capabilities of the new cork-based ablative TPMs, providing a
precious contribution to aerothermodynamic research field.

Qarman is a three-unit standard CubeSat (Figure 1.9), with dimensions 34×10×10
cm and a total mass of 4 kg [7]. While its blunt nose is covered with cork, the titanium
side walls are protected by a ceramic material, the silicon carbide (SiC). These two TPSs
constitute the payload itself because they will be object of study during the in-flight
experiments [20]. Several temperature and pressure probes and one emission spectrometer
are contained inside. Furthermore, the Aerodynamic Stability and De-orbiting Device
(AeroSDS) will be used to stabilize and de-orbit the spacecraft; this is a passive attitude
stabilization system, made up of SiC deployable panels equipped with solar cells.

The mission profile of Qarman is shown in Figure 1.11. It was lifted-off from Cape
Canaveral to the International Space Station (ISS) on the 5th of December 2019, by a
Falcon 9 lift launch vehicle after it was integrated into the SpaceX’s Dragon capsule.
Then, it was deployed in orbit from ISS on the 19th of February 2020, starting its mis-
sion. It will orbit around Earth for few months and, finally, the atmospheric re-entry
is estimated for the end of August 2020 when, at the end of the black-out period, the
scientific data will be transmitted via the IRIDIUM constellation, right before the crash
of the vehicle. Once the mission has been successfully accomplished, the measurement
data gathered during re-entry will be used to better characterize the ablation processes
and validate the numerical tools for hypersonic flow simulations.
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Figure 1.9: Qarman CubeSat with side panels deployed. Figure taken from [7].

Figure 1.10: Pictures of Qarman CubeSat. The Cork P50 is used to cover the nose of
the vehicle.

1.4 State of the art

In this section, the results of the experiments conducted in the last years about the TPS
of Qarman will be shortly discussed, as well as the available numerical tools chosen for
the simulation of its atmospheric re-entry.

1.4.1 Experimental campaigns

The first Qarman experiments have been performed by Sakraker [7] in the VKI Plasma-
tron facility (Figure 1.12), an inductively-coupled plasma (ICP) wind tunnel capable of
generating a jet of plasma. This high-enthalpy flow is produced by heating a gas to tem-
peratures up to 10000 K, in order to study the thermochemistry of materials. The results
of this experimental campaign were very significant, since they remarked the swelling
behaviour of the Cork P50. This is a feature of cork-based TPMs, for which specific and
complete numerical models do not exist yet. The large amount of numerical approaches
developed in the last years were indeed concentrated on the ablation of PICA-like ma-
terials but, since carbon-phenolic materials do not undergo swelling, most of modern
ablation numerical models are not able to predict this complex behaviour [7]. Therefore,
the modeling of swelling is one of the main objectives of this work.
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Figure 1.11: Mission profile of the Qarman CubeSat.

In addition to the test in Plasmatron, Sakraker [7] also conducted a thermogravimetric
analysis (TGA) to study the thermal decomposition of the Cork P50, in order to fit an
Arrhenius law describing the pyrolysis reactions.

Figure 1.12: Qarman sample during (left) and after (right) the test in Plasmatron.
Figure modified from [7].

A further test of the full scale CubeSat has been performed at Centro Italiano Ricerche
Aerospaziali (CIRA) in the arc-jet SCIROCCO facility (Figure 1.13), in order to verify
the structural integrity and to get useful data for validation purposes [21].

1.4.2 Numerical tools

Considering the exceptionality of in-flight experiments and the complexity of reproducing
in a ground facility the atmospheric re-entry conditions, numerical simulations represent
an essential and powerful solution. The first analyses and computational procedures
for the simulation of charring ablative materials (CMA) were developed in the 1960s,
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Figure 1.13: Qarman CubeSat during the test in SCIROCCO facility. Credits: [21].

through a series of NASA technical reports [22], [23], [24], [25], [26], [18], providing
solutions to couple the charring ablator response with a chemically reacting boundary
layer. In the 1970s, these studies were continued with the contribution of Clark [27].
In the 1990s, the FIAT (Fully Implicit Ablation and Thermal-response) numerical tool
was developed at NASA Ames Research Center [28], in order to perform one-dimensional
analysis of ablation and as sizing tool for TPMs. The capabilities of FIAT were also
improved over the years [29], [30], [31]. In the 2000s, the TITAN (Two-dimensional
Implicit Thermal-response and AblatioN ) [32], [33] and the 3dFIAT codes [34], [35] were
developed to extend the ablation simulations to two-dimensions and three-dimensions,
respectively. These numerical tools can simulate several physical phenomena within the
TPS material: the heat conduction, thermal decomposition, quasi-steady pyrolysis gas
flow, and surface ablation [36]. However, treating ablation as a surface phenomenon is a
questionable assumption if applied to low-density materials, in which the internal mass
removal allowed by the porous structure should be strongly considered too. Even today,
most of the modern codes still dissociate the material response from the flow field and the
interaction between these two environments is studied coupling two distinct solvers [37].
Specifically, according to Turchi et al. [37] and Schrooyen [11], four numerical approaches
can be identified:

1. Material solver : the heat conduction inside the material is computed and simplified
boundary conditions are applied at the gas-surface interface, by means of mass and
energy balance at wall [9]. For instance, the code developed by Lachaud et al. [38]
belongs to this category.

2. Flow field solver : a CFD simulation is performed to solve the external fluid region
and an ablation boundary condition is used to treat the surface ablation. In addi-
tion to the computation of the Navier-Stokes equations, the ablation products are
injected in the flow field [39]. An example is given by Nompelis et al. [40].

3. Loosely coupled: the first two approaches are combined together, by means of a
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coupling method between the material response code and the CFD solver, as done
by Martin et al. [41].

4. Fully coupled: a unified strategy is used to solve both the flow field and the material
response within the same computational domain [11].

A comprehensive outline of the different numerical approaches is shown in Figure 1.14.
The fully coupled methods represent the most modern solution and they are very promis-
ing for the simulation of highly porous ablative materials, because they allow to take into
account the volume ablation phenomenon. For this thesis, particularly worthy of note is
the work of Schrooyen [11], who developed a continuum approach capable of treating the
macroscopic flow through the porous medium. Specifically, the theory of volume averag-
ing is applied to the Navier-Stokes equations, in order to describe the gradual transition
from the pure fluid region to the porous material. Then, this Unified Approach has been
implemented within the multi-physics CFD code Argo, developed at Cenaero. This nu-
merical tool has been first used for the ablation simulation of a carbon preform material
[42], [43]. Later, Coheur et al. [13] added a module for pyrolysis, in order to simulate a
charring carbon-phenolic TPM and replicate the TACOT (Theoretical Ablative Composite
for Open Testing) experiment [44], [45], [46].

This is the background in which the current work has to be set and the motivation
behind it is to further enhance the capability of Argo, in order to offer an increasingly
attractive numerical tool capable of solving complex physical problems. For instance,
a new method of computing the pyrolysis gas should be developed, since its chemical
composition has been treated as known and constant so far. A further goal is to extend
the capability of this computational tool to the treatment of cork-phenolic TPMs, such
as the Cork P50. For this reason, an additional modeling effort is required, because the
cork-based materials are noted to swell. Martinez [47] has already conducted a literature
review of swelling for porous materials and performed some numerical tests in Matlab,
showing the necessity to develop a physical model ensuring the solid mass conservation.
These aspects represent the starting point of this thesis and they will be theoretically
and numerically investigated and then supported through test cases and simulations.

Figure 1.14: Numerical approaches for the study of ablative materials. Credits: [13].

1.5 Objectives
This work aims to explore and provide new and improved methodologies for modeling and
simulation of cork-phenolic thermal protection materials. In fact, the excellent thermal

14



1.5 – Objectives

and mechanical properties of cork make it one of the best available solutions for the heat
shield of re-entry vehicles, such as the Qarman CubeSat. Hence, two main objectives
will be pursued in this work, differentiated according to the two physical phenomena to
be studied:

1. Pyrolysis: this work aims first to propose a method to compute the chemical
composition of pyrolysis gases, rather than fixing it for the whole simulation. A
simplified method to assess the elemental composition of pyrolysis gases will be
investigated and a function calling the VKI library Mutation++ will be imple-
mented within the multi-physics CFD code Argo, in order to compute the species
mass fractions of the pyrolysis gas at equilibrium. It should be noted that this
accurate approach is not necessarily applicable only to cork-phenolic TPMs, but to
carbon-phenolic ones too.

2. Swelling: the second task is to develop a physical model accounting for swelling
of porous cork-based TPMs. Once a model is devised, it will be implemented
in a Matlab code in order to be numerically tested. If the results fulfill the
expectations, the aim for the future is to implement this physical model within
Argo, in order to perform a complete simulation of a cork-phenolic ablator.

A road map describing the work flow is shown in Figure 1.15.

Figure 1.15: Road map describing the work flow.
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Chapter 2

Thermochemical behaviour of
cork-based materials

Cork is extracted from the bark of the Cork Oak tree (Quercus Suber L.) [14]. Silva et
al. [48] define cork as a homogeneous tissue made up of thin-walled cells, arranged in
a honeycomb structure, as shown in Figure 2.1. Thanks to its mechanical properties,
cork is often used in building [49] and, recently, it is also receiving increasing attention in
Aerospace industry for its great thermal properties, as evidenced by those TPS applica-
tions in which it has been successfully used. In fact, its low conductivity and low density
reduce the amount of heat transferred by conduction.

Figure 2.1: On the left, micrographs of cork. (a): radial section; (b): tangential section.
On the right, representation of the arrangement of the cells. Credits: [48].

In modern ablative TPMs, cork is often combined with a charring resin, in order to
enhance the pyrolyzing capabilities of the material. For instance, the Cork P50 used
as TPM of Qarman CubeSat is an agglomerate of cork granules, bound together by a
phenolic resin; the latter constitutes the filling matrix, while cork acts as a rigid precursor,
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as well as the carbon fibers in PICA. However, while in carbon-phenolic TPMs the resin
is the only charring component, in cork-phenolic materials cork undergoes pyrolysis too
(Figure 2.2).

Figure 2.2: Cork heated at 620 K. On the left, a charred zone can be observed at the top.
On the right, a picture showing the cracked structure of charred cork. Credits: [49].

A large number of studies is available in literature about the thermochemical degra-
dation of cork, but pyrolysis is not its only characteristic phenomenon; as previously
mentioned, cork is indeed a swelling material. Since understanding these phenomena
is essential to improve numerical models and to make the right assumptions about the
material behaviour, they will be briefly examined in the following sections.

2.1 Pyrolysis

The thermal behaviour of the Cork P50 has been previously investigated at VKI, through
a series of experiments. A thermogravimetric analysis (TGA) was performed by Sakraker
[7] to study the pyrolysis mechanisms. Two cork P50 samples were heated at rate of 10
K/min using Argon, in order to avoid oxidation and nitridation reactions. The TGA
analysis evidenced that the material starts to decompose at 430 K, while at 780 K the
samples are totally charred. Furthermore, a mass loss of 24.5% has been observed.

Sakraker [7] also conducted other experiments in the VKI Plasmatron facility, as
shown in Figure 2.3: once the sample is fully charred, the typical black and cracked sur-
face can be observed. A similar test was performed by Asma et al. [50] and thermocouples
measured a relatively low temperature inside the sample. Moreover, both pyrolysis and
char ablation exhibited an almost uniform behaviour (Figure 2.4). Finally, a very inter-
esting result is related to the mass loss: the removal of solid mass caused by pyrolysis
reactions was much higher than the one due to ablation. This makes understanding the

18



2.1 – Pyrolysis

Figure 2.3: On the top: surface of the cork P50 from virgin (left) to fully charred (right),
after a test in Plasmatron. On the bottom: section of the charred sample. Pictures taken
from [7].

pyrolysis mechanism a crucial point, because it provides the main contribution in terms
of cooling effect during atmospheric re-entry.

Figure 2.4: Back view of fully charred cork P50, after a test in Plasmatron. Picture taken
from [50].

These data are precious for numerical simulations too. However, before embarking
on the discussion about pyrolysis modeling, it is important to put in evidence the main
physical aspects related to the degradation of cork-phenolic materials. When subjected
to heat, the Cork P50 undergoes thermochemical decomposition of both cork and phe-
nolic resin. Considering the high level of void fraction, products of pyrolysis are able to
percolate through the pores, by means of diffusion and convection mechanisms, so that
an outgassing phenomenon can be observed at the interface between the solid and the
chemically reacting boundary layer. During their transport, under specific thermochem-
ical conditions, the pyrolysis gas species may react with each other or with the external
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Thermochemical behaviour of cork-based materials

hot gases. Hence, the chemical composition of pyrolysis gases is expected to change. In
other words, the hypothesis of thermochemical non-equilibrium should be extended to
pyrolysis gases. This further problem points out the criticality of knowing the chemical
composition of the pyrolysis products, so that simplified assumptions are usually required.

2.1.1 Typical modeling assumptions

In modeling the pyrolysis gases, the assumption of thermochemical equilibrium at the lo-
cal temperature and pressure is typically done in material response codes, as asserted by
Rabinovitch et al. [17], even though this hypothesis sometimes is responsible for exother-
mic behaviour [38]. The assumption of equilibrium chemistry for pyrolysis gases simplifies
the computation and it is not so unreasonable, considering that the flow through the pores
is relatively slow, but even so, the elemental composition of pyrolysis gas is nonetheless
needed. Most resins contain carbon, hydrogen and oxygen elements and, eventually,
residual compounds from the manufacturing process. The same elements (C:H:O) are
also present in the pyrolysis gas mixture but, due to the charring phenomenon, its ele-
mental composition is significantly different from the one of the virgin material and it
is an additional unknown [17]. Moreover, although the elemental composition of pyrol-
ysis gases is often assumed to be constant in most of numerical models, it is actually a
function of temperature, pressure and heating rate [38]. In particular, Rabinovitch et al.
[17] showed how mixture enthalpy is sensitive to the variation of the elemental composi-
tion and the chemical species considered, as well as to the consideration of a finite-rate
chemistry, instead of equilibrium.

2.2 Swelling

The cork-phenolic P50 has an atypical behaviour because most of the modern ablative
TPMs, like PICA, don’t exhibit a swelling behaviour [7]. During atmospheric re-entry,
high temperatures let the cork achieve a proper viscoelastic state, so that it becomes
sufficiently flexible to expand under the pressure of the pyrolysis gases trapped inside the
pores [51]. Figure 2.5 shows the response of a cork sample heated at 570 K. In addition
to the thermal expansion of the cells, the walls stretch and their thickness decreases and,
once pyrolysis is over, the honeycomb structure is totally demolished. [49].

Sakraker [7] measured the swelling-recession profiles (Figure 2.6) of a P50 sample in
Plasmatron, by means of a high speed camera. The material exhibited a thermal expan-
sion (green line) in the first 24.85 seconds, while the recession (blue line) stopped after
99.85 seconds. Furthermore, Figure 2.7 shows how the swelling duration and thickness
depend also on the chamber pressure and the heat fluxes generated by the plasma torch.

The experimental campaigns conducted on cork have therefore highlighted a peculiar
thermal response mechanism, so it should be taken into account in the numerical simu-
lations of cork-based TPMs, in order to get more realistic predictions. Actually, before
diving into modeling matters, a literature review is needed to seek possible solutions.
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2.2 – Swelling

Figure 2.5: SEM images of the radial section of virgin cork (left) and response of the
sample treated at 570 K, showing the expansion of the cells (right). Pictures taken from
[49].

Figure 2.6: Picture captured by a high speed camera showing the swelling-recession
profiles of a P50 sample in Plasmatron. Credits: [7].

2.2.1 Available modeling solutions

Martinez [47] carried out a first literature review concerning the modeling of swelling
materials. A large part of the references is based on previous studies about pyrolysis
of wood and intumescent systems, such as propellants and fire-retardants. In this work,
these and other interesting approaches have been explored, and a short revision will be
proposed in the following.
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Figure 2.7: Effect of different heat loads and pressure on the swelling/recession profile.
Plots taken from [7].

A mechanics approach

A first approach is the one proposed by Kuborn et al. [52], based on the shrinkage
phenomenon of wood during drying and pyrolysis. This is also the method that Martinez
[47] has found most promising. The initial premise of the authors is based on a physical
observation: the shrinkage of wood during pyrolysis cannot be treated without taking into
account its mechanics. Therefore, wood is treated as a deformable body, assuming that
its structure and its mechanical properties strongly affect its response during the thermal
decomposition. Concerning the structure, wood is an orthotropic material, because of the
presence of three orthogonal symmetry planes, as illustrated in Figure 2.8. Therefore,
the properties of wood change along three directions. Knowing that pyrolysis leads to

Figure 2.8: Orthotropic structure of wood. The presence of three mutually perpendicular
axes can be observed. Credits: [52].
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2.2 – Swelling

the production of gaseous species, wood is also treated as a porous medium, so that:

ϕg + ϕs = 1 (2.1)

where ϕg is the gaseous volume fraction (also known as porosity), while ϕs is the solid
volume fraction. Considering an average control volume dV = dVg + dVs, characterized
by the presence of a gaseous phase (denoted with subscript g) and a solid one (indicated
by s), the volume fractions can be defined as follows:

ϕg = dVg

dV
, ϕs = 1 − ϕg = dVs

dV
(2.2)

Hence, this model requires to express the mass, momentum and energy balance equations
in terms of volume fractions, in order to describe a multiphase system. Hence, fluid
dynamics and mechanics are combined together to predict the swelling behaviour. The
mathematical model can be directly derived from physical insights: once subjected to
heat, the solid phase undergoes a thermal decomposition so that a solid mass loss is
expected, accompanied by an increase in the gaseous mass, due to the gas production
associated with pyrolysis reactions. Naturally, an energy exchange between the two phases
is expected too, so an additional term related to the interfacial heat transfer should
be taken into account. A momentum balance should be also considered, but the solid
phase deserves a special consideration. In fluid dynamics and heat transfer problems,
solid materials are generally treated as rigid and stationary, i.e. characterized by a zero
velocity. At the contrary, solid mechanics studies the behaviour of materials when they
are subjected to forces, for the purpose of predicting their response in terms of strains and
displacements. The combination of the two branches thus requires to define a velocity for
solid materials too. This is the main point of the model proposed by Kuborn et al. [52].
The shrinkage of wood is indeed modeled with the aim of computing the velocity of the
solid phase vs, that actually is a strain rate. The intent of this overview is thus to focus
on the salient points of the model, which are in the mass and momentum conservation
equations written for the solid phase. The solid mass balance is given by:

∂

∂t
ϕs + ∇ · (ϕsvs) =

∑︂
i

ω̇s,i

ρs,i
(2.3)

where σs is the mechanical stress tensor, while ω̇s,i and ρs,i are respectively the production
rate and the density of each solid species. Therefore, the term on the right-hand side of
the equation is related to chemical mass production. The momentum conservation law
in continuum mechanics is expressed by the indefinite equilibrium equations for the solid
phase:

∇ · (ϕsσs) + f = 0 (2.4)

where, f represents the momentum exchanged between the two phases and it is given by:

f = pg∇ϕs + δvg (2.5)

pg is the thermodynamic pressure, so the first term expresses the stress imposed by hy-
drostatic pressure to the solid phase and naturally connected to the solid volume fraction
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gradient. The second term describes the drag force imposed to the gas by the presence of
the solid phase and it is proportional to the velocity of the gaseous phase by an interfacial
drag coefficient δ. Considering that, in equation (2.4), the divergence of stress tensor is
directly connected to the shrinkage phenomenon and has thereby a stronger effect than
the momentum f exchanged between the two phases, f can be neglected:

∇ · (ϕsσs) = 0 (2.6)

Moreover, wood is considered as a linearly elastic porous medium, i.e. one that obeys the
generalized Hooke’s law:

σs = Cs εs (2.7)

where εs is the mechanical strain vector and Cs is the matrix of the elastic stiffness
coefficients. In general, this is a 9 × 9 square matrix containing 81 elements (elastic
constants). However, the property of reciprocity implies that σij = σji, therefore the
stiffness matrix Cs is actually 6 × 6. Defining the mechanical displacement vector of the
solid us and assuming infinitesimal strains, the strain-displacement relations are given as
follows:

εs = 1
2
(︂
∇us + ∇uT

s

)︂
(2.8)

Equations (2.8) and (2.7) can be substituited into equation (2.6), so that:

∇ ·
[︂
ϕsCs

1
2
(︂
∇us + ∇uT

s

)︂]︂
= 0 (2.9)

This equation allows to compute the mechanical displacement field us and, finally, the
solid velocity is given by:

vs = ∂us

∂t
(2.10)

For orthotropic materials like wood, the stiffness matrix is defined as:

Cs =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(2.11)

This means that there is no interaction between the normal stress σ11, σ22, σ33 and the
shear strains ε23, ε13, ε12, which are associated to different planes. Unfortunately, the
limit of this approach is related to Cij coefficients, which are not available in literature
for cork and they should be determined experimentally.

A semi-empirical heat transfer model

Anderson et al. [53] developed a one dimensional heat transfer model, assuming the
swelling to be a function of total mass loss. The analysis concerns an intumescent sys-
tem protecting a substrate. When the virgin material is subjected to heat (Figure 2.9),
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2.2 – Swelling

Figure 2.9: A scheme of the model proposed by Anderson et al. [53].

pyrolysis takes place so that a carbonaceous residue is produced and part of the solid
mass is lost because of the outgassing Γ̇g of the pyrolysis chemical species. Therefore, the
pyrolysis zone expands at a velocity v, due to the gas pressure.

The problem is described coupling the continuity and energy conservation equations:

dρ

dt
+ ρ

∂v

∂x
= −Γ̇g (2.12)

ρCp
∂T

∂t
= ∂

∂x
k

∂T

∂x
− (hg − h)Γ̇g − vρCp

∂T

∂x
− ρq̇chem (2.13)

where ρ is the solid density, v is the intumescence velocity, Γ̇g is the production rate due
to pyrolysis, Cp is the specific heat, k is the thermal conductivity, T is the temperature,
h and hg are the specific enthalpies of the solid and gas and q̇chem is the rate of heat per
unit mass produced by chemical reactions [53]. The intumescence velocity can be related
to the other parameters as:

v(x, t) =
∫︂ x

0

−n

m0 − m
[Ef (m) − 1]dm

dt
dt (2.14)

where m0 is the initial mass, m is the current mass and Ef is an expansion factor that is
defined as:

Ef (m) = 1 +
[︂
(Ef )max − 1

]︂(︄ m0 − m

m0 − mc

)︄n

(2.15)

where n is an exponent which describes how Ef (m) depends on the variation in mass.
Finally, the problem can be closed by means of TGA analysis, in order to track the mass
removal and compute the production rate as follows:

Γ̇g = ρ0
Ef

d(m/m0)
dT

dT

dt
(2.16)

25



Thermochemical behaviour of cork-based materials

A two-energy equation model

Another approach, proposed by several authors, is based on the resolution of two energy
conservation equations, one for the virgin material and the other one for the char layer,
in order to consider the change of the physical properties due to thermal degradation.

Figure 2.10: A scheme of the frontal model developed by Anderson et al. [51].

Anderson et al. [51] published another work for the purpose of improving the semi-
empirical model and describing the thermal expansion as a function of not only mass
loss but also temperature and mass loss rate. Therefore, they developed the so-called
frontal model, shown in Figure 2.10: an intumescent front moving at a velocity ḣ splits
the material into two zones; in the virgin zone the particle velocity u is zero because the
temperature is not enough high to trigger intumescence, whilst at the right of the front
the char layer swells with a uniform velocity uf . The energy conservation equation has
to be solved within the two regions:

ρCp

(︂∂T

∂t
+ u

∂T

∂x

)︂
= ∂

∂x
k

∂T

∂x
(2.17)

Moreover, the two energy fields have to be connected by means of specific jump conditions.
Following this procedure, the char velocity can be computed as follows:

uf = ḣ

(︄
1 − ρ0mf

ρf m0

)︄
= ḣ

(︄
1 − Lf

L0

)︄
(2.18)

A last work has been published by Buckmaster et al. [54], which revisited the same
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model and deepened it from a numerical point of view. Further details can be found in
the references.

Figure 2.11: A scheme of the model developed by Zhang et al. [55].

Zhang et al. [55] developed a similar model based on the resolution of two energy
conservation equations. This approach is schematized in Figure 2.11. If Tp is the pyrolysis
temperature, in a preheating stage (T < Tp) a single energy equation is solved within the
virgin material (denoted with subscript v):

∂Tv

∂t
= kv

ρvcv

∂2Tv

∂x2 (2.19)

The boundary conditions are:

x = 0 −→ kv
∂Tv

∂x
= 0 (2.20)

x = Li −→ kv
∂Tv

∂x
= q̇ext − εvσT 4

w (2.21)

where q̇ext is the external heat flux, εv is the virgin material emissivity, σ is the Ste-
fan–Boltzmann constant and Tw is the wall temperature.

When T ≥ Tp, pyrolysis occurs and an intumescent combustion stage can be observed,
so that it is possible to identify two regions separated by an intumescent layer, located
in x = s(t). Therefore, equation (2.19) has to be solved only within the virgin layer
(0 ≤ x < s(t)) with a different boundary condition at the interface:

x = 0 −→ kv
∂Tv

∂x
= 0 (2.22)

x = s(t) −→ Tv = Tp (2.23)

At the same time, a second energy equation has to be solved within the char layer (denoted
with subscript c, s(t) < x ≤ L(t)), characterized by an intumescent velocity u:

∂Tc

∂t
+ u

∂Tc

∂x
= kc

ρccc

∂2Tc

∂x2 (2.24)
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Here, the boundary conditions are:

x = s(t) −→ Tc = Tp (2.25)

x = L(t) −→ kc
∂Tc

∂x
= q̇ext − εcσT 4

w (2.26)

Finally, a jump condition is required at the interface between the two zones, x = s(t):

ρvqp
∂s

∂t
= kv

∂Tv

∂x
− kc

∂Tc

∂x
+ uρvqi (2.27)

where qp is the heat of pyrolysis, qi is the heat absorbed by intumescence process and
∂s/∂t is the velocity of the interface, which can be related to the intumescent velocity
thorugh the variation in volume:

u = −∆V

V0

∂s

∂t
(2.28)

where, V0 is the initial volume and ∆V its variation.

A final consideration

This last section presented three different models for the computation of the swelling
velocity, with the intent to provide an overview of the possible numerical approaches to
the swelling phenomenon. Although none of these models have actually been used in
this work because an original approach has been expressly devised, they represented a
starting point for the understanding of the problem. Moreover, they should be taken as
a reference for the future, in view of further improvements.
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Chapter 3

Physical modeling

This chapter deals with the modeling of highly porous ablative thermal protection materi-
als for atmospheric entry applications. The governing equations of high-temperature and
chemically reacting flows are first presented, including chemical non-equilibrium effects.
The thermodynamic and transport properties will be discussed, as well as the chemical
kinetics. Hence, the volume averaging theory is presented in the framework of the porous
material treatment as a multiphase system. This is the founding element of the Unified
Approach, a fully coupled method implemented within a multi-physics CFD code, Argo,
that has been used to simulate the ablation of a thermal protection heat shield. In the
second part of this chapter, the modeling of cork-based and charring ablators is examined,
focusing on the physical phenomena of pyrolysis and swelling. Pyrolysis has already been
modeled within Argo, therefore an accurate method to compute the pyrolysis gas com-
position is analyzed. On the contrary, the swelling prediction is still completely absent
in this software, therefore an original model is exploited, for the purpose of preliminary
testing it through a Matlab code.

3.1 Modeling of porous ablators by means of a Unified Ap-
proach

Ablation during atmospheric re-entry is a complex phenomenon under a physical point
of view, but it is also challenging from a computational perspective. The simulation
of such conditions requires a considerable modeling effort, due to the need to take into
consideration several physical-chemical phenomena. It is necessary to specify that the
study of the supersonic region and the bow shock capturing are beyond the scope of this
work, as well as beyond the capabilities of the numerical tools chosen for the simulations.
This work aims to study the interaction between a high-enthalpy flow and a reactive
porous medium. Schrooyen [11] developed and implemented within Argo the DGAb-
lation module, capable of solving ablation problems. In particular, it is able to treat
multi-species compressible flows by means of a Discontinuous Galerkin Method (DGM).
As already mentioned, a strong coupling strategy is used to gradually progress from the
pure fluid region to the solid porous one. Therefore, the first part of this section presents
the governing equations of fluid dynamics specialized for aerothermal flows. After the
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flow modeling part, the discussion will deal with the reactive porous material.

3.1.1 Navier-Stokes equations for viscous, high-temperature, non-equilibrium
flows

In the framework of atmospheric entry flows, high-temperature and high-speed gas dy-
namics is involved. The physics of such flows is strictly connected to the flow regime, so
that the choice of the mathematical model of governing equations must be made with
care, depending on the Knudsen number. Ablation typically takes place at low alti-
tudes along re-entry trajectory, below 60 km [11], where the continuum hypothesis is
still valid. Such a flow is described by the Navier-Stokes balance equations for a viscous,
high-temperature, chemically reacting and non-equilibrium flow, which express the mass,
momentum and energy conservation1:

∂ρi

∂t
+ ∇ · (ρiu) = −∇ · (Ji) + ω̇i, ∀i = 1, ... , Ns (3.1)

∂(ρu)
∂t

+ ∇ · (ρuu) = −∇P + ∇ · τ (3.2)

∂(ρE)
∂t

+ ∇ · (ρHu) = −∇ · q + ∇ · (τ · u) + ω̇T (3.3)

where ρi is the density of each gaseous species, Ns is the number of chemical species,
u is the velocity vector, Ji is the species diffusion flux vector, ω̇i is the chemical source
term, P is the thermodynamic pressure, τ is the viscous stress tensor, E is the total
(non-chemical) energy per unit mass, H is the total (non-chemical) enthalpy per unit
mass, q is the heat flux vector and ω̇T is the energy contribution related to the chemical
production term. The viscous stress is defined as:

τij = µ
[︂(︂∂uj

∂xi
+ ∂ui

∂xj

)︂
− 2

3(∇ · u)δij

]︂
(3.4)

where µ is the dynamic mixture viscosity and δij is the Kronecker delta. Furthermore,
the Stokes’ hypothesis has been enforced for the bulk viscosity:

λ = −2
3µ (3.5)

Concerning what has been referred to total energy E, it is actually a total non-chemical
energy, according to the formulation of Poinsot for combustion [56]. Hence, E is given
by the sum of sensible and kinetic energies:

E = e + u2

2 (3.6)

1The notation of Schrooyen [11] is adopted.
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Treating a multi-species reactive flow, the heat of formation of each species has thus to be
included in the source term ω̇T . Furthermore, according to statistical thermodynamics,
the internal energy of a molecule can be modeled as:

e′ = e′
trans + e′

rot + e′
vibr + e′

el (3.7)

These indicate respectively the translational, rotational, vibrational end electronic en-
ergies. Actually, the temperature model implemented within Argo does not take into
account vibrational and electronic degrees of freedom. Therefore, additional equations
describing the thermal non-equilibrium have not been included yet. Concerning the ther-
modynamic pressure, the Dalton’s law of partial pressures Pi for a mixture of perfect
gaseous species is valid:

P =
Ns∑︂
i=1

Pi (3.8)

Moreover, in Re-entry Aerothermodynamics the hypothesis of thermally perfect gas (i.e.
non-calorically perfect gas) is generally assumed, so the perfect gas law can be used:

Pi = ρiRT

Wi
(3.9)

where R is the universal gas constant and Wi is the molecular weight of each species.
Under this hypothesis, the thermodynamic properties of each species depend on temper-
ature only. Actually, equations (3.1), (3.2) and (3.3) are specialized for a reacting gas
in chemical non-equilibrium, for which there is no enough time for its chemical composi-
tion to reach the equilibrium conditions; as a result, a relaxation time can be observed,
during which the gas composition changes with time too [2]. Hence, for such a flow, the
thermodynamic properties are function of temperature and mass fractions [2]:

h = h(T, Yi) (3.10)
e = e(T, Yi) (3.11)

cp = cp(T, Yi) (3.12)
cv = cv(T, Yi) (3.13)

where the mass fractions are function of temperature, pressure and history of the flow:

Yi = Yi(T, p, t) (3.14)

Considering the multi-species nature of a chemical non-equilibrium flow, a global conti-
nuity equation is not sufficient and this is the reason why the mass conservation equation
(3.1) has been specified for each chemical species. Moreover, the mass diffusion mecha-
nism related to a viscous flow has to be taken into account too. In fact, according to the
kinetic theory, while in an inviscid flow all the species move at the mixture velocity u, in
a viscous flow the diffusion velocity Vi of species i has to be considered [1]. Hence, the
species diffusion flux can be defined as:

Ji = ρiVi (3.15)
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In particular, the global continuity equation (as well as the momentum equations) is
purely mechanic in nature [1], therefore it is not influenced by chemical reactions. In
other words, the total mass cannot diffuse and the following condition has to be satisfied
[2]:

Ns∑︂
i=1

Ji =
Ns∑︂
i=1

ρiVi = 0 (3.16)

Finally, a compact form for the system of equations can be adopted:

∂U
∂t

+ ∇ · Fc = ∇ · Fd + S (3.17)

where:

U =

⎛⎜⎝ ρi

ρu
ρE

⎞⎟⎠ , Fc =

⎛⎜⎝ ρiu
ρuu + P I

ρuH

⎞⎟⎠ , Fd =

⎛⎜⎝ −Ji

τ
τ · u − q

⎞⎟⎠ , S =

⎛⎜⎝ ω̇i

0
ω̇T

⎞⎟⎠ (3.18)

These are respectively the vectors of conservative variables, convective fluxes, diffusive
fluxes and source terms.

The system (3.17) expresses the balance of mass, momentum and energy, but it re-
quires knowledge of thermodynamic and transport properties, as well as chemical kinetics.
Within Argo, the evaluation of physico-chemical properties can be realized through a
coupling with the VKI external library Mutation++2. When used as a stand-alone
program, Mutation++ is only able to perform equilibrium computations: taking as
inputs a list of species, a range of pressure, temperature and an elemental composition, it
applies the minimization of the Gibbs free energy of the mixture [57], returning the equi-
librium composition of the mixture as well as its thermodynamic and transport properties.
However, the full power of Mutation++ is in the ability to compute non-equilibrium
conditions when it is used as a routine within a CFD code, like Argo, in order to read
a fluid velocity field and take full advantage of both of them. In particular, when Mu-
tation++ is interrogated through a calling routine, an additional system of differential
equations is solved, after reading the reaction mechanisms.

Thermodynamic properties

The thermodynamic data of the chemical species can be evaluated with the NASA poly-
nomial database. These 7- or 9-coefficient polynomials provide a fitting of the enthalpy,
the specific heats and the entropy of each species as function of temperature. Then, the
mixture enthalpy is computed by Mutation++ as a linear combination of the species
enthalpy [42]:

h =
Ns∑︂
i=1

Yihi (3.19)

2Mutation++ stands for MUlticomponent Thermodynamic And Transport properties for IONized
plasmas in C++.
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The species enthalpy can be splitted in a sensible term and a chemical one:

hi =
∫︂ T

T0
cpi dt + h0

f,i (3.20)

where h0
f,i is the formation enthalpy at a reference temperature T0. This allows to define

in equation (3.3) the energy contribution related to the chemical source term:

ω̇T = −
Ns∑︂
i=1

ω̇ih
0
f,i (3.21)

Transport properties

In high-temperature and chemically reacting viscous flows, dynamic viscosity µ and ther-
mal conductivity λ are further unknowns. Moreover, the diffusion mechanism strongly
affects both mass diffusion and energy transport. Mutation++ is able to accurately
compute transport properties and coefficients by means of kinetic theory and, specifically,
solving collision integrals derived from the Chapman-Enskog solution of the Boltzmann
equation [11], [57]. As regards mass diffusion, the species diffusion flux can be written as
[11]:

Ji = −ρDi,m
Wi

W
∇Xi + ρYi

Ns∑︂
k=1

Dk,m
Wk

W
∇Xk (3.22)

where Di,m is the multi-component diffusion coefficient, defined as follows:

Di,m = 1 − Yi∑︁
j /=i

Xj

Dij

(3.23)

whilst Dij is the binary diffusion coefficient, related to the diffusion of the species i into
j [2]. Xj denotes the mole fraction of the species j. Mutation++ is able to compute
Di,m in a rigorous way, but within Argo other simplified diffusion models have been
implemented: a constant diffusivity model Di,m = D, a constant Lewis number model:

Di,m = D = λ

Le ρ cFrozen
p

(3.24)

and a constant Schmidt number model:

Di,m = D = µ

Sc ρ
(3.25)

In a viscous flow, the energy transport is operated by thermal conduction (Fourier’s law):

qc = −λ∇T (3.26)
For a chemically reacting gas, an additional flux of energy due to the diffusion of each
chemical species has to be taken into account, therefore the total heat flux vector is given
by:

q = qc + qd = −λ∇T + ρ
Ns∑︂
i=1

hiYiVi (3.27)

33



Physical modeling

where λ is the mixture conductivity, hi is the species enthalpy and Yi is the species mass
fraction. The first term is related to the thermal conduction, while the latter is the
energy transport due to the diffusion of each chemical species. Moreover, both radiative
contribution and Dufour effect due to mass concentration gradients are neglected here.

Chemical Kinetics

A chemical kinetic model is required for the computation of the chemical reaction rates,
in order to evaluate the production terms appearing in the system of governing equations.
In general, a flow characterized by reaction rate constants equal to zero (infinitely long
relaxation time) is defined as a frozen flow. A flow where the reaction rates tend to infinity
(relaxation time equal to zero) is an equilibrium flow [2]. Finally, a non-equilibrium flow
is characterized by a finite-rate chemistry.

At equilibrium, the following relation is valid [2]:

Ns∑︂
i=1

νiAi = 0 (3.28)

where νi is the stoichiometric mole number associated with species Ai. Any chemical
reaction is described by an equilibrium constant, that is a function of temperature and it
is defined as:

KP (T ) =
Ns∏︂
i=1

P νi
i (3.29)

For chemical non-equilibrium flows, like the ones solved by Argo, the chemical composi-
tion does not have enough time before collisions adjust it to the equilibrium composition
[2], therefore the production rates for species due to elementary chemical reactions have
to be computed. For a generic but elementary chemical reaction, the non-equilibrium
condition thus can be described as [11], [2]:

Ns∑︂
i=1

ν ′
i,kAi,k ⇐⇒

Ns∑︂
i=1

ν ′′
i,kAi,k (3.30)

where the exponent ′ and ′′ indicates respectively reactants and products. Hence, consid-
ering Nr reactions, the production rate related to each species can be written as:

ω̇i = Wi

Nr∑︂
k=1

(ν ′′
i,k − ν ′

i,k)
(︄

kf,k

Ns∏︂
j=1

ρ̃
ν′

j,k

j − kb,k

Ns∏︂
j=1

ρ̃
ν′′

j,k

j

)︄
(3.31)

where ρ̃ is the molar density, while kf,k and kb,k are respectively the forward and backward
(or reverse) reaction rates. They can be measured experimentally and a general way to
express them mathematically is by means of an Arrhenius law:

kf,k(T ) = AkT nk exp
(︂−Eak

RT

)︂
(3.32)
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3.1 – Modeling of porous ablators by means of a Unified Approach

where, Ak is the pre-exponential factor, nk is the temperature exponent and Eak
is the

activation energy. The backward reaction rate can be computed through the relation
with the equilibrium constant:

kb,k(T ) = kf,k(T )
KP,k(T ) (3.33)

Equation (3.31) describes the net time rate of change of the concentration of the species
[2] and, in Argo, the production terms related to homogeneous reactions are computed
by means of Mutation++. The source terms linked to heterogeneous reactions requires
instead a different treatment, that will be explained in the following sections, in which
the discussion will progress explaining how, in the Unified Approach, the flow is coupled
with the reactive porous material.

3.1.2 Reactive porous media: the volume averaging theory

Within Argo platform, the simulation of ablation is allowed through a strong coupled
approach, in which both the flow and the material response are solved within the same
domain of computation. Here, the ablative material is treated as a porous medium,
therefore the physical problem turns into the resolution of a multiphase system. Hence,
the method of volume averaging is applied to derive continuum Navier-Stokes equations
for multiphase systems, so that equations are locally averaged in volume, i.e. they are
spatially smoothed in order to be valid everywhere [58]. This continuum approach thus
allows to describe the macroscopic behaviour of the physical phenomena [11], [59].

In this approach, two-phase system is considered: a fluid phase (denoted with sub-
script g) and a solid one (denoted with subscript s). Equations describing each phase
are averaged over a Representative Elementary Volume (REV), which is assumed to be
much larger than the characteristic size of the pores but much smaller than the domain
[59]. The result is that the volume averaged quantities are continuous in space [11] and
the macroscopic behaviour is modeled.

An averaging volume dV can be defined considering the presence of two different
phases (Figure 3.2):

dV = dVg + dVs (3.34)

It is now possible to define the volume fractions:

ϵg = dVg

dV
, ϵs = 1 − ϵg = dVs

dV
(3.35)

where ϵg is known as porosity and describes the void fraction, while ϵs is the solid volume
fraction. The superficial average of a quantity α on a generic phase γ is defined as [11]:

⟨α⟩ = 1
dV

∫︂
dVγ

α dV (3.36)

while, the intrisic average is:

⟨α⟩γ = 1
dVγ

∫︂
dVγ

α dV (3.37)
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Figure 3.1: Definition of a Representative Elementary Volume. Image taken from [60].

A relation between the two averages exists:

⟨α⟩ = ϵγ⟨α⟩γ (3.38)

The volume averaging theory can be applied to equations (3.1), (3.2) and (3.3), in order

Figure 3.2: The physical problem is modeled as a two-phase system. Image from [11].

to obtain the Volume Averaged Navier-Stokes equations (VANS), written in terms of
volume fractions. The full derivation of VANS for a non-charring material can be found
in [11] and they will be now presented and briefly discussed.

Gaseous species mass conservation equation
∂

∂t
(ϵg⟨ρi⟩g) + ∇ · (ϵg⟨ρi⟩g⟨u⟩g) = −∇ · ⟨Ji⟩ + ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩ (3.39)
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3.1 – Modeling of porous ablators by means of a Unified Approach

The averaged species diffusion flux vector ⟨Ji⟩ is given by:

⟨Ji⟩ = −ϵg⟨ρi⟩g

Di,m

η

Wi

W
∇Xi + ϵg⟨ρi⟩g

Ns∑︂
k=1

Dk,m

η

Wk

W
∇Xk (3.40)

In particular, an effective diffusion coefficient has been defined to take into account the
tortuosity η of the material:

Deff = ϵg

η
Di,m (3.41)

The tortuosity is a porous medium property which expresses the ratio between the tra-
jectory of a particle and a straight line. It is strictly dependent on the porosity ϵg and
a linear interpolation can be used to describe its evolution between the freestream value
(η = 1) and the bulk one [13], [47]:

η = η0
1 − ϵg,0

(ϵg − 1) + 1 (3.42)

Finally, the averaged source term due to homogeneous reactions is computed as follows:

⟨ω̇hom
i ⟩ = ϵg⟨ω̇hom

i ⟩g =Wi

Nr∑︂
k=1

(ν ′′
i,k − ν ′

i,k)
(︄

kf,k

Ns∏︂
j=1

1
dVg

∫︂
dVg

(︂⟨ρj⟩g

Wj

)︂ν′
j,kdv+

− kb,k

Ns∏︂
j=1

1
dVg

∫︂
dVg

(︂⟨ρj⟩g

Wj

)︂ν′′
j,kdv

)︄ (3.43)

Solid mass conservation equation and recession model

∂⟨ρs⟩
∂t

+ ∇ · ⟨ρsus⟩ = −⟨ω̇het⟩ (3.44)

where us is the solid velocity. Schrooyen [11] treats the solid matrix as stationary and non-
elastic, so the convective term is equal to zero. Moreover, considering that ⟨ρs⟩ = ϵs⟨ρs⟩s,
equation (3.44) can be written as:

∂

∂t
(ϵs⟨ρs⟩s) = −⟨ω̇het⟩ (3.45)

where ⟨ω̇het⟩ is the averaged global production term due to heterogeneous reactions; it
represents the amount of mass lost by the solid matrix and it has to be equal to the mass
gained by the gaseous phase, in order to ensure the mass conservation. This source term
can be modeled assuming an irreversible first order reaction. It is given by:

⟨ω̇het⟩ =
Ns∑︂
i=1

⟨ω̇het
i ⟩ = 1

dV

∮︂
∂Ωg

−kf ⟨ρA⟩gs dS = −Sf kf ⟨ρA⟩g (3.46)

where Sf is the specific (volumetric) surface of the carbon fibers, kf is the forward reaction
rate, while ⟨ρA⟩gs is the area averaged density on the surface of the solid phase [11].
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Furthermore, the intrinsic solid density of the fibers is considered as a constant, so that
the solid volume fraction ϵs can be computed as:

ϵs = ⟨ρs⟩
⟨ρs⟩s

(3.47)

Therefore, equation (3.45) is solved to track the change in porosity [42]. As regards
ablation, a cylindrical model for the carbon fibers has been implemented within Argo
and recession is assumed to be uniform and radial, as sketched in Figure 3.3. Hence, the
solid volume fraction is given by:

ϵs = Nf πr2Lf

dV
(3.48)

where Nf is the number of cylindrical carbon fibers, r is the radius and Lf is the length.
The variables ϵs and r thus can be related to the initial decomposition state:

r2
0

ϵs,0
= r2

ϵs
(3.49)

This allows to compute the specific surface as:

Sf = Nf 2πrLf ϵs

Nf πr2Lf
= 2

r0

√
ϵs,0ϵs (3.50)

Therefore, tracking the change in solid volume fraction ϵs, the recession of the fibers can
be directly computed through a geometrical procedure.

Momentum conservation equation

∂

∂t
⟨ρu⟩g + ∇ · (⟨ρ⟩g⟨u⟩g⟨u⟩g + P ) = ∇ · ⟨τ ⟩g + Fgs (3.51)

where Fgs is drag force imposed by the presence of the solid phase in the porous medium
[11]. It can be modeled as follows [11], [58]:

Fgs = µ

κ
ϵ2
g⟨ug⟩ (3.52)

where κ is the permeability, a medium property related to the microstructure of the
material. In Argo, it is evaluated by means of the semi-empirical model of Carman-
Kozeny:

κ−1 =
S2

f,0(1 − ϵg)2kk

ϵ3
g

(3.53)

where Sf,0 is the initial specific surface, while kk is a constant of proportionality that
relates κ with the tortuosity.
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3.1 – Modeling of porous ablators by means of a Unified Approach

Figure 3.3: Recession model implemented within Argo. Carbon fibers are considered as
cylindrical and the recession is assumed to be uniform and radial. Credits: [11].

Energy conservation equation

Only one energy equation is solved, with the assumption of thermal equilibrium between
the solid matrix and the gaseous phase. This is the most usual hypothesis in the material
response codes when the Peclet number for the heat transfer in the pores is small [11].
The averaged energy balance is given by:

∂

∂t
(⟨ρEtot⟩) + ∇ · (ϵg⟨ρ⟩g⟨H⟩g⟨u⟩g) =∇ ·

(︂
⟨τ · u⟩ + λeff∇⟨T ⟩ −

Ns∑︂
i=1

hi⟨Ji⟩
)︂
+

−
Ns∑︂
i=1

(︂
ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩

)︂
h0

f,i

(3.54)

where λeff is the effective thermal conductivity defined as:

λeff = ϵsλs + ϵgλg (3.55)

VANS equations for a non-charring ablator

The system of volume averaged Navier-Stokes equations can be rewritten in the compact
form:

∂U
∂t

+ ∇ · Fc = ∇ · Fd + S (3.56)

39



Physical modeling

Hence, the vector of conservative variables is:

U =

⎛⎜⎜⎜⎝
ϵg⟨ρi⟩g

⟨ρu⟩g

⟨ρEtot⟩
⟨ρs⟩

⎞⎟⎟⎟⎠ (3.57)

The convective flux vector is:

Fc =

⎛⎜⎜⎜⎝
ϵg⟨ρi⟩g⟨u⟩g

⟨ρ⟩g⟨u⟩g⟨u⟩g + P

ϵg⟨ρ⟩g⟨H⟩g⟨u⟩g

0

⎞⎟⎟⎟⎠ (3.58)

The diffusive flux vector is:

Fd =

⎛⎜⎜⎜⎝
−⟨J⟩i

⟨τ ⟩g

⟨τ · u⟩ + λeff∇⟨T ⟩ −
∑︁Ns

i=1 hi⟨J⟩i

0

⎞⎟⎟⎟⎠ (3.59)

Finally, the source term vector is:

S =

⎛⎜⎜⎜⎜⎝
ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩

Fgs

−
∑︁Ns

i=1

(︂
ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩

)︂
h0

f,i

−
∑︁Ns

i=1⟨ω̇het
i ⟩

⎞⎟⎟⎟⎟⎠ (3.60)

This is the system of equations originally implemented within the DGAblation module
of Argo by Schrooyen [11], in order to predict the behaviour of a non-charring ablator,
i.e. a carbon preform TPM. A module accounting for pyrolysis was added by Coheur et
al. [13] a few years later, allowing to expand the capabilities of Argo to treat a porous
charring ablator too and, in particular, a carbon-phenolic TPM. The module for pyrolysis
will be introduced in the following section, because it represents a step forward towards
the modeling of cork-phenolic ablators.

3.2 Extension to cork-phenolic specific phenomena

The thermochemical characterization of cork-based TPMs has already been widely pre-
sented in Chapter 2, as well as the available solutions to treat pyrolysis and swelling
phenomena. This section thus contains new answers to the problem of modeling cork-
phenolic ablators. Specifically, the development of a new feature to compute the pyrolysis
gas in Argo is treated and, finally, an original but preliminary idea to model the swelling
behaviour is described.
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3.2 – Extension to cork-phenolic specific phenomena

3.2.1 Model for pyrolysis

The thermal decomposition of charring ablators has already been modeled and imple-
mented within Argo by Coheur et al. [13]. A scheme of the model is shown in Figure
3.4. The virgin material, a carbon-phenolic TPM, is characterized by a structure of cylin-
drical carbon fibers filled with a phenolic resin. A new definition for the average solid
density is needed, in order to take into account the presence of the two solid components:

⟨ρs⟩ = ⟨ρf ⟩ + ⟨ρm⟩ (3.61)

where ⟨ρf ⟩ is the average solid density of the fibers, while ⟨ρm⟩ is the one of the resin
matrix. Equation (3.61) can be rewritten in terms of solid volume fractions:

ϵs⟨ρs⟩s = ϵf ⟨ρf ⟩f + ϵm⟨ρm⟩m (3.62)

where ϵf and ϵm are respectively the volume fractions of the fibers and the resin. Hence,
the solid mass conservation equation (3.45) turns into:

∂

∂t

(︂
ϵf ⟨ρf ⟩f + ϵm⟨ρm⟩m

)︂
= −⟨ω̇het⟩ − ⟨ω̇pyro⟩ (3.63)

where ⟨ω̇pyro⟩ is the source term due to the thermal degradation of the solid material.
Moreover the average solid density of the resin matrix can be splitted considering the
presence of multiple fictitious solid compounds, in order to express the production rate
of pyrolysis through a certain number Np of pyrolysis reactions [61]:

⟨ρm⟩ =
Np∑︂

I=A

⟨ρI⟩ (3.64)

where ⟨ρI⟩ is the average solid density of the resin compound I. The decomposition rate
of the compound I can thus be described by an Arrhenius law:

∂

∂t
⟨ρI⟩ = −A0,I⟨ρv

I⟩ exp
(︂−Ea,I

RT

)︂(︂⟨ρI⟩ − ⟨ρc
I⟩

⟨ρv
I⟩

)︂nI

(3.65)

where the virgin and char density of the compound I can be re-defined in terms of a
fraction FI of the average solid matrix:

⟨ρv
I⟩ = F v

I ⟨ρv
m⟩; ⟨ρc

I⟩ = F c
I ⟨ρc

m⟩ (3.66)

The progress variable ξI is defined to describe each pyrolysis reaction, i.e. the local
decomposition state of the material:

ξI = ⟨ρv
I⟩ − ⟨ρI⟩

⟨ρv
I⟩ − ⟨ρc

I⟩
, ξ =

∑︂
I

F v
I ξI (3.67)

The source term ⟨ω̇pyro⟩ can be computed considering all the pyrolysis reactions of each
resin compound:

⟨ω̇pyro⟩ =
Np∑︂
I

⟨ω̇pyro
I ⟩ =

Np∑︂
I

∂

∂t
⟨ρI⟩ (3.68)

41



Physical modeling

Finally, the computation of pyrolysis production rate πi for each chemical species i is
given by:

πi = mi,I ⟨ω̇pyro
I ⟩ (3.69)

where, mi,I is the mass fraction of the spiecies i generated by the thermal decomposition
of the compound I [13].

When pyrolysis occurs, a carbonaceous residue is left, so a model of char surrounding
the cylindrical carbon fibers has been implemented [13], as shown in Figure 3.4. This
model requires the definition of an equivalent radius:

re = rf,0 + ec = rf,0

√︄
ϵs

ϵf,0
(3.70)

where rf,0 is the initial radius of the fibers, whilst ec is the additional thickness due to
the formation of the char; it simply depends on the amount of carbonaceous residue that
one decides to leave after pyrolysis. This allows to re-define the specific surface as:

Sf = 2
rf,0

√
ϵf,0ϵs (3.71)

Therefore, the oxidation of the carbon fibers takes place only once the char has been
totally removed.

Figure 3.4: Model for pyrolysis implemented within Argo, in order to treat carbon-
phenolic ablators. Figure taken from [13].

The system of VANS equation can be rewritten to include pyrolysis phenomenon:
∂U
∂t

+ ∇ · Fc = ∇ · Fd + S (3.72)

Hence, the vector of conservative variables is:

U =

⎛⎜⎜⎜⎝
ϵg⟨ρi⟩g

⟨ρu⟩g

⟨ρEtot⟩
⟨ρf ⟩ +

∑︁Np

I=1⟨ρI⟩

⎞⎟⎟⎟⎠ (3.73)
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The convective flux vector is:

Fc =

⎛⎜⎜⎜⎝
ϵg⟨ρi⟩g⟨u⟩g

⟨ρ⟩g⟨u⟩g⟨u⟩g + P

ϵg⟨ρ⟩g⟨H⟩g⟨u⟩g

0

⎞⎟⎟⎟⎠ (3.74)

The diffusive flux vector is:

Fd =

⎛⎜⎜⎜⎝
−⟨J⟩i

⟨τ ⟩g

⟨τ · u⟩ + λeff∇⟨T ⟩ −
∑︁Ns

i=1 hi⟨J⟩i

0

⎞⎟⎟⎟⎠ (3.75)

Finally, the source term vector is:

S =

⎛⎜⎜⎜⎜⎜⎝
ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩ +

∑︁Np

I=1 mi,I⟨ω̇pyro
I ⟩

Fgs

−
∑︁Ns

i=1

(︂
ϵg⟨ω̇hom

i ⟩g + ⟨ω̇het
i ⟩ +

∑︁Np

I=1 mi,I⟨ω̇pyro
I ⟩

)︂
h0

f,i

−
∑︁Ns

i=1⟨ω̇het
i ⟩ −

∑︁Np

I=1 mi,I⟨ω̇pyro
I ⟩

⎞⎟⎟⎟⎟⎟⎠ (3.76)

The implementation of these equations made Argo capable of simulating the ablation
of a charring carbon-phenolic TPM.

Concerning the treatment of cork-phenolic ablators such as the Cork P50, it should be
emphasised that a further development is required because, when subjected to heat, the
P50 undergoes thermal degradation of both cork and phenolic resin. This process leads to
the formation of carbon fibers (not present in the virgin material) and the carbonaceous
residue. Ideally, the physical model should be modified in order to define a multi-char
model, capable of taking into account the carbon fibers, a first char due to the degradation
of the cork and a second char due to the decomposition of the phenolic resin. Considering
the complexity of distinguishing the different degradation processes, another possibility
is to treat the virgin material as made up of a single charring constituent (single-char
model). The two models are sketched in Figure 3.5. In practice, the implementation of
one of these two models requires a considerable effort and it is beyond the scope of this
work. For this reason, the main contribution to pyrolysis modeling of this work consists
in the improvement of the current model which well describes the structure of a carbon-
phenolic TPM and, in particular, in the definition of an accurate method to compute the
pyrolysis production rate.

The chemical composition of pyrolysis gas has been treated as known and constant
so far. Considering equation (3.69):

πi = mi,I ⟨ω̇pyro
I ⟩ (3.77)

the mass fractions mi,I are unknown and they should be determined from experimental
data, since they are not available in literature [13]. To date, the species mass fractions
mi,I were pre-fixed and hard-coded within the input file of Argo. As already discussed
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Figure 3.5: Ideas for modeling of pyrolysis in cork-phenolic ablators. The virgin material
could be treated as a homogeneous medium. The charred material could be modeled
through a multi-char model (top) or a single-char one (bottom). Figure modified from
[13].

in Section 2.1.1, this is a strong assumption, as the composition of pyrolysis gas actually
is not constant and it is a function of the local thermodynamic conditions and of the
elemental composition too. However, the computation of mi,I requires to specify the
conditions in which the pyrolysis gas is generated and they are not known a priori.
Nevertheless, a reasonable hypothesis is to impose the production of pyrolysis gases at
thermochemical equilibrium. This is a very common assumption in literature, since the
pyrolysis gas flows at relatively low speeds inside the porous medium [17]. Moreover,
while a material response code is not able to describe the evolution of the gas, the Unified
Approach allows the pyrolysis gas to react with the sorrounding gases (if the proper
reaction mechanisms are included) once it has been generated at equilibrium, because
Argo actually solves the governing equations of fluid dynamics.

Therefore, a new routine calling Mutation++ has been implemented within Argo.
It provides to Mutation++ the local temperature and pressure so that, starting from the
elemental composition of pyrolysis gases, Mutation++ is able to compute the species
mass fractions mi,I at the local thermochemical equilibrium (Figure 3.6). Hence, through
the minimization of the Gibbs free energy of the mixture [57], Mutation++ applies the
elemental mass conservation. In this way, the composition of the mixture depends on
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3.2 – Extension to cork-phenolic specific phenomena

temperature, pressure and elemental composition [11]:

Yi = Yi(T, P, χj) (3.78)

where χj is the elemental mass fraction, j = 1, ..., Ne and Ne is the number of chemical
elements.

Figure 3.6: Scheme of the new routine for the computation of pyrolysis production rate.

This procedure shifts the problem towards the evaluation of the elemental compo-
sition χj of pyrolysis gases. The best choice is to perform targeted analyses but, due
to the unavailability of experimental data, Başkaya [20] proposed a simplified strategy
to estimate χj for the Cork P50, starting from the measurements of Sakraker [7] and
collecting data related to the chemical composition of cork from literature. In this work
the same approach is adopted, using more recent data.

The elemental composition of the virgin P50 can be computed by means of a weighted
average and considering a mass ratio between resin and cork of 1:4 [7]. Furthermore,
several compounds can be identified inside cork, as shown in Figure 3.7. Data are taken

Quercus suberSuberin
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Omega
hydroxy

acids
(52%)

Glycerol
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9-10-18-
trihydroxy-
octadecanoic
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alphaomega-
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(30%)
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saccharides

(22%)

Glucose
(51.0%)

Xylose
(35.0%)

Arabinose
(7.0%)

Galactose
(3.6%)

Mannose
(3.4%)

Figure 3.7: Cork composition. Data from literature [20], [62].

from the literature [20], [62] and outlined in Table 3.2.
Figure 3.8 shows a section of a P50 sample tested in VKI Plasmatron. Sakraker [7]

measured the length of the sample and provided the thickness of each layer along the
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Figure 3.8: Section of a P50 sample tested in VKI Plasmatron by Sakraker [7]. Figure
taken from [20].

stagnation line, as well as its mass and radius (initial and final values). Moreover, the
virgin and char density have been measured through TGA analysis (ρv ≈ 470 kg/m3,
ρc ≈ 280 kg/m3). Assuming as a constant the thickness of the layers, it is possible to
easily compute their volume and the mass values. Then, the residual mass fraction of
each element (C:H:O) after the heat treatment can be computed as follows:

Yres(i) =
(︂mchar

mres

)︂
Ychar(i) +

(︂mpyro
mres

)︂(︂Ychar(i) + Yvirgin(i)
2

)︂
+
(︂mvirgin

mres

)︂
Yvirgin(i) (3.79)

where Yvirgin ≡ Y0, while Ychar(C) = 1. Hence:

Ypyro(i) =
(︂ m0

mlost

)︂
Y0(i) −

(︂mres
mlost

)︂
Yres(i) (3.80)

The test 21 performed by Sakraker [7] has been taken as a reference, so this procedure
allowed to assess the elemental composition of pyrolysis gases shown in Table 3.1. It is a
only a first approximation for χj , but it will be used in the simulations of charring ablators
to test the new routine of Argo for the computation of pyrolysis gas composition.

Table 3.1: Elemental composition of pyrolysis gases, for Cork P50.

C H O

Mass fraction 0.0872 0.1937 0.7192
Mole fraction 0.0297 0.7864 0.1839
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3.2.2 Model for swelling

The research of a physical model capable of predicting the swelling behaviour drives this
part of the work. Three different models for swelling materials have been presented in
Section 2.2.1, but the method investigated here should have certain features which make
it suitable for the implementation in Argo, as a future task. Firstly, it should be based
on a continuum approach, in order to be representable through equations valid over the
whole domain of computation. This would allow to not upset the current model and to
easily apply the method of volume averaging to write the equations in terms of porosity.
Moreover, the new model should also be compatible with the numerical method (DGM)
used in Argo to solve the system of governing equations. For instance, the approach
investigated by Kuborn et al. [52] is probably the most complete but it involves the
theory of elasticity to derive the swelling velocity from the displacement field, therefore
it requires a multi-physics coupling with a structural mechanics solver. The method
proposed by Anderson et al. [51], [53] is very promising but the semi-empirical equation
modeling the swelling velocity should be integrated over the domain and solved using the
DG method, which would make the implementation very complex. Finally, the approach
of Zhang et al. [55] is interesting too, but it requires two different energy conservation
equations for the material, while a single equation model is adopted in Argo.

A simplified strategy is now devised, based on an a priori assumption on the velocity
profile. The starting point is the mass conservation equation for the solid phase:

∂⟨ρs⟩
∂t

+ ∇ · ⟨ρsus⟩ = −⟨ω̇het⟩ − ⟨ω̇pyro⟩ (3.81)

where ⟨ρs⟩ is the average density of the solid phase, connected to the intrinsic density
⟨ρs⟩s through the solid volume fraction ϵs:

⟨ρs⟩ = ϵs⟨ρs⟩s (3.82)

In the current model of Argo, the solid matrix is treated as rigid and stationary, so that
the convective term is equal to zero. Actually, a velocity for the solid phase must be now
defined in order to treat the swelling mechanism. For this reason, the chemical production
terms can be neglected, in order to focus on the convective transport mechanism, which
is what actually needs to be modeled:

∂⟨ρs⟩
∂t

+ ∇ · ⟨ρsus⟩⏞ ⏟⏟ ⏞
Convective term

= 0 (3.83)

The solid velocity us is thus the focal point of the model. Therefore, equation (3.83) can
be rewritten in terms of a generic variable U :

∂U

∂t
+ ∇ · (Uus) = 0 (3.84)

Equation (3.84) is a pure convection equation describing the transport of the generic vari-
able U , operated by a flow moving at the transport velocity us = (us, vs, ws). Moreover,
it is possible to split the divergence of a scalar per a vector in two terms:

∇ · (Uus) = U∇ · us + us · ∇U (3.85)
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In explicit form:

∂U

∂t
+ U

(︄
∂us

∂x
+ ∂vs

∂y
+ ∂ws

∂z

)︄
+
(︄

us
∂U

∂x
+ vs

∂U

∂y
+ ws

∂U

∂z

)︄
= 0 (3.86)

For simplicity, the assumption of one dimensional flow in the y-direction is adopted, so
that the derivatives along the other directions are equal to zero. Therefore:

∂U

∂t
+ U

∂vs

∂y
+ vs

∂U

∂y
= 0 (3.87)

This 1D nonlinear convection equation has been implemented within a Matlab code
using the Finite Difference Method (FDM).

In view of a future implementation within Argo, the variable U would represent the
current average solid density normalized, for instance, with the nominal value:

U = ⟨ρs⟩
[⟨ρs⟩]n

= ϵs⟨ρs⟩s

[ϵs⟨ρs⟩s]n
= ϵs

[ϵs]n
(3.88)

The intrinsic density ⟨ρs⟩s is treated as a constant3, therefore the variable U actually
would reflect the solid volume fraction ϵs. The boundary conditions are a consequence of
the normalization, since U may vary between 0 and 1:{︄

y = 0 −→ U(0, t) = 1
y = 2Li −→ U(2Li, t) = 0

(3.89)

Adopting the same philosophy of Argo, the initial condition has to describe the transition
from a pure fluid region to a porous medium, as sketched in Figure 3.9. Furthermore,
the interface should be enough smoothed to prevent the formation of a discontinuity.
For these reasons, the initial condition can be expressed through a hyperbolic tangent
function:

t = 0 −→ U(y,0) = 1
2[1 − tanh (y − Li)] (3.90)

where Li is the initial length of the porous material.
The main point is the modeling of the solid velocity vs. The simpliest approach could

consist in the assumption of a constant value for vs:

vs(y, t) = vs = Lf − Li

∆t
(3.91)

where Lf is the final length of the sample at the end of the test in Plasmatron and ∆t
is the swelling period. Therefore, vs could be modeled as the mean velocity during the
test performed by Sakraker [7]. However, this simple approach does not ensure the solid

3This assumption, acceptable for a stationary and non-elastic solid, could be no longer valid for a
swelling material. A deeper explanation will be provided in the conclusive part of this thesis.
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Figure 3.9: Sketch of the initial condition, in analogy with the current model in Argo.

mass conservation, an issue that has already been highlighted by Martinez [47]. In fact,
the general definition of mass is given by:

m =
∫︂

dV
ρ dV (3.92)

Considering that the quantity U stands for ⟨ρs⟩ (normalized), the corresponding area
under the curve represents the solid mass and, as shown in Figure 3.10, it is increasing
because of a mass injection from the bottom. This is a direct consequence of a non-zero

Figure 3.10: Effect of a constant velocity profile on the solid mass conservation.

and, specifically, positive velocity at the boundary. Imposing a constant value for vs, the
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velocity gradient is indeed equal to zero everywhere:

vs(y, t) = vs =⇒ ∂vs

∂y
= 0 (3.93)

Therefore, equation (3.87) turns into:

∂U

∂t
+ vs

∂U

∂y
= 0 (3.94)

This is a 1D nonlinear convection equation, similar to the inviscid Burgers’ equation,
thus it correctly describes the evolution of a wave feeded by a flow injection at the inlet
which is, in turn, equal to the flow ejection at the outlet. However, this solution does
not describe the expansion of a solid material, because the average solid density seems to
increase along the domain. Instead, the expected result should be similar to the physics
of a shock-tube: the flow density increases after the shock wave but, on the other side, it
decreases because of the expansion waves (Figure 3.11). The physical mechanism beyond
this behaviour is naturally different, but the expected result is comparable.

Figure 3.11: An analogy with the shock-tube.

A swelling porous material can indeed be treated as an elastic sponge: stretching the
sponge, the region close to the interface on the side of the gas will see an increase in
⟨ρs⟩, due to the injection of solid mass where an instant before there was a pure fluid.
At the same time, on the other side of the interface, ⟨ρs⟩ has to decrease because the
solid mass has been convected over a bigger volume. This leads to the conclusion that
the solid mass conservation is due to the elastic nature of the material, so that solving a
simple transport equation in ⟨ρs⟩ seems not to be a sufficient condition to ensure respect
for the conservation law. Finding practicable alternatives thus requires understanding of
what the assumption of a constant velocity has physically implied: the first solid points
starting to swell are the ones very close to the interface because, in the general context of
atmospheric re-entry, they are subjected to aerodynamic heating, whilst the solid points
which are far from the interface must have an initial velocity equal to zero. The first

51



Physical modeling

consequence is that not all the solid particles should move and the moving ones should
not have all the same velocity. Therefore, a simplified way to guarantee the solid mass
conservation without involving the theory of elasticity could be to impose a velocity
profile characterized by a null value at the bottom (in order to stop the mass injection at
the boundary) and a positive gradient at the interface (where the heat load triggers the
swelling mechanism), as shown in Figure 3.12. A final comment concerns the particles
inside the pure fluid region: although a non-zero velocity has been imposed on them,
they are not involved in the swelling motion because vs is mutiplied by U which, in that
region, is equal to zero, so that the convective term is not active there.

Figure 3.12: Velocity profile ensuring the solid mass conservation.

Such a velocity profile can be modeled as:

vs(y) = vsS(y) (3.95)

where S(y) is the function used to describe the velocity gradient:

S(y) = 1
1 + e−(y−Li)

(3.96)

The choice fell on the sigmoid function, because it is easy to manipulate in order to take
into account other physical effects. One of these, could be the effect of thermal gradients:
the swelling mechanism consists indeed in a thermal expansion, therefore it is expected
to automatically stop when the temperature gradients decrease below a minimum value.
Considering the 1D energy conservation equation:

∂T

∂t
+ vs

∂T

∂y⏞ ⏟⏟ ⏞
C

= ν
∂2T

∂y2⏞ ⏟⏟ ⏞
D

(3.97)

where ν is the thermal diffusivity:
ν = k

ρc
(3.98)
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kv, ρv and cv are respectively the thermal conductivity, density and specific heat capacity.
Since Pe = C/D ≪ 1, the convective term C is negligible. This allows to solve a 1D pure
diffusion equation, i.e. the 1D heat equation, decoupling it from the convection equation:

∂T

∂t
= ν

∂2T

∂y2 (3.99)

As a first approximation, equation (3.99) can be solved for the virgin material (denoted
with the subscript v):

∂Tv

∂t
= kv

ρvcv

∂2Tv

∂y2
v

(3.100)

For the purpose of reproducing the test in Plasmatron, the boundary conditions can be
defined as follows: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

y = 0 −→ kv
∂Tv

∂yv
= 0

y = Li −→ kv
∂Tv

∂yv
= q̇ext − εvσT 2

w

(3.101)

where εv is the emissivity of the virgin material, q̇ext is the external heat flux, σ is the
Stefan–Boltzmann constant and Tw is the wall temperature.

Assuming a linear thermal expansion, the general definition for the expansion coeffi-
cient α is given by:

α = 1
L

dL

dT
(3.102)

The local strain ϵ is defined as:

ϵ = dL

L
= α dT (3.103)

A relation between strain and displacement also exists:

ϵ = ds

dy
(3.104)

The displacement field can thus be found as:

s =
∫︂ L

0
ϵ dy =

∫︂ L

0
α dT dy (3.105)

In an evolution problem, s and T are function of time too. Therefore, computing the
time derivative and assuming α as a constant, it is possible to define a velocity related
to the effect of thermal gradients:

v̂s(t) = ∂s

∂t
= α

∫︂ L

0

∂T

∂t
dy (3.106)

where the temperature gradient is computed solving the 1D heat equation (3.100). Hence,
a new definition for the swelling velocity can be considered:

vs(y, t) = v̂s(t)S(y) (3.107)
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While in equation (3.95) there is no relation with the history of the flow because vs is a
mean velocity, v̂s is a function of time. Therefore, the spatial distribution is modeled by
the sigmoid function S(y) and the evolution in time is described in terms of a decreasing
velocity v̂s(t), which is driven by the temporal variation of thermal gradients. Finally,
concerning the linear thermal expansion coefficient α, it can be determined experimen-
tally. In the Matlab code written to test the physical model, α is computed matching it
with data of Sakraker [7], who provided the swelling period ∆t and the final length Lf of
the sample. An iterative process can be adopted to look for the value of α which allows
to stop the thermal expansion after a period equal to ∆t, showing a final length equal to
Lf .

What has just been described is a simplified approach, because of two main assump-
tions. The first approximation is related to the resolution of the 1D heat equation (3.100)
over a domain of length Li; this is indeed the length of the virgin material and it should
change because of swelling and recession due to oxidation too. Nevertheless, the tem-
perature field inside the material is not expected to experience high variations due to
the phenomena mentioned, therefore this is a reasonable hypothesis. The second sim-
plification is that equation (3.100) is solved for a material (virgin) which maintains its
physical properties constant but, in view of a future implementation within Argo, pyrol-
ysis should be considered too, so that the physical properties k, ρ and c actually would
change during the thermal decomposition. Argo accounts for this effect by means of
the progress variable ξ, that has been introduced in equation (3.67) to reflect the local
decomposition state of the material. Hence, the points of the material where pyrolysis
has not yet occurred are denoted with ξ = 0 while, in contrast, the region where the
medium has been totally charred is identified by ξ = 1. The transitional zone, i.e. the
pyrolysis layer, is characterized by 0 < ξ < 1. The same philosophy has been thought
for this physical model, in order to increase the degree of compatibility with Argo. In
this case, the only available parameter capable of reflecting the decomposition state of
the material is the local temperature. Therefore, a pyrolysis temperature Tp is used to
locate the border (ξ = 0) between the virgin zone and the pyrolysis layer, whilst a char
temperature Tc is chosen to identify the edge (ξ = 1) between the pyrolysis layer and the
totally charred zone, as shown in Figure 3.13.

Figure 3.13: Two characteristic temperatures are tracked in order to locate pyrolysis and
char fronts.
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Both pyrolysis and char fronts are expected to travel along the material, when it is
subjected to a heat flux q̇. Hence, the velocity profile defined by equation (3.107) is
shifted down at each time step in order to track the pyrolysis front, which is moving at a
mean velocity (vs)ξ=0 along the positions yξ=0(t). Furthermore, since the pyrolysis front
is expected to move faster than the char front (i.e. (vs)ξ=0 > (vs)ξ=1), the pyrolysis layer
will see an increase in its thickness, defined by means of the parameter δp(t):

1
δp(t) = yξ=1(t) − yξ=0(t) (3.108)

The expanding thickness (yξ=1−yξ=0) of the pyrolysis layer can be simulated manipulating
the sigmoid function S(y) in order to change its slope, i.e. smoothing the velocity gradient
at the interface. Combining these effects, the final definition for the swelling velocity is:

vs(y, t) = v̂s(t) 1
1 + eδp(t){−(y−Li)−[Li−yξ=0(t)]} (3.109)

All these aspects will be clarified in Section 5.5, analyzing the results provided by the
Matlab simulations.

3.3 Road map for the implementation

Figure 3.14: Road map for the implementation. The dash lines indicate the future
developments.

A road map is given in Figure 3.14, to help the reader to follow the logical flow of the
current work and the future perspectives. In this thesis, there are two main objects of
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study: pyrolysis and swelling. The contribution to the former is in the implementation
within of Argo of a more sophisticated approach to compute the pyrolysis production
rate. This has a direct impact not only on cork-based ablative materials, but also on
carbon-based ones. However, Argo is not capable of treating swelling materials yet,
therefore a physical model accounting for this phenomenon has been proposed and tested,
as a preliminary study, within Matlab. A great attention has been paid to follow
the same philosophy used by Argo in the treatment of this kind of physical problems,
for the purpose of ensuring a large degree of compatibility for a future implementation
within DGAblation. As an intermediate step, this model could be first implemented
within Echion, a one-dimensional material response code developed at Cenaero [11] and
characterized by an architecture similar to Argo, but simplified. The final aim is to get
an appealing numerical tool capable of simulating the re-entry of the Qarman CubeSat
and, more generally, of cork-phenolic ablators.
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Chapter 4

Numerical methods

This chapter presents the numerical methods adopted to solve the systems of governing
partial differential equations. Since two distinct codes have been used to perform the
simulations, two different discretization techniques have to be discussed. In fact, the
multi-physics CFD code Argo, used to simulate ablation in a high-enthalpy flow, is based
on the Discontinuous Galerkin Method (DGM). Instead, the Finite Difference Method
(FDM) is used within the Matlab code developed to simulate the swelling mechanism.
Hence, a general summary of the two formulations will be presented.

4.1 The Discontinuous Galerkin Method
The Discontinuous Galerkin Method (DGM) is considered as a special class of FEM, but
it is often classified as a particular numerical technique combining the Finite Volume
(FVM) and the Finite Element (FEM) methods. Therefore, the advantages of both of
these approaches are merged togheter, in order to offer a modern numerical method
characterized by high order of accuracy on unstructured grids, computational efficiency,
robustness, compactness and scalability [63], [11]. CFD codes are typically based on FVM
or FDM, even if most of the codes taking into account the material thermal response
are applied to simple geometries. At the same time, the versatility of FEM solvers in
handling complex geometries and boundary conditions by means of unstructured meshes
makes them very appealing for ablation simulations [64].

The system of governing equations (3.72) has been presented in a compact form as a
hyperbolic conservation equation:

∂U
∂t

+ ∇ · Fc − ∇ · Fd − S = 0 (4.1)

A general form can be adopted to introduce the DGM, considering the solution vector
ũm:

Lm(ũ) = 0, ∀m = 1, ..., Nv (4.2)
where Lm is a differential operator and Nv is the number of variables in the system.
Hence, equation (4.1) can be formulated as follows:

Lm(ũ) = ∂ũm

∂t
+ ∇ · F c

m(ũ) − ∇ · F d
m(ũ, ∇ũ) − S(ũ, ∇ũ) = 0 (4.3)
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Using an alternative form for the divergence:

Lm(ũ) = ∂ũm

∂t
+ ∂

∂xk
F c,k

m (ũ) − ∂

∂xk
F d,k

m (ũ, ∇ũ) − S(ũ, ∇ũ) = 0 (4.4)

The diffusive term F d,k
m can be defined as follows:

F d,k
m ≈ −Dk,l

m,n(u)∂ũn

∂xl
(4.5)

where Dk,l
m,n is the Jacobian of the diffusive flux with respect to the solution gradient [63],

[11].
An infinite number of values are required to solve the system of equations (4.4) and

determine the exact solution vector ũ, so that the only practicable way consists in the
computation of an approximate solution u, within a finite-dimensional trial function
vector space V. The domain of computation Ω is thus discretized into a finite number of
elements Ωe which, as a whole, constitute the computational grid (mesh). There is no
constraint on the shape of the elements, but they must cover the whole domain without
overlapping. Therefore, the finite-dimensional vector space V is defined by means of
piecewise polynomial approximations, i.e. polynomials of order p which have to be a
regular behaviour within each element but they are allowed to be discontinuous at the
interfaces across elements, as shown in Figure 4.1. For this reason, the number of DOFs
(degrees of freedom) is duplicated, therefore the high-order accuracy implies a greater
computational cost.

Figure 4.1: Discretization through a third order Lagrangian polynomial interpolation.
Figure taken from [11], [63].

The approximate solution um is determined as a linear combination of the shape
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functions ζi, which form a basis for V:

ũm ≈ um =
N∑︂

i=1
Ui,mζi (4.6)

where N is the number of elements in the grid, while the coefficients Ui,m represent the
DOFs of the problem, i.e. a set of independent parameters which completely describe
the configuration of the system. Eventually, different shapes can be considered for the
elements, so that:

um =
∑︂

e

Ne∑︂
i=1

U e
i,mζe

i (4.7)

A Lagrangian polynomial interpolation of order p is used within Argo, with equidistant
nodes on each element [11]. In other words, on each element a set of nodes (the DOFs
of the problem) is defined. The solution is thus approximated with an interpolation
of its nodal values. Furthermore, a mapping is operated to transform each element
into a reference one. In particular, this transformation allows to write the interpolating
polynomials in terms of the parametric coordinates (ξ1, ξ2, ξ3), rather than the physical
ones (x1, x2, x3), as shown in Figure 4.2.

Figure 4.2: Transformation from physical coordinates to parametric ones (and viceversa).
Image taken from [11].

The differential problem described by Lm(ũm) = 0 is satisfied only by the exact
solution ũm. Instead, applying the approximate solution um produces a residual, so that
Lm(um) = εR /= 0. Therefore, the Galerkin variational formulation is applied to found
the coefficients Ui,m of the approximation:∫︂

Ω
vLm(u) = 0, ∀v ∈ V (4.8)

Equation (4.8) allows to impose the orthogonality of the residual on the basis of the
shape functions within the trial space vector V. Hence, the weak formulation for the
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convection-diffusion-reaction problem is given by [11]:

∫︂
Ω

vLm(u) = 0, ∀v ∈ V, ∀m ∈ Nv

=
∑︂

Ωe∈Ω

∫︂
Ωe

v
∂um

∂t
dΩe⏞ ⏟⏟ ⏞

Tv

+

−
∑︂

Ωe∈Ω

∫︂
Ωe

∂v

∂xk
F c,k

m (u) dΩe⏞ ⏟⏟ ⏞
Cv

+
∑︂
Ii∈I

∮︂
Ii

[v]knkHm(u+, u−, n) dS

⏞ ⏟⏟ ⏞
Ci

+

+
∑︂

Ωe∈Ω

∫︂
Ωe

∂v

∂xk
F d,k

m (u) dΩe⏞ ⏟⏟ ⏞
Dv

−
∑︂
Ii∈I

∮︂
Ii

⟨Dk,l
m,n

∂un

∂xl
⟩[v]k dS

⏞ ⏟⏟ ⏞
Di

+

− θ
∑︂
Ii∈I

∮︂
Ii

⟨Dk,l
m,n

∂v

∂xl
⟩[um]k dS

⏞ ⏟⏟ ⏞
Dt

+ α
∑︂
Ii∈I

∮︂
Ii

[v]k[um]k dS

⏞ ⏟⏟ ⏞
Dp

+

−
∑︂

Ωe∈Ω

∫︂
Ωe

vS(u, ∇u) dΩe⏞ ⏟⏟ ⏞
Sv

(4.9)

where Ωe denotes the elements, Ii indicates the interfaces across elements and H repre-
sents the interface fluxes. Furthermore, the jump [...] and the average ⟨...⟩ operators are
defined as follows [11]:

[a] = a−n− + a+n+ (4.10)

⟨a⟩ = 1
2(a− + a+) (4.11)

The terms Tv, Cv, Dv and Sv are respectively the temporal, convective, diffusive and
source terms and they are present in Continuous Galerkin Finite Element Method (CGFEM)
too. Instead, Ci, Di, Dt and Dp represent the internal boundary conditions between two
adjacent elements. They are related to the discontinuity of the polynomial functions at
the interfaces, therefore they are missing in CGFEM [11].

Convective variational form

The discretization of the convective terms can be derived as a high-order extension of the
classical upwind FVM [63]. This can be easily deducted simplifying equation (4.9) to the
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one-dimensional case in a single variable [11]:∫︂
Ω

vL(u) = 0, ∀v ∈ V

=
∑︂

Ωe∈Ω

∫︂
Ωe

v
∂u

∂t
dΩe⏞ ⏟⏟ ⏞

Tv

+

−
∑︂

Ωe∈Ω

∫︂
Ωe

∂v

∂x
F c(u) dΩe⏞ ⏟⏟ ⏞

Cv

+
∑︂
Ii∈I

∮︂
Ii

[v]H(u+, u−, n) dS

⏞ ⏟⏟ ⏞
Ci

(4.12)

If a piecewise constant function (p = 0) is chosen for v, the Cv term becomes equal to
zero and the equation is reduced to an equivalent form of a classical first order FVM, as
the temporal term is computed evaluating the interface fluxes:

∑︂
Ωe∈Ω

∫︂
Ωe

v
∂u

∂t
dΩe = −

∑︂
Ii∈I

∮︂
Ii

[v]H(u+, u−, n) dS (4.13)

Diffusive variational form

Various DG formulations are available within Argo for the discretization of the diffusive
terms. In particular, three different classes of Interior Penalty (IP) methods have been
implemented, because of their compactness: SIPDG (symmetric interior penalty method),
NIPDG (non-symmetric interior penalty method) and IIPDG (incomplete interior penalty
method). However, the BR2 (second scheme of Bassi and Rebay) has been chosen as DG
formulation of diffusion for the simulations performed in this work.

Interface fluxes

In DGM, the solution should not necessarily be continuous across elements, therefore
a Riemann solver is needed for the computation of the interface fluxes, as in a FVM.
For this purpose, various Riemann solvers for compressible flows have been implemented
within Argo, such as the exact Riemann solver, the Roe approximate Riemann solver
and a Lax-Friedrich scheme. The last one has been chosen because it was easily applicable
to a multispecies flow. However, considering the large temperatures involved in a high-
enthalpy flow, the consequent high sound speed can imply very low Mach numbers, so
that a compressible solver could cause numerical instabilities. In fact, in the physics
of an incompressible flow a strong relation between pressure and velocity exists, so the
velocity field is particularly sensitive to the pressure fluctuations and it instantly changes
according to them. From a numerical point of view, the treatment of such a flow could
be very challenging and may lead to convergence and accuracy issues [11].

For this reasons, the AUSM+ up scheme has been made available, because of the
great versatility it offers in all Mach number regimes and also due to the possibility
of an easy extension to chemically reacting flows. Finally, another numerical scheme
belonging to the same class, the Simple Low-dissipation AUSM (SLAU), is included
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within Argo. It ensures low numerical diffusion and it is combined with a preconditioning
of the time derivative in order to grant good convergence properties at low Mach numbers
[65]. Therefore, the SLAU scheme has been chosen as Riemann solver for the simulations
performed in this work.

Implementation of boundary conditions

The resolution of the governing equations requires the specification of suitable conditions
at the boundaries of the computational domain, in order to obtain a unique solution.
Within Argo, boundary conditions are implemented weakly, since there are no grid
points at the boundaries. Therefore, for the convective part, the values of the so-called
ghost cells are typically specified. In this way, fictitious cell external to the domain allow
to compute the boundary convective fluxes in a classical way, i.e. solving a Riemann
problem [11], [66]. Generally, for hyperbolic Euler equations, the number of boundary
conditions to be enforced should be equal to the number of characteristics which do not
reach a specific boundary from the interior of the domain [67]. Considering Navier-Stokes
equations, the diffusive part requires to be treated at the boundaries too and, for this
purpose, either Dirichlet, Neumann or Robin boundary conditions are implemented [11].
The main boundary conditions which can be found in the DGAblation module of Argo
are listed in Table 4.1.

Table 4.1: Boundary conditions implemented within the DGAblation module of Argo.
Inner values are denoted with superscript −, while outer values with +. Table reproduced
from [11].

B.C. type Euler conditions Navier-Stokes conditions

Subsonic inflow u−, T −, Y −
i are given and P + =

P −
Fd,+ · n = 0

Adiabatic wall u− is given while other variables
are taken as U+ = U−

Fd,+
energy · n = 0, Fd,+

mass · n = 0

Isothermal wall u− and T − are given while other
variables are taken as U+ = U−

Fd,+
mass · n = 0

Subsonic outlet P − is given while other variables
are taken as U+ = U−

Fd,+ · n = 0

Symmetry U+ = U− ∇U+ · n = 0
Freestream u−, T −, Y −

i , P − are given Fd,+ · n = 0

Time discretization

The unified approach involves the presence of an interface between the pure fluid region
and the porous material and, considering that this interface is expected to move because of
ablation phenomena, the physical problem has a strongly unsteady nature. The numerical
resolution of such a problem thus requires a time discretization technique. In Argo code,
both explicit and implicit schemes are available, even though the complex dynamics
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involving chemical reactions and mass diffusion imposes important restrictions to the
usable time step [11]. Moreover, the presence of stiff processes such as pyrolysis makes
extremely hard the integration of the PDEs, so that an explicit scheme would easily lead
to numerical instabilities. For these reasons, an implicit strategy has been chosen for the
numerical resolution of Navier-Stokes equations in this work. In particular, the multistep
Backward Differentiation Formula at second order (BDF2) has been used. Considering
the compact form of the governing equations:

∂U
∂t

+ ∇ · Fc − ∇ · Fd − S = 0 (4.14)

and assembling convective, diffusive and source terms:

RCDS(U) = −∇ · Fc + ∇ · Fd + S (4.15)

equation (4.14) can be re-written as:

∂U
∂t

= RCDS(U) (4.16)

Hence, the BFD2 scheme computes U at the next step as follows [11]:

Un+1 = Un + ∆t RCDS(Un+1) (4.17)

Un+2 = 4
3Un+1 − 1

3Un − 2
3∆t RCDS(Un+2) (4.18)

where n is the index of grid in time, while ∆t is the time step. Furthermore, as an implicit
scheme requires the resolution of a system of nonlinear equations, it is combined with
a Newton-Raphson algorithm that, in turn, has to be coupled with a linear solver. The
linear problem can be expressed as follows [11]:

L∗∆U = −r∗ (4.19)

where L∗ is the Jacobian matrix, while r∗ is the residual. As linear solver, the General-
ized Minimal Residual Method (GMRES) has been used in this work, an iterative method
based on the Coniugate Gradient Method. In particular, the latter represents the state of
the art of iterative methods for the resolution of linear systems but it can be used only
for a symmetric positive definite matrix; GMRES is instead generalized to a nonsym-
metric matrix. Moreover, considering that the problem associated to equation (4.19) is
usually badly conditioned, GMRES is combined with a preconditioner, in order to reduce
the number of iterations needed to reach convergence. Specifically, an Incomplete LU
factorization (ILU) has been chosen for the simulations performed in this work.
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4.2 The Finite Difference Method

The Finite Difference Method (FDM) is a numerical approach capable of providing an
approximate solution to differential equations, by means of a discretization that results
in a system of algebraic equations [68]. The philosophy of this numerical method comes
from the definition of derivative at a point xi:

(︄
∂ϕ

∂x

)︄
xi

= lim
∆x→0

ϕ(xi + ∆x) − ϕ(xi)
∆x

(4.20)

where ϕ is a generic variable. The idea behind the FDM is to approximate the derivative
directly by means of the difference quotient, considering a ∆x that should be small
enough to neglect the limit as ∆x approaches zero. This results in the discretization of
the geometric domain in a certain number of grid points (nodes), in order to generate a
structured computational grid characterized by a spacing ∆xi, as in Figure 4.3. In FDM,
the ∆xi is thus a finite quantity, so the approximation becomes better the smaller ∆xi

is. In other terms, the grid refinement allows to reduce the error faster, increasing the
order of approximation [68].

Figure 4.3: FDM: computational grid for 1D and 2D. Credits: [67].

The Figure 4.4 shows the basic schemes for the approximation of a derivative, such as
the backward, forward and central differences. The FDM is thus applied for the estimation
of the slope at each xi. The choice of the numerical scheme affects both the accuracy
and stability; for instance, the forward and backward difference schemes are first-order
accurate, while the central difference scheme is second-order accurate [67], even though
it is also less stable so that it may results in spurious numerical oscillations.

Approximations of the first derivative

In the physical model developed in this work, both first and second derivatives need to
be approximated. In any case, the finite difference representation can be obtained using
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Figure 4.4: Different schemes for the approximation of a derivative. Figure taken from
[68].

the Taylor’s series expansions:

ϕ(x) =ϕ(xi) + (x − xi)
(︄

∂ϕ

∂x

)︄
xi

+ (x − xi)2

2!

(︄
∂2ϕ

∂x2

)︄
xi

+ (x − xi)3

3!

(︄
∂3ϕ

∂x3

)︄
xi

+

+ . . . + (x − xi)n

n!

(︄
∂nϕ

∂xn

)︄
xi

+ H

(4.21)

where, H is the leading truncation error due to the neglect of higher order terms. Re-
placing x by xi+1:

ϕ(xi+1) =ϕ(xi) + (xi+1 − xi)
(︄

∂ϕ

∂x

)︄
xi

+ (xi+1 − xi)2

2!

(︄
∂2ϕ

∂x2

)︄
xi

+

(xi+1 − xi)3

3!

(︄
∂3ϕ

∂x3

)︄
xi

+ . . . + (xi+1 − xi)n

n!

(︄
∂nϕ

∂xn

)︄
xi

+ H

(4.22)

Therefore, the first derivative evaluated at xi is given by:(︄
∂ϕ

∂x

)︄
i

=ϕi+1 − ϕi

xi+1 − xi
− xi+1 − xi

2

(︄
∂2ϕ

∂x2

)︄
i

− (xi+1 − xi)2

6

(︄
∂3ϕ

∂x3

)︄
i

+ H (4.23)

Instead, replacing x by xi−1 the derivative results in:

(︄
∂ϕ

∂x

)︄
i

=ϕi − ϕi−1
xi − xi−1

+ xi − xi−1
2

(︄
∂2ϕ

∂x2

)︄
i

− (xi − xi−1)2

6

(︄
∂3ϕ

∂x3

)︄
i

+ H (4.24)
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Finally, it is possible to get another scheme replacing x by xi+1 and xi−1:

ϕ(xi+1) =ϕ(xi) + (xi+1 − xi)
(︄

∂ϕ

∂x

)︄
xi

+ (xi+1 − xi)2

2!

(︄
∂2ϕ

∂x2

)︄
xi

+

+ (xi+1 − xi)3

3!

(︄
∂3ϕ

∂x3

)︄
xi

+ O(xi+1 − xi)4

(4.25)

ϕ(xi−1) =ϕ(xi) − (xi − xi−1)
(︄

∂ϕ

∂x

)︄
xi

+ (xi − xi+1)2

2!

(︄
∂2ϕ

∂x2

)︄
xi

+

− (xi − xi−1)3

3!

(︄
∂3ϕ

∂x3

)︄
xi

+ O(xi − xi−1)4

(4.26)

If equation (4.26) is subtracted from equation (4.25), the first derivative is given by:(︄
∂ϕ

∂x

)︄
i

=ϕi+1 − ϕi−1
xi+1 − xi−1

− (xi+1 − xi)2 − (xi − xi−1)2

2(xi+1 − xi−1)

(︄
∂2ϕ

∂x2

)︄
i

+

− (xi+1 − xi)3 + (xi − xi−1)3

6(xi+1 − xi−1)

(︄
∂3ϕ

∂x3

)︄
i

+ H

(4.27)

Equations (4.23), (4.24) and (4.27) provide an exact evaluation for the first derivative
but, if the spacing (xi+1 − xi and xi − xi−1) is small, the higher order terms, which are
further unknowns, can be neglected in order to obtain an approximate solution for the
derivative. (︄

∂ϕ

∂x

)︄
i

≈ ϕi+1 − ϕi

xi+1 − xi
(4.28)

(︄
∂ϕ

∂x

)︄
i

≈ ϕi − ϕi−1
xi − xi−1

(4.29)

(︄
∂ϕ

∂x

)︄
i

≈ ϕi+1 − ϕi−1
xi+1 − xi−1

(4.30)

Equations (4.28), (4.29) and (4.30) represent the forward difference (FDS), backward
difference (BDS) and central difference (CDS) schemes, respectively. The high order
terms neglected at right-hand side constitutes the truncation error that, for a uniform
grid (∆xi = ∆x), can be expressed as follows:

ετ = (∆x)mαm+1 + (∆x)m+1αm+2 + . . . + (∆x)nαn+1 (4.31)

where α is a higher-order derivative multiplied by a constant factor, while m is the
exponent of the leading truncation term [68]. The truncation error is thus representative
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of the order of accuracy and, since it is proportional to (∆x)m, it expresses the rate at
which the error decreases as the grid is refined [67], [68]. For a uniform grid, the exact
expression of the first derivative is given by:

(︄
∂ϕ

∂x

)︄
i

= ϕi+1 − ϕi

∆x
+ O(∆x) (4.32)

(︄
∂ϕ

∂x

)︄
i

= ϕi − ϕi−1
∆x

+ O(∆x) (4.33)

(︄
∂ϕ

∂x

)︄
i

= ϕi+1 − ϕi−1
2∆x

+ O(∆x2) (4.34)

Therefore, this proves that the error decreases as ∆x for FDS and BDS, and as ∆x2 for
CDS. In other terms, FDS and BDS are first-order accurate, whilst CDS is second-order
accurate.

Approximations of the second derivative

As already mentioned, an approximation should also be found for the second derivatives,
which typically describe the diffusion terms in fluid dynamics. The same approach can
be adopted, summing equation (4.25) and (4.26), so that:

(︄
∂2ϕ

∂x2

)︄
i

= ϕi+1 − 2ϕi + ϕi−1

∆x2 + O(∆x2) (4.35)

that is second-order accurate.

The same expressions may be derived by means of the polynomial fitting method.
In this case, it is always possible to improve the accuracy increasing the stencil, i.e.
including more data points (for instance, xi+2 or xi−2), and the degree of the interpolating
polynomial. Naturally, this not only makes the expressions more complex, but the high-
order schemes also suffer from numerical instability, causing possible and undesirable
oscillations of the numerical solution.

Implementation of boundary conditions

As in most of CFD applications, the physical model developed in this work is mathemat-
ically described by a boundary-value problem, i.e. a problem modeled by a set of partial
differential equations for which additional constraints are required at the boundaries. In
other terms, the resolution needs the treatment of a well-posed problem, for which the
solution exists and is unique, and it depends continuously upon the initial and boundary
conditions [69]. The implementation of a CDS at the boundaries is not allowed, because
of the lack of grid points on one of the two sides. Boundary conditions thus require
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Figure 4.5: FDM: computational grid on a 1D geometric domain. Boundary conditions
at x0 and xN require a special treatment. Credits: [67].

one-sided finite differences, such as forward and backward schemes:(︄
∂ϕ

∂x

)︄
0

≈ ϕ1 − ϕ0
x1 − x0

(4.36)

(︄
∂ϕ

∂x

)︄
N

≈ ϕN − ϕN−1
xN − xN−1

(4.37)

These are first-order accurate, but high-order approximations can be obtained for both
first and second derivatives using the polynomial fitting technique [67]. These and other
schemes can be used to represent the boundary conditions and, normally, two forms
are given. The Dirichlet boundary condition provides the value of the solution at the
boundaries:

ϕ0 = ϕL (4.38)
ϕN = ϕR (4.39)

Instead, the Neumann boundary condition provides the gradient of the solution at the
boundary. Assuming, as an example, that a Dirichlet condition is set at the left boundary
and a Neumann condition at the right boundary, it results:

ϕ0 = ϕL (4.40)(︄
∂ϕ

∂x

)︄
N

= k (4.41)

where ϕL and k are known. Hence, the number of unknowns depends on the type of
boundary conditions provided: the Neumann condition implies indeed an additional un-
known, because the computation of ϕN is required.

The FDM applied to the swelling problem

All these concepts have been applied to the differential equations describing the physi-
cal model presented in Section 3.2.2. In particular, the model for swelling materials is
governed by equations (3.87) and (3.99):

∂U

∂t
+ U

∂vs

∂y
+ vs

∂U

∂y
= 0 (4.42)

∂T

∂t
− ν

∂2T

∂y2 = 0 (4.43)
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These are partial differential equations (PDE) because the problem involves functions of
two variables, t and y. Therefore, a space-time discretization is required and the discrete
equations can be obtained, in the simplest way, by means of the Forward Time Centered
Space (FTCS) scheme. It consists in a forward Euler (or explicit Euler) scheme for the
discretization in time and a central difference scheme for the discretization in space:

Un+1
j − Un

j

∆t
+ Un

j

(vs)n
j+1 − (vs)n

j−1
2∆y

+ (vs)n
j

Un
j+1 − Un

j−1
2∆y

= 0 (4.44)

T n+1
j − T n

j

∆t
− Tj+1 − 2Tj + Tj−1

∆y2 = 0 (4.45)

where n is the index of grid in time t, while i is the index of grid in space y. Transposing
the only unknown for a given stepping time:

Un+1
j = Un

j − 1
2

∆t

∆y

[︂
(vs)n

j+1 − (vs)n
j−1

]︂
Un

j − 1
2

∆t

∆y
(vs)n

j (Un
j+1 − Un

j−1) (4.46)

T n+1
j = T n

j + ∆t

∆y2

(︄
Tj+1 − 2Tj + Tj−1

)︄
= 0 (4.47)

These are thereby the discretized equations, solved to describe the thermal expansion.

Extension to a 2D domain

In view of a future implementation within Argo, the code developed in the Matlab
environment has been improved in order to manage a two-dimensional domain of com-
putation (Figure 4.6). However, it is important to clarify again that, since experimental
tests of Sakraker [7] provided information about swelling only along the y-direction, it
is not possible to model and test the material behaviour along x yet. Hence, the fol-
lowing equations have been implemented within the Matlab code but, for the moment,
the terms related to the second direction have been rendered inactive, imposing us = 0.
Therefore, the results given in the next chapter, will show indeed a material response
only along the y-direction.

The 2D convection equation can be directly derived from equation (3.86) and it is
given by:

∂U

∂t
+ U

(︄
∂us

∂x
+ ∂vs

∂y

)︄
+
(︄

us
∂U

∂x
+ vs

∂U

∂y

)︄
= 0 (4.48)

Applying the FTCS scheme, the discretized form is:

Un+1
i,j − Un

i,j

∆t
+ Un

i,j

[︄
(us)n

i+1 − (us)n
i−1

2∆x
+

(vs)n
j+1 − (vs)n

j−1
2∆y

]︄
+

+
[︄
(us)n

i

Un
i+1,j − Un

i−1,j

2∆x
+ (vs)n

j

Un
i,j+1 − Un

i,j−1
2∆y

]︄
= 0

(4.49)
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Figure 4.6: FDM: two-dimensional square domain, discretized in xi and yj computational
nodes.

Finally, the unknown at the step n + 1 is transposed as follows:

Un+1
i,j =Un

i,j − 1
2

∆t

∆x

[︄
(us)n

i+1 − (us)n
i−1

]︄
Un

i,j − 1
2

∆t

∆y

[︄
(vs)n

j+1 − (vs)n
j−1

]︄
Un

i,j+

− 1
2

∆t

∆x
(us)n

i

(︄
Un

i+1,j − Un
i−1,j

)︄
− 1

2
∆t

∆y
(vs)n

j

(︄
Un

i,j+1 − Un
i,j−1

)︄
= 0

(4.50)
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Chapter 5

Results

In this chapter, the results of numerical simulations are presented, serving a dual purpose
of testing the new routine implemented within Argo for the computation of pyrolysis
gases at equilibrium and analyzing the physical model developed for the simulation of
swelling materials. Hence, a first series of test cases and ablation simulations were per-
formed by means of Argo, followed by a simulation of the swelling mechanism coded in
the Matlab platform.

5.1 Adiabatic 0D reactor
Pyrolysis of TACOT

A first simple test case was studied by means of the ReactorZeroD solver, in order to
verify the new implemented tool. This is one of the simplest solvers available in the
DGAblation module of Argo: only the evolution of the species is solved, assuming
adiabatic conditions, no convection and no diffusion [11]. Therefore, the only heat source
comes from pyrolysis. An unsteady simulation was performed, using an explicit scheme
for the temporal discretization and a time step equal to ∆t = 10−4 s. A total time of 0.1
seconds was simulated, since a preliminary analysis showed that is sufficient to reach the
steady state.

Figure 5.1: Adiabatic 0D reactor: domain of computation (left) and mesh (right).
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The domain of computation is a square containing the porous medium, discretized in
9 square elements to form the computational grid (Figure 5.1) and all the boundaries are
treated as adiabatic walls. As regards the solid phase, the TACOT (Theoretical Ablative
Composite for Open Testing) material was simulated; it is a fictitious TPM created from
literature data in order to mimic low-density carbon-phenolic charring ablators, such as
PICA. TACOT is characterized by a virgin density of 280 kg m−3, with a porosity equal
to 0.8. The permeability starts from 1.60·10−11 m2 and it evolves with porosity according
to the Carman-Kozeny model. The tortuosity of the virgin material is equal to 1.2, while
the initial radius of the carbon fibers is r0 = 5 µm. As regards the thermal properties,
heat capacity and thermal conductivity are fitted as functions of temperature using the
NASA-9 polynomial interpolation and they are shown in Figure 5.2 for the virgin and
charred materials.

0 500 1000 1500 2000 2500 3000 3500

0

0.5

1

1.5

2

2.5

3

3.5

500 1000 1500 2000 2500 3000 3500

800

1000

1200

1400

1600

1800

2000

2200

2400

2600

Figure 5.2: Thermal properties of TACOT, expressed as a function of temperature.

For the fluid phase, a list of 7 species was considered: CO2, CO, C6H6, C6H5OH,
CH4, H2O, H2. Finally, as explained in Section 3.2.1, the thermal degradation of two
fictitious compounds is described by means of an Arrhenius type law [13]:

∂

∂t
⟨ρI⟩ = −A0,I⟨ρv

I⟩ exp
(︂−Ea,I

RT

)︂(︂⟨ρI⟩ − ⟨ρc
I⟩

⟨ρv
I⟩

)︂nI

(5.1)

The coefficients are listed in Table 5.1, while the elemental composition of pyrolysis
gases is given in Table 5.2. As initial condition, a uniform field was set, with an initial

Table 5.1: Arrhenius law coefficients for the description of pyrolysis (test case of TACOT).

A0 [s−1] Ea/R [K] n

Reaction R1 1.2e4 8555 3.00
Reaction R2 4.48e9 20444 3.00

pressure of 101325 Pa and a temperature of 1500 K, that is enough high to activate
pyrolysis reactions. Furthermore, the chemical composition of the mixture was initialized
at thermochemical equilibrium, computed by Mutation++.
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Two simulations were performed: in the first one, a pre-fixed composition was set for
the pyrolysis gas while, in the second one, the new implemented routine was tested call-
ing Mutation++ to compute the pyrolysis gas composition at equilibrium conditions,
starting from its elemental composition specified in Table 5.2. A probe was located in

Table 5.2: Elemental composition of pyrolysis gases (test case of TACOT).

C H O

Mole fraction 0.206 0.679 0.115

the middle of the domain, as shown in Figure 5.1, in order to track the time evolution of
the quantities. The results are plotted in Figure 5.3 and 5.4.
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Figure 5.3: Results of the pyrolysis of TACOT, simulated by means of the adiabatic 0D
reactor solver.
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Figure 5.4: Comparison between pre-fixed and equilibrium mole fractions of each chemical
species, during pyrolysis of TACOT.
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The comparison shows that the main difference is in temperature profile and, as a
consequence, in energy evolution too; in particular, the pre-fixed composition specified for
this test case produced an underestimation of the temperature reached at the steady state
in the middle of the domain. Furthermore, another interesting result is in the discrepancy
of chemical composition of the mixture, shown in Figure 5.4, in terms of species mole
fractions. As expected, the new routine implemented within Argo allowed to compute
the composition of pyrolysis gases on the basis of the local temperature and pressure (at
equilibrium) rather than fixing the same composition for the whole simulation, as had
been done so far. Therefore, this is a more reasonable way of treating the production of
pyrolysis gases and it represents a further step towards the improvement of the numerical
simulations of charring ablators.

Pyrolysis of another material

The same test case was replicated for another charring ablator, taken from the database
of VKI. It has an average density of 430 kg m−3 and a porosity approximately equal to
0.6. The initial permeability is equal to 2.31 · 10−13 m2, the tortuosity is 1.2 and the
initial radius of the carbon fibers is equal to r0 = 5 µm. The same list of 7 chemical
species was considered, while the decomposition of three fictitious compounds was studied,
through three pyrolysis reactions. The coefficients of the Arrhenius law describing the
decomposition of the resin are listed in Table 5.3, while the elemental composition of
pyrolysis gases is shown in Table 5.4.

Table 5.3: Arrhenius law coefficients for the description of pyrolysis (test case of a charring
ablator from database of VKI).

A0 [s−1] Ea/R [K] n

Reaction R1 6.667e4 8577 5.00
Reaction R2 8.256e5 13302 2.90
Reaction R3 9.499e3 11952 2.20

Table 5.4: Elemental composition of pyrolysis gases (test case of a charring ablator from
database of VKI).

C H O

Mole fraction 0.125 0.125 0.750

The results are given in Figure 5.5 and 5.6, and similar conclusions can be drawn.
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Figure 5.5: Results of the pyrolysis of another charring ablator, simulated by means of
the adiabatic 0D reactor solver.
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Figure 5.6: Comparison between pre-fixed and equilibrium mole fractions of each chemical
species, during pyrolysis of another charring ablator.
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5.2 Non-charring ablator

The previous test cases were studied by means of a simplified solver, neglecting convection
and diffusion and solving only the thermal decomposition. With a view to include all
the transport phenomena, the following simulations were performed using the Navier-
Stokes solver of Argo, presented in Section 3.1.2. The ablation of a carbon preform
TPM was first analyzed. Pyrolysis was not included yet because a non-charring ablator
was considered in this first simulation, for the purpose of studying only the material
recession due to oxidation of the carbon fibers and as a repeatability test of the simulation
performed by Schrooyen et al. [43]. An axisymmetric simulation was performed, due to
the hemispherical geometry of the sample. Furthermore, 10 seconds were simulated in
total, in order to reach the quasi-steady state. A sketch of the simulation in Plasmatron
conditions is shown in Figure 5.7.

Figure 5.7: Scheme of the simulation of the carbon preform ablator in Plasmatron con-
ditions.

The domain of computation is shown in Figure 5.8. The hemispherical sample has
a diameter equal to 25 mm and it is located at a distance of 15 cm from the subsonic
inlet. According to Schrooyen et al. [42], a previous analysis had proved that just 13 cm
are sufficient to correctly solve the flow field. The slip wall is far enough too, in order
to avoid the blockage effect. Finally, the adiabatic walls of the holder extend to 25 mm
from the sample up to the subsonic outlet.

The mesh consists of 4925 nodes and 6003 elements. A 1st order Lagrangian polyno-
mial interpolation (p = 1) is used inside each element, so that a 2nd order of accuracy
(p + 1) is investigated using DGM. The computational grid is shown in Figure 5.8 and
the boundary conditions are listed in Table 5.5.
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5.2 – Non-charring ablator

Table 5.5: Boundary conditions.

Subsonic Uinlet = 37 ms−1, Tinlet = 6088 K
inlet Yinlet = (N:0.26, O:0.23, NO:0.0039,

N2:0.50, O2:6e-5, CO:0.0)

Subsonic poutlet = 20 000 Pa
outlet

Figure 5.8: Computational grid and boundary conditions.

Figure 5.9: Prism layers at the interface of the two regions.

Two prism layers have been generated for the boundary layer and the material inter-
face (Figure 5.9). In particular, the first cell of the interface has a thickness of 10 µm,
in order to correctly track the material recession. In the Unified approach, a hyperbolic
tangent is used to gradually describe the transition from the pure fluid region to the
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porous medium (Figure 5.10(a)). An initial thickness of εΦ = 0.2 mm has been set,
considering that a lower value may increase the risk of numerical instabilities. Spurious
oscillations may indeed occur if the transition region is too sharp, as illustrated in Figure
5.11. Specifically, according to Schrooyen [11] the smoothing distance εΦ should satisfy
the relation:

εΦ > 3h

p
≈ 30 µm

where h ≈ 10 µm is the local mesh size and p = 1 is the order of the Lagrangian
polynomial interpolation. Moreover, the mesh size has been increased at the outlet of the
computational domain and a sponge layer has been set, in order to damp the oscillations
due to non-physical wave reflections, by means of a source term which penalizes the
difference between the local solution and a reference one (Figure 5.12). In this way,
the flow fluctuations due to the boundaries reflection have been successfully removed.
Another strategy requires to locally decrease the order of accuracy, even if it was not
necessary in this work.

(a) The transition is described by means of a hyper-
bolic tangent function.

(b) Initial porosity field in the transition
zone.

Figure 5.10: The physical quantities have to evolve continuously at the interface.

Considering the unsteady nature of the simulation, the time step has been gradually
increased according to Table 5.6 and Figure 5.13. In fact, even though an implicit strategy
has been chosen for the temporal discretization, the resolution of an unsteady flow, as
well as the non-linearities of the equations, may apply restrictions to the choice of the
maximum time step. In particular, it is essential to use very small ∆t for the first steps,
in order to avoid convergence issues and to reach an acceptable degree of accuracy too.
A tolerance of 10−4 has been set for the residuals, with a maximum number of iterations
equal to 20.

Six chemical species were considered: N, O, NO, N2, O2 from Air5 chemistry model,
and CO as product of oxidation. The other ablation mechanisms, such as phase changes
and spallation are not taken into account [43]. Argo is coupled with Mutation++,
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5.2 – Non-charring ablator

Figure 5.11: Spurious oscillations due to a too sharp transition region.

Figure 5.12: Sponge layer at the outlet to damp the numerical oscillations.

Table 5.6: Non-charring ablator: tabulated time step.

∆t [s] 1e-8 1e-7 5e-7 1e-6 1e-5 2.5e-5 5e-5 1e-4 2.5e-4 5e-4

Final time for ∆t [s] 1e-7 1e-6 5e-5 5e-4 5e-3 0.01 0.05 0.1 0.5 10

which provides the thermodynamic and transport properties, and the reaction rates for

81



Results

0 1 2 3 4 5 6 7 8 9 10

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
10

-4

Figure 5.13: Non-charring ablator: time stepping during the simulation.

the fluid phase [11]. In particular, the computation of the thermodynamic properties is
based on the NASA-9 polynomials database, while the transport properties are computed
through the Chapman-Enskog method. As regards the chemical reactions, the chemistry
model of Park et al. [70] was taken as a reference and five homogeneous reactions for air
were included. They are listed in Table 5.7. Furthermore, a mass diffusion model based
on a constant Schmidt number has been set. Although it provides results less accurate
than the multicomponent model, it allowed to solve some convergence issues. Some
chemical species, characterized by a low molecular mass, exhibited indeed a diffusion so
fast that a too small time step would have been needed. Therefore, a Sc = 1 has been
set, considering that it is between 0.6 and 1 for air at a temperature of 300-6000 K [71].

Table 5.7: Non-charring ablator: homogeneous reactions included in the reaction mech-
anisms database of Mutation++.

Homogeneous reactions

Dissociation reactions Exchange reactions

N2 + M ⇀↽ 2N + M NO + O ⇀↽ N + O2
O2 + M ⇀↽ 2O + M N2 + O ⇀↽ NO + N

NO + M ⇀↽ N + O + M

The carbon preform TPM is characterized by an intrinsic density of 1800 kg m−3,
with a volum fraction of 0.1. Therefore, the material has a nominal average density of
180 kg m−3, with a porosity of 0.9. The thermal conductivity is constant and equal to
0.5 W m−1K−1, while the permeability evolves with the void fraction according to the
Carman-Kozeny model, starting from an initial value of 1.45 · 10−10 m2. Finally, the
initial radius of the carbon fibers is r0 = 5 µm and it is expected to decrease because
of material oxidation. A cylindrical model for the fibers is considered and a radial and
uniform recession is assumed for the fiber oxidation (Figure 5.14).
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5.2 – Non-charring ablator

Figure 5.14: Recession model. The carbon fibers are modeled as cylinders receding in a
radial and uniform way.

Two irreversible first order heterogeneous oxidation reactions were included. Both
of them imply the production of CO and, theoretically, CO2 too. However, when the
temperature exceeds 800 K, oxidation is dominated by the production of CO, and CO2
can thus be neglected. The oxidation reactions are shown in Table 5.8 and, as already
explained in Section 3.1.2, their forward reaction rates are given by an Arrhenius type
law [11]:

k
i,C(s)
f = AT n exp

(︂−Ea

RT

)︂
(5.2)

Instead, since their backward reaction rates are very small, the reverse reactions were
neglected [70].

Table 5.8: Non-charring ablator: heterogeneous reactions included in the input file of
Argo in order to describe the oxidation of the carbon fibers.

Oxidation reactions A Ea/R n

O2 + 2C(s) → 2CO O2 + 2FibersC → 2CO 5.73 9.65e3 0.5

O + C(s) → CO O + FibersC → CO 3.22 0 0.5

The evolution of the species mass fraction along the stagnation line is shown in Figure
5.15. The initial mass fractions are computed by Mutation++ assuming the equilib-
rium. The pure fluid region is initialized at T = 6088 K, so that air is totally dissociated
there. Instead, the initial temperature of the porous medium is 298 K, so that air is
completely recombined within the material. A gradual transition is applied to the tem-
perature profile at the interface, so that the initial temperature of the wall is Tw = 537
K. The production of CO occurs at the interface after few steps and a peak is observed
in Figure 5.15(b), mainly due to the reaction between O and the carbon fibers. Once it
has been generated, CO is assumed to be frozen. Within the porous medium, the fibers
are attacked by O2 molecules. The production of CO is accompanied by its convection
and diffusion through the whole material. Finally, after 5 seconds a quasi-steady state is
reached (Figure 5.15(d)).

Defining the interface at 50% of the nominal bulk density (ρs,interf = 180/2 kg m−3
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(a) t = 0 s (equilibrium) (b) t = 0.005 s

(c) t = 0.5 s (d) t = 5.0 s

(e) t = 10.0 s

Figure 5.15: Non-charring ablator: evolution of the species mass fractions along the
stagnation line.
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= 90 kg m−3), a stagnation point recession of 0.36 mm has been computed after 10
seconds (Figure 5.16(b)). The solid density profile recedes with time, but it remains
constant inside the material, as evidenced by Figure 5.16(a). Therefore, the thickness of
the interface transition region decreases with time, since the oxidation mainly occurs at
the interface and a surface ablation regime is observed.
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(a) Solid density along the stagnation line.
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(b) Stagnation point recession.

Figure 5.16: Non-charring ablator: stagnation point recession.

Figure 5.17: Non-charring ablator: recession of the sample after 10 seconds.

The time evolution of the stagnation point temperature is shown Figure 5.18. Starting
from an initial value of 537 K, the surface temperature increases as the material is heated,
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reaching a value of 1900 K. Furthermore, this effect is amplified by the exothermic nature
of oxidation. It is worth specifying that, in the unified approach, the wall temperature
profile strongly depends on the definition of the interface, since it is obtained tracking
a specific value of the solid density during post-processing. For instance, a reasonable
solution could be to identify the interface with the half-value of the nominal bulk den-
sity. However, since this could result in differences in temperatures, a comparison with
experimental data should be done, in order to better define the position of the solid wall.
Moreover, as the transition zone becomes sharper, the tracking of the interface is less
accurate, resulting in spurious oscillations in the temperature profile where the thermal
gradients are very high. Finally, the temperature field after 10 seconds is shown in Figure
5.19, while the Figure 5.20 highlights a detailed view of both thermal and momentum
boundary layers close to the holder. The prism layers allowed indeed to correctly capture
the adiabatic temperature profile, as well as the velocity distribution.
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Figure 5.18: Non-charring ablator: stagnation point temperature.

A mass loss of 2% was computed after 10 seconds of exposure, corresponding to a loss
of 0.3 grams. This phenomena has a good linear trend (Figure 5.21) and a mean value
for the mass loss rate of 31 mg/s can be observed.

The static pressure along the stagnation line is showed after 10 seconds in Figure 5.22.
The peak corresponds to the total pressure, therefore, as the Mach number is very low
(M∞ ≈ 0), it is possible to neglect the compressible effects to exploit the Bernoulli law
and verify the computed stagnation pressure:

p∞,0 = p∞,s + KH
1
2ρ∞u2

∞ = 20006 Pa (5.3)

where KH is the Homann’s correction factor and it accounts for the Barker effect at low
Reynolds number. The simulation showed a total pressure of 20017 Pa, but the Bernoulli
theory does not consider the fact that the stagnation point could be no longer on the
surface material, because of the blowing effect. The Figure 5.23 shows the partial
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Figure 5.19: Non-charring ablator: temperature field after t = 10 s.

Figure 5.20: Non-charring ablator: thermal and momentum boundary layers close to the
holder, after t = 10 s.
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Figure 5.21: Non-charring ablator: mass loss.
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Figure 5.22: Non-charring ablator: static pressure along the stagnation line after t = 10
s.

pressure of CO at the steady state. The presence of carbon monoxide can be detected
into the depths of the porous medium, due to convection and diffusion mechanisms. For
the purpose of deducing the nature of ablation as a surface or volume phenomenon, the
Thiele number can be computed [43]:

Th = L√︂
Deff/Sf kf

= L

labl
(5.4)

where L = 0.025 m is a reference length of the sample, Deff is the effective diffusion
coefficient and labl is the length of ablation. The latter can also be estimated as the
distance between the interface and the point where the atomic oxygen is totally consumed.
A value of labl ≈ 150 µm has been computed after 10 seconds, so that the Thiele number
results equal to Th ≈ 167 > 50. This would prove that a surface ablation regime was
established. However, it must be remembered that this estimation is strongly affected by
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Figure 5.23: Non-charring ablator: partial pressure field of CO after t = 10 s.

the definition of the interface.
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(a) Axial velocity along the stagnation line.
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Figure 5.24: Non-charring ablator: axial velocity along the stagnation line after t = 10 s.

The axial velocity along the stagnation line after 10 seconds can be observed in Figure
5.24. The freestream velocity is 37 m s−1 and it decreases as it approaches the sample.
In particular, a maximum negative velocity of about 0.25 m/s is computed close to the
interface, because of the blowing gas. Finally, a maximum velocity of 300 µm/s can be
observed within the porous medium (Figure 5.25). This is the percolation phenomenon:
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the gas slowly moves through the pore network towards the outside.

Figure 5.25: Non-charring ablator: velocity field inside the porous material (t = 10 s).

5.3 Charring ablator

Another Argo simulation was performed to examine the ablation of a charring TPM in
Plasmatron conditions. Actually, the Argo tool is not yet ready for the full simulation
of the cork-phenolic P50 of Qarman in re-entry conditions, due to the unavailability
of technical data of cork-based ablators and considering also that only carbon-based
materials can be treated at the moment by Argo. For these reasons, the TACOT material
has once again been selected for the following analysis, for the purpose of testing, in the
context of a preliminary analysis of Qarman, the implementation of the function calling
Mutation++ to compute the production of pyrolysis gases at equilibrium. Moreover,
considering that the inclusion of pyrolysis phenomenon implies the resolution of a stiff
problem, the usage of extremely small time steps results in a very high computational
cost. Therefore, a total time of 1 second has been simulated, which is enough large to
study the thermal decomposition but it is not sufficient to reach the quasi-steady state
in terms of material recession. A sketch of the simulation is illustrated in Figure 5.26.

As already mentioned, pyrolysis is a stiff process because it makes extremely difficult
the integration of the PDEs describing this physical phenomenon. For this reason, the
maximum time step was restricted to 1e-4 seconds, as shown in Table 5.9 and Figure
5.27.

The computational domain is exactly the same of Figure 5.8, as well as the grid and
boundary conditions. Concerning the elemental composition of pyrolysis gases, the one
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Figure 5.26: Scheme of the simulation of TACOT in Plasmatron conditions.

Table 5.9: Charring ablator: tabulated time step.

∆t [s] 1e-8 1e-7 5e-7 1e-6 1e-5 2.5e-5 5e-5 1e-4

Final time for ∆t [s] 1e-7 1e-6 5e-5 5e-4 5e-3 0.01 0.25 1

estimated in Section 3.2.1 for Cork P50 has been chosen for the current analysis and
it is shown in Table 5.10. Starting from that elemental composition, the species mass

Table 5.10: Elemental composition of pyrolysis gases, for Cork P50.

C H O

Mass fraction 0.0872 0.1937 0.7192
Mole fraction 0.0297 0.7864 0.1839

fractions are computed at the local equilibrium conditions by Mutation++, used as a
routine within Argo. However, the equilibrium computation requires the establishment
in advance of the list of chemical species which should be considered. For these reasons, a
preparatory analysis was conducted using NASA Chemical Equilibrium with Applications
(CEA), in order to detect the most relevant species in the range of temperature between
300 K and 3000 K, and in the range of pressure between 10 mbar and 500 mbar. These are
indeed the thermodynamic conditions achievable in the VKI Plasmatron facility. Hence,
starting from the elemental composition specified in Table 5.10, NASA CEA returned a
list of 8 chemical species: CH4, CO, CO2, H2, H2O, O, OH, O2. The same results were
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Figure 5.27: Charring ablator: time stepping during the simulation.

also found using Mutation++, as shown in Appendix. In addition to those chemical
species, it is necessary to include also the missing ones which belong to Air5 chemistry
model. As a result, 11 chemical species were included in the mixture file of Mutation++:
N, O, NO, N2, O2, CH4, CO, CO2, H2, H2O, OH. Once produced, some of these species
are frozen, while CO, CO2, O and O2 are able to react with oxygen, according to the
homogeneous reactions shown in Table 5.11. In particular, the generation of CO and CO2
comes from oxidation, pyrolysis and the homogeneous reaction too. In any case, all the
chemical species are able to diffuse according to a Schmidt number of Sc = 1. As in the
carbon preform simulation, some preliminary tests using the multicomponent diffusion
model indeed showed convergence issues, also due to the presence of H2 that is known to
have a quick diffusion because of its low molecular mass.

Table 5.11: Charring ablator: homogeneous reactions included in the reaction mecha-
nisms database of Mutation++.

Homogeneous reactions

Dissociation reactions Exchange reactions

N2 + M ⇀↽ 2N + M NO + O ⇀↽ N + O2
O2 + M ⇀↽ 2O + M N2 + O ⇀↽ NO + N

NO + M ⇀↽ N + O + M CO2 + O ⇀↽ O2 + CO

As regards the oxidation reactions, they are listed in Table 5.12 and it is worth noting
again that their backward reaction rates are so small that the reverse reactions do not
need to be considered [70]. Moreover, differently from the carbon preform simulation, in
TACOT material the carbon fibers are coated by char, therefore they begin to undergo
oxidation only once the char has been totally removed. In addition, the charred material
is able to react faster than the carbon fibers, therefore a factor 10 was applied to the
pre-exponential coefficient A of char. The physical explanation behind this behaviour
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Table 5.12: Charring ablator: heterogeneous reactions included in the input file of Argo
in order to describe the oxidation of the carbon fibers.

Oxidation reactions A Ea/R n

O2 + 2C(s) → 2CO O2 + 2FibersC → 2CO 5.73 9.65e3 0.5
O2 + 2CharC → 2CO 57.3 9.65e3 0.5

O + C(s) → CO O + FibersC → CO 3.22 0 0.5
O + CharC → CO 32.2 0 0.5

lies in the structure of the char layer: its cracks and defects make the charred zone more
vulnerable to the attack of oxygen, so that the chain of carbon undergoes a faster reaction.

Concerning pyrolysis, two decomposition reactions were taken into account. The
coefficients of the Arrhenius type law are listed in Table 5.13 and they were computed by
Sakraker [7] for the Cork P50, by means of a TGA analysis.

Table 5.13: Charring ablator: Arrhenius law coefficients for the description of pyrolysis
(data from Sakraker [7]).

Pyrolysis reactions A0 [s−1] Ea/R [K] n

Reaction R1 4987 9945 1.00
Reaction R2 9999 6187 3.00

The evolution of the species mass fractions along the stagnation line can be observed
in Figure 5.28. As in the simulation of the carbon preform, the initial composition was
computed by Mutation++ at equilibrium (Figure 5.28(a)). At t = 0.005 s, traces
of CO have been detected at the interface (Figure 5.28(b)), just as in the case of the
carbon preform simulation. Therefore, one can deduce that these early signs of CO
could be associated to oxidation reactions. After t = 0.5 s, the production of several
species can be observed (Figure 5.28(c)), so this is an indication that pyrolysis has started
and a thermal decomposition is affecting the porous material from the inside. The gas
production especially involves H2O, H2, CO2 and CO, accompanied by very small trace
amounts of CH4 and OH. At t = 1.0 s (Figure 5.28(d)) even the deepest layers of the
material show the presence of the pyrolysis gases, also because of convection and diffusion
mechanisms. Moreover, the chemical boundary layer is clearly changing too.

Finally, a last observation can be expressed looking at Figure 5.28(c) and 5.28(d).
A drop in N2 can indeed be observed. This effect is actually related to the elemental
composition of the mixture, given in Figure 5.29 at t = 1.0 s. Near the interface, the
mixing of hot air and pyrolysis gases occurs, so that the element N drops for the injection
of a gaseous mass which does not contain N. As a consequence, the chemical species are
diluted within the mixture and this explains the decrease of N2 at the interface. The gas
blowing changes the total amount of gaseous mass so everything should be rescaled.

The Figure 5.30 shows the mass loss due to both oxidation and pyrolysis. A mass
loss of 1.2% was registered after 1 second, corresponding to a loss of 0.28 grams. The
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(a) t = 0 s (equilibrium) (b) t = 0.005 s

(c) t = 0.5 s (d) t = 1.0 s

Figure 5.28: Charring ablator: evolution of the species mass fractions along the stagnation
line.

Figure 5.29: Charring ablator: elemental composition along the stagnation line, at t = 1.0
s.
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5.3 – Charring ablator

mass loss rate of 280 mg/s is thereby certainly much higher than the case of the carbon
preform, in which a mass loss rate of only 31 mg/s had been computed. This proves that
ablation, in presence of pyrolysis, has stronger effects in terms of material response. The
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Figure 5.30: Charring ablator: mass loss due to oxidation and pyrolysis.

thermal degradation of the phenolic resin can be analyzed in Figure 5.31. The full profile
is given by the sum of the density of each solid compound, i.e. carbon fibers (160 kg/m3),
two resins (40 kg/m3 each) and char (40 kg/m3). In particular, the decomposition of the
resins is highlighted in Figure 5.31(b). After 1 second, the presence close to the interface
of a point where the tangent line is horizontal means that the phenolic resin is almost
completely decomposed there. The same observation can be clearly derived from Figure
5.32, where the density contour of the two resin compounds is compared with a picture
of a P50 sample taken by Sakraker [7]. Naturally, a sufficiently long simulation would
provide results closer to the experiments.
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(a) Solid density profile, as sum of the con-
tribuitions of each compound.
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(b) Detailed view of the contribuition of the resin.

Figure 5.31: Charring ablator: solid density along the stagnation line.
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(a) R1 resin compound.

(b) R2 resin compound.

(c) Section of a P50 sample after a test in Plasmatron conducted
by Sakraker [7].

Figure 5.32: Charring ablator: decomposition of the two resin compounds, compared
with experimental data.
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The time evolution of stagnation point temperature is shown in Figure 5.33(a). As in
the case of the carbon preform simulation, the initial temperature is approximately equal
to 537 K, due to the smoothing applied by Argo before the start of the simulation, in
order to gradually pass from 6088 K of the pure fluid region to 298 K inside the material.
The maximum temperature is reached at the end of the simulation, when a value of about
1325 K has been registered. However, the temperature is expected to further increase
for longer times. A maximum time of one second is indeed not enough to reach the
steady state. This transient shows temperature values significantly lower than those of
the carbon preform simulation and the reason is expected to be related to pyrolysis:
the blowing gas produced during the material decomposition generates indeed a thermal
barrier in front of the sample, reducing the heating effect. Moreover, an interesting but,
at the same time, suspicious behaviour can be observed at the first steps: after an initial
increase, the temperature profile undergoes a sudden and unexpected fall. As highlighted
by Figure 5.33(b), this change in trend takes place in such a short time that it would be
not possible to capture the same phenomenon during an experimental test. In fact, the
time step is of the order of 10−4 seconds, therefore only a numerical simulation is able
to detect such fast dynamics. Thus, it might be assumed this initial response could be
related to a strong gas blowing due to pyrolysis but, strictly, further investigations are
needed. An amount of uncertainty remains indeed concerning the elemental composition
of pyrolysis gases, as well as the Schmidt diffusion model, that is less accurate than
the multi-component one. Anyway, after that initial transient, the temperature profile
evolves in a more classical way.
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(a) Evolution after one second.
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(b) Detailed view on the first steps.

Figure 5.33: Charring ablator: stagnation point temperature.

The Figure 5.35 shows the axial velocity along the stagnation line after one second.
The negative velocity close to the gas-surface interface reached an absolute value of 10
m/s, that is considerably high and again attributable to the severe blowing effect, which
requires longer periods before disappearing. Finally, the maximum velocity computed at
t = 1.0 s within the porous medium is approximately equal to 0.4 m/s (Figure 5.36).
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Figure 5.34: Charring ablator: temperature and velocity fields at t = 1.0 s.
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Figure 5.35: Charring ablator: axial velocity along the stagnation line, after t = 1.0 s
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Figure 5.36: Charring ablator: temperature and velocity fields at t = 1.0 s, within the
porous material.

Figure 5.37: Charring ablator: partial pressure field of H2 after t = 1.0 s.
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Figure 5.38: Charring ablator: partial pressure field of H2O after t = 1.0 s.

Figure 5.39: Charring ablator: partial pressure field of CO2 after t = 1.0 s.
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5.3.1 Trial elemental composition

The simulation of TACOT was repeated using a different elemental composition of pyrol-
ysis gases, in order to better understand to what extent it affects the final results. While
the elemental composition used for the previous simulation was computed following a
statistical survey and considering that no experimental data were available, a test value
has been chosen for this last analysis. It is given in Table 5.14 and a list of 10 chemical
species was returned by NASA CEA and Mutation++: N, O, NO, N2, O2, CH4, CO,
CO2, H2O, OH.

Table 5.14: Charring ablator: elemental composition of pyrolysis gases (test value).

C H O

Mass fraction 0.2396 0.0362 0.7242
Mole fraction 0.1973 0.3551 0.4476

Figure 5.40: Charring ablator: elemental composition along the stagnation line, at t = 1.0
s.

The elemental composition along the stagnation line at t = 1.0 s is shown in Figure
5.40, while the result in terms of species mass fractions is given in Figure 5.41. Similar
considerations are applicable and the most produced chemical species are CO, CO2 and
H2O. As regards the mass loss due to oxidation and pyrolysis, approximately 0.35 grams
were ablated (Figure 5.42), at a mean mass loss rate of 350 mg/s. The decomposition of
the resin can be analyzed in Figure 5.43, showing that a plateau has been attained after
one second. Therefore, the different elemental composition resulted in a faster thermal
degradation, as also illustrated in Figure 5.44, where the thickness of the charred zone is
slightly larger than the one of the previous simulation.
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(a) t = 0 s (equilibrium) (b) t = 0.005 s

(c) t = 0.5 s (d) t = 1.0 s

Figure 5.41: Charring ablator: evolution of the species mass fractions along the stagnation
line.
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Figure 5.42: Charring ablator: mass loss due to oxidation and pyrolysis.
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(a) Solid density profile, as sum of the con-
tribuitions of each compound.
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(b) Detailed view of the contribuition of the resin.

Figure 5.43: Charring ablator: solid density along the stagnation line.

(a) R1 resin compound.

(b) R2 resin compound.

Figure 5.44: Charring ablator: decomposition of the two resin compounds.
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Finally, the stagnation point temperature is given in Figure 5.45(a). The curve shows
an evolution close to what the previous simulation had highlighted. A similar decrease
in temperature can indeed be observed during the initial transient (Figure 5.45(b)), but
the maximum temperature attained after one second is quite larger, with a value close to
1480 K. This last result will be commented in the next section, where a final comparison
among the three simulations will be made.
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(b) Detailed view on the first steps.

Figure 5.45: Charring ablator: stagnation point temperature.

5.4 A final comparison

In light of the results provided by the simulations of the carbon preform and TACOT, a
comparison in terms of stagnation point temperature is given in Figure 5.46. Naturally,
it should be clear that, even if the ablation of the carbon perform was simulated for 10
seconds, the corresponding curve of Figure 5.46(a) has been restricted to the first second
of time, in order to be compared to the TACOT simulations.

In summary, the carbon preform consists of a porous material made of only carbon
fibers, which undergo oxidation reactions but not pyrolysis. At the contrary, the TACOT
material is intended to mimic the class of low-density and carbon-phenolic ablators, such
as PICA, therefore it is capable of pyrolyzing. In all three cases, the stagnation point
was initialized at the same temperature, approximately equal to 537 K and related to the
initial smoothing applied by Argo to gradually pass from the external field (at 6088 K)
to the porous material (at 298 K). After few steps, a sudden fall can be observed in the
temperature profile of TACOT (Figure 5.45(b)), evidencing a strong blowing effect due to
the activation of pyrolysis. However, such a behaviour could be very hardly detectable in
experimental tests, because of its rapid dynamics, and further investigations should thus
be carried out. After this initial transient, temperature shows a more classical evolution
and the maximum value is quite different, depending on the material. In particular,
the carbon preform attained a temperature greater than 1840 K, while TACOT reached
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1325 K and 1480 K, depending on the elemental composition of pyrolysis gases. A first
observation is that a charring material like TACOT is indeed expected to show lower
temperatures than a non-charring ablator, due to the stronger gas blowing connected to
pyrolysis. However, this difference in temperature, of the order of a few hundred degrees,
cannot be directly attributable only to pyrolysis, because the materials considered have
also different thermal properties, i.e. thermal conductivity and heat capacity, as well as
density. So, these aspects certainly result in a different heat transfer. For these reasons, it
could be very interesting, as a future investigation, to try to isolate the impact of pyrolysis
in order to better quantify its cooling effect. A second consideration is that, in spite of the
scale of the plot that shows a misleading plateau condition, temperature is expected to
further increase after one second, as highlighted by the carbon preform simulation (Figure
5.18). Hence, longer simulations are needed. Moreover, the gas blowing due to pyrolysis
has a time-limited effect (until pyrolysis is completely exhausted), therefore an increase
in temperature of TACOT is expected for this reason too. Finally, a last observation
should be reserved to the effect of the elemental composition of pyrolysis gases. In
fact, the difference of about 150 K evidenced by the TACOT simulations, are exactly
attributable to the different elemental composition used as input by Mutation++ for
the computation of the pyrolysis production rate. The same material and the same
physical conditions have indeed been tested. So this conclusion proves the importance of
carefully assessing the elemental composition of pyrolysis gases, with a view of obtaining
plausible results. For this purpose, experimental tests should be performed to get an
accurate estimation of the elemental composition.
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(b) Detailed view on the first steps.

Figure 5.46: Stagnation point temperature compared for different materials and elemental
composition of pyrolysis gases.
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5.5 Swelling

The development of a Matlab code based on the FDM allowed to test the physical model
presented in Section 3.2.2. A 1D nonlinear convection equation was solved in the variable
U , representing what in Argo is the average solid density (normalized):

∂U

∂t
+ U

∂vs

∂y
+ vs

∂U

∂y
= 0 (5.5)

As already mentioned, an a priori assumption on the velocity distribution was proposed,
therefore the main point of the model is the choice of an appropriate definition for the
velocity profile. A one-dimensional domain was first considered. It extends along the y-
direction, up to twice the initial length of the sample Li. The computational grid consists
of 201 nodes and a time step equal to 5e-4 seconds has been set, in order to satisfy the
CFL condition. An Euler explicit scheme is indeed used for the time discretization. The
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(a) Initial condition.
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(b) Solution after 60 seconds.
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(c) Imposed velocity distribution.
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(d) Checking mass conservation.

Figure 5.47: Swelling: simulation using an average velocity profile.
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first trial assumption was to impose an average velocity, given by:

vs = Lf − Li

∆t
= 0.0563 m/s (5.6)

where Lf is the final length of the sample, whilst ∆t = 24 s is the swelling period,
measured by Sakraker [7] during the test in the VKI Plasmatron facility. A total time of
60 seconds was simulated and the solution is shown in Figure 5.47(b). As explained in
Section 3.2.2, a constant velocity profile does not ensure the mass conservation, since the
area under the curve changes with time. Two different functions have been implemented
to compute, for each time step, an approximation of the integral of U and evaluate the
mass conservation by means of the trapezoidal rule or the Simpson’s rule.

A way to ensure the mass conservation without involving the theory of elasticity is to
impose a velocity gradient. Therefore, after investigating the physical meaning and the
role that is expected of vs, a sigmoid function has been used to define the velocity profile
(Figure 5.48(c)). This approach allowed to conserve the solid mass, as shown in Figure
5.48(d) and to simulate, as shown in Figure 5.48(b), the behaviour that was expected:
during swelling, the average solid density has indeed to increase on the side of the gas
and to decrease on the side of the porous material.

So the next step was to include other physical effects, such as the one of the thermal
gradients. Hence, the 1D heat equation was solved for the virgin material:

∂Tv

∂t
= kv

ρvcv

∂2Tv

∂y2
v

(5.7)

The boundary conditions are given by:⎧⎪⎪⎪⎨⎪⎪⎪⎩
y = 0 −→ kv

∂Tv

∂yv
= 0

y = Li −→ kv
∂Tv

∂yv
= q̇ext − εvσT 2

w

(5.8)

where q̇ext is the wall heat flux, generated by a plasma torch within the Plasmatron
facility and measured during the test of Sakraker [7]. Actually, the wall heat flux is
not measured directly, but a non-ablative cold-wall heat flux probe is used to measure
a reference cold-wall heat flux, q̇ref = q̇cw and a cooling system allows to keep the wall
temperature of the probe to a constant value, Tcw = 350 K. Therefore, the heat flux
measured by the copper probe is expected to be greater than the actual hot-wall heat
flux:

q̇cw > q̇hw (5.9)

The value of q̇hw was thus computed using the definition of the Stanton number :

CH = q̇hw

ρeVe(haw − hw) (5.10)

where hw is the wall enthalpy, while haw is the adiabatic wall enthalpy. An exact solution
for haw can be determined only solving the boundary layer equations, with the boundary

107



Results

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a) Initial condition.
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(b) Solution after 60 seconds.
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(c) Imposed velocity distribution.
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(d) Checking mass conservation.

Figure 5.48: Swelling: simulation using a sigmoid function to describe the velocity dis-
tribution.

condition (∂T/∂y)w = 0. However, another simplified method is to use the recovery
factor, r:⎧⎪⎪⎨⎪⎪⎩

haw = he + r
V 2

e

2

h0
e = he + V 2

e

2

=⇒ haw = he + r(h0
e − he), r = haw − he

h0
e − he

(5.11)

For incompressible flows the recovery factor r is equal to
√

Pr. Assuming that the heat
conduction is equal to the viscous dissipation in the boundary layer [7], thus:

Pr ≈ 1 =⇒ r ≈
√

Pr ≈ 1 =⇒ haw ≈ h0
e (5.12)

Since CH is a similarity parameter for such flows, it is possible to impose the equilibrium:

q̇cw

h0
e − hcw

= q̇hw

h0
e − hhw

(5.13)
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where:
h0

e = he + u2
e

2 (5.14)

Since the velocity in Plasmatron is very low, then:

u2
e

2 → 0 =⇒ h0
e ≈ he (5.15)

Therefore:
q̇cw

he − hcw
= q̇hw

he − hhw
(5.16)

where he is the enthalpy at the edge of the boundary layer, provided by the VKI rebuilding
code cerboula [7]. This allows the enthalpy rebuilding, solving the boundary layer
equations in order to obtain he = 7.2 MJ/kg. The last unknowns, hcw and hhw, have
been computed using Mutation++, that computed the equilibrium mixture enthalpies
at the pressure p and temperature Tcw and Thw respectively (Table 5.15, 5.16) provided
by Sakraker [7]. Hence, the hot-wall heat flux is equal to:

q̇hw = q̇cw

he − hhw

he − hcw
= 251.77 kJ/kg (5.17)

This value was chosen for the resolution of heat equation, computing the time evolution

Table 5.15: hcw provided by mutation++

p [Pa] Tcw [K] hcw [kJ/kg]

4100 350 52.48

Table 5.16: hhw provided by mutation++

p [Pa] Thw [K] hhw [kJ/kg]

4100 1644.94 1.52 · 103

of temperature after t = 132 s, that is the duration of the test in Plasmatron performed
by Sakraker [7]. Furthermore, since the computation of the wall temperature involves
a nonlinear equation, the Newton-Raphson method has been implemented and a wall
temperature equal to Thw = 1560.51 K was computed, as shown in Figure 5.49(b). As
explained in Section 3.2.2, these results have been used in order to define a velocity v̂(t)
connected to the effect of thermal gradients. It is reiterated that v̂ is actually a strain-rate
and it is given by:

v̂s(t) = ∂s

∂t
= α

∫︂ L

0

∂T

∂t
dy (5.18)

Its evolution is given in Figure 5.50 and it allowed to describe the swelling velocity vs as
a function of both space and time:

vs(y, t) = v̂(t)S(y) (5.19)
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(a) Initial condition, at 298 K.
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(b) Solution after 132 seconds.

Figure 5.49: Solution of the 1D heat equation in Plasmatron conditions.
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Figure 5.50: Evolution in time of the strain-rate, governed by thermal gradients.
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Using this new definition, the simulation was repeated and the solution is shown in Figure
5.51(b). The swelling velocity vs thus decreases with time, governed by the evolution of
temperature gradients, until it collapses on the straight line vs(y, t) = 0 (Figure 5.51(c)).
This approach allowed not only to guarantee the conservation of the solid mass (Figure
5.51(d)), but also to account for a relation between the swelling mechanism and the
temperature field, so that the thermal expansion is free to automatically stop if the
temperature gradients decrease under a certain value.
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(a) Initial condition.
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(b) Solution.
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(c) Imposed velocity distribution.
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(d) Checking mass conservation.

Figure 5.51: Swelling: simulation including the effect of thermal gradients.

The effect of the decomposition state of the material has been included too: during
the resolution of the 1D heat equation, both pyrolysis and char fronts are tracked by
means of two characteristic temperatures, provided by Sakraker [7]. In particular, the
pyrolysis front is identified by a temperature of 430 K (ξ = 0), while the char front by
780 K (ξ = 1), as shown in Figure 5.52. The two fronts travel along the material at
different velocities, so the thickness of the pyrolysis layer is expected to increase, as can
be deducted from Figure 5.53(a). These effects, presented in detail in Section 3.2.2 and
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Figure 5.52: Solution of the 1D heat equation in Plasmatron conditions. Pyrolysis and
char fronts are tracked by means of two characteristic values.
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(a) Traveling at different velocities, pyrolysis and
char fronts increase their distance, which re-
sults in greater thickness of pyrolysis layer.
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(b) Pyrolysis and char fronts localized on the ve-
locity profile.

Figure 5.53: Modeling of the decomposition state of the material.

included in the expression of the swelling velocity, can be better understood looking at
the sketch of Figure 5.54, in which they have been isolated: the velocity profile is shifted
down in each time step to simulate the pyrolysis front consuming the virgin layer. At
the same time, the slope of the velocity profile is increased in each step to simulate the
increase in thickness of the pyrolysis layer. Both pyrolysis and char fronts (respectively
identified by ξ = 0 and ξ = 1) indeed travel deep within the material increasing their
distance due to their different velocities. In particular, the pyrolysis front is faster than
the char front. Finally, the various effects were thus combined together, getting the results
given in Figure 5.55.
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Figure 5.54: Scheme of the further physical mechanisms which have been modeled in
order to increase the level of compatibility with Argo.
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(a) Initial condition.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b) Solution.
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(c) Imposed velocity distribution.
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(d) Checking mass conservation.

Figure 5.55: Swelling: simulation combining the various effects.
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Extension to a 2D domain

The same model was extended to a two dimensional domain, although a zero velocity was
imposed along the x-direction. In fact, the experimental tests of Sakraker [7] provided
information about the thermal expansion of the sample only along one direction. Hence,
at the moment this extension is intended to be used for a better visualization purpose
and to test the capabilities of the Matlab code.

The computational grid is shown in Figure 5.56. It consists of a square domain
discretized in 201 nodes in each direction.
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Figure 5.56: Computational grid (2D).
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(b) Solution after 60 seconds.

Figure 5.57: Swelling: evolution of the U contour with time.

The results of the final simulation are given in Figure 5.58. Instead, the Figure 5.57(a)
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shows the evolution of some characteristic values of the U contour near the interface; in
particular, the contour U = 0.3 evolves along the y-direction towards the external gas
(Figure 5.57(b)), while the contours U = 0.5 and U = 0.7 shift down along the material,
proving that the solid mass has been spread on a bigger volume, as one would expect from
an expansion mechanism. For these reasons, the developed model showed the capability
to predict the swelling behaviour and provide an answer to the question concerning how
to model this physical phenomenon.

(a) Initial condition. (b) Solution.
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(c) Velocity distribution imposed along the y-
direction.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

(d) Zero velocity along the x-direction.

Figure 5.58: Swelling: simulation on a 2D domain.
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This master thesis focused on numerical modeling of a new class of cork-based ablative
materials with thermal protection purposes. Their excellent mechanical and thermal
properties make them appealing in the framework of atmospheric re-entry. At the same
time, the atypical response of such materials requires further modeling efforts and, for
this reason, it is currently object of study by ablation community. The present work was
carried out at the von Karman Institute for Fluid Dynamics and embedded in the research
activities led by one of the study teams, in collaboration with Cenaero, that provided the
numerical code Argo to simulate ablative materials. Recently, cork received attention
for the use of cork-phenolic P50 in the heat shield of the Qarman Re-entry CubeSat,
lifted-off to the ISS on December 2019. During previous experimental campaigns, P50
had exhibited a thermal response mainly characterized by a pyrolyzing and swelling
behaviour, emphasizing that the numerical prediction of such TPMs is subject to the
capability of correctly modeling these physical phenomena.

Most of modern ablation simulation tools are indeed not capable of predicting this
specific behaviour, therefore the motivation behind this thesis was to explore and test
some methodologies to treat both pyrolysis and thermal expansion of cork-phenolic ab-
lators. Hence, the present work was carried out following two parallel paths, with a
good degree of affinity but not ready to cross yet. In fact, the ideal goal kept in mind
throughout the development of this project was to assume, for the future, its natural
prosecution, for the purpose of converging the two objectives and, as a result, in order
to offer an attractive numerical tool able to simulate pyrolysis and swelling of cork-based
TPMs.

In a first part of this work, a literature review about the thermochemical behaviour
of cork-phenolic materials was proposed. To date, modeling of pyrolysis and swelling
actually have different levels of development; in fact, pyrolysis received a greater attention
in the last decades, thanks to the visibility provided by NASA to PICA materials. These
do not contain cork but are still able to pyrolyse because they are impregnated with
a phenolic resin. At the contrary, the problem of modeling the swelling behaviour has
mostly been treated in studies of wood and other intumescent systems, such as paints,
propellants and fire-retardants, but nonetheless it is still at a premature stage. For these
reasons, the treatment of swelling required a greater effort and it represents the main
contribution of this thesis. A short exploration of the state of the art was conducted,
supported by experimental evidences, with the aim to identify the key points within
the physics of the problem. Physical insight can indeed make easier the devising of
mathematical models. Then, the typical modeling assumptions and available solutions
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were briefly examined. After an overview about the specific behaviour of cork-based
materials, the next step was to embark on a presentation of the physical models. This
was the point where the study of pyrolysis and swelling took separate ways. In fact, while
the former had already been included within Argo, the latter needed the development
of a specific model.

Concerning pyrolysis, actually only the specific behaviour of carbon-phenolic ablators
had previously been modeled within Argo, so a further modeling effort was required in
order to extend the code to the treatment of cork-phenolic ablators, which indeed undergo
the thermal decomposition of both cork and resin. However, the development of such a
complex model was beyond the scope of this work. Hence, it focused on the improvement
of the way in which the thermal decomposition was taken into account within Argo,
providing an accurate method to compute the pyrolysis production rate. A function
calling the VKI Mutation++ library was coded within the DGAblation module, in
order to compute the composition of pyrolysis gases at thermochemical equilibrium, rather
than pre-fixing it from the start of the simulation, as was done before. The equilibrium
computation shifted the problem towards the evaluation of the elemental composition
of pyrolysis gases. As a preliminary analysis, a statistical approach was chosen for its
estimation, based on literature data about cork. Two test cases were performed by means
of Argo, using the adiabatic 0D reactor solver, in order to test the new implementation.
Data of TACOT and a carbon-phenolic ablator from the VKI database were used. The
simulations were performed for both a pre-fixed composition and equilibrium one and the
comparison showed, as expected, that the new implementation allowed to compute the
composition of pyrolysis gases according to the local temperature and pressure. Moreover,
the pre-fixed composition led to an underestimation of temperature due to pyrolysis.
Then, a simulation of a non-charring carbon-preform ablator in Plasmatron conditions
was performed, using the Navier-Stokes solver included within Argo. The aim was to
analyze only the material recession due to oxidation reactions. A total time of 10 seconds
was simulated in order to reach the quasi-steady state, getting results in agreement with
those of Schrooyen et al. [43]. The material recession was correctly captured, as well as the
production of CO due to oxidation of carbon fibers, observing a surface ablation regime.
Finally, since a continuum approach is adopted in Argo, the temperature evolution
at the stagnation point showed sensible variations depending on the definition of the
interface. This would thus require experimental tests in order to be better localized.
For the future, it could be also interesting to repeat the analysis using a second order
Lagrangian polynomial interpolation (p = 2), in order to take advantage of the high-
order accuracy offered by the DG method. As a next step, the simulation of a charring
ablator was performed; the task was to test the new routine for the computation of
pyrolysis, using the Navier-Stokes solver. Data of TACOT were used while, for the
elemental composition of pyrolysis gases, the one estimated from literature was adopted.
Considering the stiffness in the numerical solution due to pyrolysis, a shorter analysis was
conducted. A total time of 1 second was indeed simulated, which is enough large to study
the thermal decomposition but not the material recession. A list of 11 chemical species
was considered, after a preliminary analysis in NASA CEA and the evolution of their mass
fraction along the stagnation line was well captured. An interesting result was obtained in
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terms of stagnation point temperature: an unexpected decrease in temperature related
to a strong gas blowing occurred at the first steps. Considering the fast dynamics of
this initial transient, it could be unlikely to detect the same phenomenon experimentally,
therefore further investigations are necessary. A final comparison between the ablation
of TACOT and the carbon preform was proposed. As expected, the non-charring ablator
achieved higher temperatures. The larger cooling effect of TACOT is partly attributable
to pyrolysis, but the different properties of the two materials make not possible to study
the effect of the thermal decomposition separately. A last important result concerns
the elemental composition of pyrolysis gases. The simulation of TACOT was indeed
replicated using a trial value for the elemental composition of pyrolysis gases and the
comparison highlighted a difference in the stagnation point temperature of about 150 K.
This proved that, although the routine implemented provided a reasonable method to
compute the pyrolysis production rate, the elemental composition of pyrolysis gases still
represents an unknown and thus it should be carefully assessed in order to get plausible
results. Moreover, as a further improvement, the Argo analysis should be conducted
using the multicomponent model for mass diffusion. Instead, a constant Schmidt number
was set because of convergence issues related to the fast diffusion of some chemical species.
Hence, longer times should be investigated, in order to study the material recession in the
presence of pyrolysis too. In the light of this, even though Argo is not ready to simulate
cork-based ablators yet, the new implementation represents one more step towards better
simulations of charring ablators.

The second objective concerned the development of a physical model capable of treat-
ing swelling materials. Taking as a reference the mass conservation equation for the solid
phase present in Argo, a one dimensional model was devised, based on a 1D nonlinear
convection equation and assuming a proper swelling velocity profile derived from physical
insights. The equation was solved in a variable U , treated as an average solid density
under the hypothesis of a constant intrinsic density, as assumed in Argo. Great at-
tention was reserved to ensure the mass conservation and the governing equation was
also combined with the 1D heat equation, in order to take into account the effect of
thermal gradients in the swelling phenomenon. Finally, the decomposition state of the
material was considered too for the purpose of changing the velocity distribution along
the material depending on the temperature evolution. However, it is worth pointing out
the simplified assumptions of the model. The hypothesis of one dimensional flow was
necessary due to the lack of experimental evidences about swelling along the other direc-
tions, but the thermal expansion actually could imply an anisotropic response. Another
simplification consisted in neglecting the convective term in the heat equation, in order
to decouple it from the convection equation. Moreover, the heat equation was solved for
the pure virgin material, as if its properties did not change during heating. Finally, a
last digression is provided in the following about the generic variable U . The equivalent
equation implemented within Argo is indeed written in terms of solid volume fraction,
ϵs:

⟨ρs⟩ = ϵs⟨ρs⟩s

where ⟨ρs⟩ is the average density, while ⟨ρs⟩s is the intrinsic density. The idea is to
extend the model currently used in DGAblation to describe pyrolysis, in order to include
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the swelling phenomenon. The current approach assumes that, during pyrolysis, the
intrinsic density ⟨ρs⟩s remains constant. Hence, the solid equation is solved in terms of
ϵs.

⟨ρs⟩sϵs

⃓⃓
t1

ω̇pyro
−−−→ ⟨ρs⟩sϵs

⃓⃓
t2

=⇒ ϵs

⃓⃓
t1

ω̇pyro
−−−→ ϵs

⃓⃓
t2

(5.20)

where t1 and t2 are different evaluation times. In terms of porosity:

ϵg = 1 − ϵs (5.21)

ϵg

⃓⃓
t1

ω̇pyro
−−−→ ϵg

⃓⃓
t2

(5.22)

In the current approach, porosity ϵg increases inside the porous medium, because of
pyrolysis. Even though the physical mechanism is different, the swelling phenomenon
is expected to further enhance this effect, due to the thermal expansion of the gases
trapped within the material. For the purpose of simplifying the implementation of the
two mechanisms, two different levels of porosity could be defined: a macroporosity ϵg,M

describing the gaseous phase inside the macropores of the material (as currently done in
Argo), and a new microporosity ϵg,m accounting for the void fraction in which the gases
are trapped. Therefore, equation (5.21) can be rewritten as:

ϵg,M = 1 − ϵs =⇒ ϵg,M = 1 − (ϵs,m + ϵg,m) (5.23)

where ϵs = ϵs,m+ϵg,m. For the sake of clarity, two different representations are introduced.

A first representation

Although the cork P50 has a heterogeneous solid phase made up of cork and phenolic resin,
this is not so relevant for this digression, so the reader is invited to consider a homogeneous
phase, as sketched in Figure 5.59. When the material is heated, the temperature of

Figure 5.59: A first representation for a better understanding of the swelling phenomenon.
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the gaseous phase increases, so that the material response is governed by two physical
phenomena: the blowing of gases coming from the macropores, which actually are the only
gases free to percolate towards the boundary layer, and the volume increase of the gases
in the micropores. In fact, since the micropores are surrounded by solid material, they
cannot exchange mass; as a result, the trapped gases can only increase their volume and
exercise a pressure against the elastic walls of the solid phase, so that it is forced to swell.
Moreover, one can assume this increase in volume to be an isobaric process; in this way,
knowing in each computational element the initial micropores volume V1, temperature T1
and pressure P (and eventually the new gaseous mass produced by pyrolysis), after the
computation of the new temperature T2, the ideal gas law can be used to compute the
increased micropores volume V2 (Figure 5.60). Considering a section of the representation

Figure 5.60: Sketch of the local behaviour before (left) and after (right) the thermal
expansion.

given in Figure 5.60, the global material response is schematized in Figure 5.61. A
simplified assumption could be to consider the volume increase of the micropores equal
to the one of the solid phase, so that the intrinsic density ⟨ρs⟩s remains constant in time
and it locally changes only in space, spreading the solid mass on a bigger volume. As a
consequence, the solid mass is moved around by the swelling micropores, but it globally
decreases only because of pyrolysis. The thermal expansion of the material can thus be
modeled as the effect of a displacement imposed by the expansion of the gases trapped
inside the micropores. Such a model requires a new way to describe the variation in
average solid density: (︂

⟨ρs⟩sϵs

)︂⃓⃓
t1

ω̇pyro, ∆V swell
−−−−−−−−−→

(︂
⟨ρs⟩sϵs

)︂⃓⃓
t2

(5.24)

A new average solid density should be defined:

⟨ρs⟩ = ⟨ρs⟩sϵs (5.25)

where ⟨ρs⟩s is an averaged intrinsic density, given by:

⟨ρs⟩s =
∫︁

Vs,m
ρs,m dVs,m +

∫︁
Vg,m

ρg,m dVg,m

dVs,m + dVg,m
(5.26)
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Figure 5.61: Sketch of the global material response before (left) and after (right) the
thermal expansion. Focusing on the zone involved by swelling, the volume increase of the
micropores (white region) could produce, as a simplification, an equal volume increase of
the solid phase (blue region).

It is indeed obtained as the ratio between an average solid mass and an average solid
volume, including a contribution related to the solid phase and another one associated to
the micropores within the solid. It is also worth noting that:

⟨ρs⟩s = 1
dVs,m

∫︂
Vs,m

ρs,m dVs,m (5.27)

is the intrinsic density as it is currently defined in DGAblation and treated as a constant.
Instead, the solid volume fraction could be now defined as:

ϵs = dVs,m + dVg,m

dVs,m + dVg,m + dVg,M
(5.28)

where the denominator is the total volume, that has to include the contribution of macro-
pores too. The expression for macroporosity comes as a result:

ϵs = 1 − dVs,m + dVg,m

dVs,m + dVg,m + dVg,M
= dVg,M

dVs,m + dVg,m + dVg,M
(5.29)

Finally, the new definition for the average solid density would be:

⟨ρs⟩ = ⟨ρs⟩sϵs =
∫︁

Vs,m
ρs,m dVs,m +

∫︁
Vg,m

ρg,m dVg,m

dVs,m + dVg,m
· dVs,m + dVg,m

dVs,m + dVg,m + dVg,M
(5.30)

The mechanisms of swelling and pyrolysis thus affect dVg,m and dVg,M respectively. In
fact, dVg,m would change because of the isobaric expansion of the gases trapped within
the micropores, whilst dVg,M would not be directly affected by swelling, but it would
change because of gas production due to pyrolysis.
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This first representation was intended to better understand the connection between
the physical phenomena and how to locally treat them within the model. For implemen-
tation purposes, a second representation was conceived, in order to make easier the future
derivation of the final governing equation.

A second representation

For the sake of simplicity, the swelling material can be considered as a 1D bar and
discretized in a certain number of elements, as sketched in Figure 5.62. The black arrows
indicate that the displacement induced by the thermal expansion increases in proximity
to the heat source. Considering a single element, a Lagrangian formulation could be used

Figure 5.62: Swelling sample treated as a 1D bar and discretized in N + 1 intervals.

to compute the thermal expansion of a moving control volume. The base of each element
would move under the push of the element below, so that they would be constrained if
an unique direction is assumed for the displacement; in this case, the bottom of each
element and the top of the element below would move at the same velocity:

vA′,1 = vA′,0 (5.31)

Instead, the top velocity vB′,1 or, in other words, the local swelling velocity, would change
governed by the thermal expansion. In particular, following the scheme in Figure 5.63, it
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Figure 5.63: Lagrangian and Eulerian formulations for the reconstruction of the swelling
velocity profile.

is given by:
vB′,1 = dV

dS ∆t
(5.32)

where dV is the change in volume computable by means of the ideal gas law, as ex-
plained above. Therefore, an Eulerian formulation could be used to compute the fluxes
at the interfaces of each element and this would allow the reconstruction of the swelling
velocity profile u directly from the distribution of the local vB′,i. Hence, the final mass
conservation equation for the solid phase would be given by:

∂

∂t
(ϵs⟨ρs⟩s) + ∇ · ⟨ρsus⟩ = −⟨ω̇pyro⟩ (5.33)

Naturally, the additional source term related to the heterogeneous reactions could be
included in equation (5.33) too.

In conclusion, despite its simplifications, the physical model developed, tested in Mat-
lab and presented in this work revealed promising results and offered a better under-
standing of the swelling phenomenon, opening the way towards further developments.
Furthermore, the final digression represents the meeting point with Argo. However,
considering that this still is a premature stage, an intermediate step could consist in its
implementation within Echion. This is a one dimensional material response code devel-
oped at Cenaero to get familiar with the DG method [11] and its architecture is similar
to Argo. If this approach proves to be an effective solution in Echion, confirming what
was already highlighted by the Matlab code, it could be extended and implemented
within Argo, for the purpose of getting a numerical tool capable of treating not only
pyrolysis, but also the swelling behaviour of the new class of cork-based ablators. Finally,
in the hope that the mission of Qarman will be successfully completed in August 2020,
the precious data gathered during its atmospheric re-entry could be used for validation
purposes, in order to ensure the accuracy of the future numerical analysis.
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NASA CEA for chemical
equilibrium analysis
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Figure 64: CH4 mole fractions evolving with temperature and pressure.
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Figure 65: CO mole fractions evolving with temperature and pressure.
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Figure 66: CO2 mole fractions evolving with temperature and pressure.
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Figure 67: H2 mole fractions evolving with temperature and pressure.
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Figure 68: H2O mole fractions evolving with temperature and pressure.
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Figure 69: O mole fractions evolving with temperature and pressure.
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Figure 70: OH mole fractions evolving with temperature and pressure.
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Figure 71: O2 mole fractions evolving with temperature and pressure.
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