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Abstract 

  The performance of photovoltaic generators can be described by an equivalent 

circuit. This thesis focuses on the experimental validation of an innovative technique to 

predict the circuit parameters in any operating condition. This work is divided in two 

activities: in the first part of the thesis, an ad hoc Graphical User interface (GUI) is de-

veloped in MATLAB ambient to perform a massive analysis of a wide dataset of exper-

imental measurements. This analysis consists of four steps: the preprocessing of the da-

taset; the numerical extraction of the circuit parameters starting from experimental cur-

rent-voltage (I-V) curves; the identification of equations to describe the parameters de-

pendence with respect to irradiance and cell temperature; and the prediction of the pro-

duced photovoltaic energy during the experimental campaign using the previous equa-

tions or theoretical models. In the second part of the thesis, the GUI is applied to exper-

imental data of a high efficiency Heterojunction with Intrinsic Thin layer (HIT) module 

with rated power of 240 W. The tool analyzes a wide dataset including experimental I-V 

curves that are acquired during a year at the Universidad de Jaén (Spain). Regarding the 

parameters extraction, two numerical algorithms (Levenberg-Marquardt, LM, and Sim-

ulated Annealing/Nelder Mead, SA/NM, optimizations) are employed to solve the 

most common circuit model (single diode model). Thus, the equations describing the 

parameters dependence with respect to irradiance and cell temperature are identified 

starting from the results of LM and SA/NM parameters extraction. Finally, the photo-

voltaic energy is predicted with previous equations and the most common theoretical 

model (Osterwald Model, OM): the LM equations exhibit the lowest deviation with re-

spect to measurements (3,4%), while the error increases up to 3,6% and 5,5%, respec-

tively, for the SA-NM equations and the OM. 
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Symbols Meaning Value Units 𝑇௔,ேை஼் Air temperature in NOCT 25 °C 𝑘஻ Boltzmann constant 1,38 ∙ 10ିଶଷ J ⋅ Kିଵ 𝑞௘ Electron charge 1,602 ∙ 10ିଵଽ C 𝐺ேை஼் Module (or cell) irradiance in NOCT 800 Wmିଶ 𝐺ௌ்஼ Module (or cell) irradiance in STC 1000 Wmିଶ 𝑇௖,ௌ்஼ Module (or cell) temperature in STC 25 °C ℎ Plank constant 6,626 ∙ 10ିଷସ J ⋅ s 𝛼௉௧ଵ଴଴ Pt100 temperature coefficient 0,00385 Ω ⋅ Ωିଵ · Kିଵ 𝑐 Speed of light in vacuum 2,998 ∙ 10଼ m ⋅ sିଵ 
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Introduction 

The performance of photovoltaic generators can be described by an equivalent cir-

cuit with a variable number of parameters, which are, generally, assumed constant. 

However, the knowledge of their dependence with respect to irradiance and cell tem-

perature permits to predict the generated power of photovoltaic arrays in any weather 

condition. Moreover, the knowledge of the parameters in any condition allows to trace 

the current-voltage (I-V) characteristic curve of the photovoltaic generators. This infor-

mation may be used in future works to evaluate the state of health of photovoltaic arrays 

by investigating the shape of the I-V curve and the values of circuit parameters, pre-

dicted in any environmental condition.  

This thesis focuses on the experimental validation of an innovative technique to 

predict the parameters of the equivalent circuit in any weather condition. This work is a 

part of a joint activity between Politecnico di Torino and the Universidad de Jaén (Spain): 

the first part of the thesis has been performed in Politecnico di Torino, while the second 

activity of the thesis has been developed in Universidad de Jaén. 

In the first part of the thesis, an ad hoc Graphical User interface (GUI) is developed 

in MATLAB ambient to permit the massive analysis of a wide dataset of experimental 

data. In particular, the tool allows to perform four operations: the preprocessing of the 

dataset; the extraction of the circuit parameters; the identification of equations, aiming 

at describing the dependence of each parameter with respect to irradiance and cell tem-

perature; and the comparison between experimental energy and the predicted value 

with several methods. Experimental data may be affected by measurements errors or the 

photovoltaic generators may work in mismatch conditions due to shadowing or other 

issues. However, the present analysis requires experimental measurements of photovol-

taic generators correctly operating: thus, the preprocessing step removes problematic 

measurements integrating ad hoc filters. Firstly, experimental data with measurement 

errors are filtered by comparing the irradiance and the temperature detected by the sen-

sors: in case of high deviations among the measured quantities, the empirical data are 

excluded. Then, measurements obtained on cloudy/partly cloudy days with abrupt ir-

radiance variations or I-V curves under mismatch are removed.  
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The parameters extraction step is the core of the tool: in this step, the parameters 

are numerically determined starting from the filtered measurements. The GUI permits 

to identify the circuit parameters using up to two circuit models and three numerical 

algorithms. The third step of the analysis regards the identification of the dependence of 

circuit parameters with respect to cell temperature and irradiance. In particular, the most 

common equations in literature are used and a nonlinear optimization of specific coeffi-

cients is performed. Finally, the generated energy during the experimental campaign is 

compared to the predicted value by several methods. The GUI permits to estimate ex-

pected energy using theoretical models and the optimized equations: starting from the 

knowledge of the parameters, the I-V curve is traced at each time step and the corre-

sponding maximum power is identified. 

In the second part of this thesis, the GUI is applied to a high efficiency Heterojunc-

tion with Intrinsic Thin layer (HIT) module with rated power of 240 W. The experimental 

campaign under analysis lasted twelve months. Moreover, the single diode model, 

which is the most common circuit model in literature, is used. Regarding the numerical 

algorithms, the Levenberg Marquardt and Simulated Annealing/Nelder Mead algo-

rithms are adopted. Finally, the results of energy prediction are compared between ex-

perimental data, the optimized equations and the Osterwald model (the most common 

theoretical model in literature to estimate photovoltaic power).  
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Chapter 1  

Introduction to solar energy  

In this chapter the European commitment to the climate front and the future tar-

gets are presented. The photovoltaic sector is playing a decisive role to achieve the goals 

of 2050. 

1.1. Photovoltaic generation of energy in Europe 

The document “A Clean Planet for all. A European strategic long-term vision for a 

prosperous, modern, competitive and climate neutral economy" [1] of 2018 reaffirms the 

European commitment to act on the climate front with a long-term strategy. In particu-

lar, it indicates the route of EU climate and energy policies to achieve the targets set for 

2030. Recently, Europe has been showing the negative consequences of excessive human 

activities through extreme temperature manifestations and adverse climatic events as 

floods. Acting on the climate front is necessary to avoid economic, public health, as well 

as environmental damage. An important point of this strategy aiming to reach the zero 

net emissions quota regards renewable energies. Large-scale electrification based on re-

newable energy is expected to limit dependence on fossil fuels by the middle of the cen-

tury. After the transition to clean energy, an energy system is envisaged in which pri-

mary energy will come largely from renewable sources, thereby significantly improving 

security of supply and internal employment. The numerical data provided by the docu-

ment indicate that in 2018 the energy imported from Europe is 55% (including oil and 

gas), thus pointing out a strong foreign dependence. Some scenarios predict a drop in 

fossil fuel imports of more than 70% by 2050, with a drastic reduction in spending in this 

sector. Moreover, it is expected that by 2050 the share of electricity in the final energy 

demand will double, reaching 53%, and electricity production will increase substantially 

up to two and a half times the current levels. Transformation of electricity production in 

Europe represents a substantial progress. Today more than half of Europe's electricity 

supply does not involve the release of greenhouse gas emissions and by 2050 over 80% 

will come from renewable sources. Besides, the competitive distribution of electricity 

from renewable sources also offers an important opportunity for the decarbonization of 

other sectors, such as heating, transport and industry. To move on to a largely 
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decentralized and renewable energy system, it is necessary to make it more "intelligent" 

and flexible, focusing on these features: consumer participation, greater interconnectiv-

ity, better large-scale energy storage, demand management and digitalization. of man-

agement practices. 

 
Figure 1.1: Fuel mix in Gross Inland Consumption [1] 

Nowadays, the photovoltaic solar generation plays an important role in the 

achievements of the next removable energy target. In fact, an installation peak was ex-

pected in 2020, before the Covid-19 crisis [2]. In 2019 Germany and Italy were the Euro-

pean countries leader for photovoltaic installations, respectively with 49,016 and 20,864 

GW in cumulated capacity. Other important data show the recovery of the sector in 

Spain with the European record for installed capacity in 2019 of 3,992 GW. 
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Figure 1.2: Photovoltaic capacity connected in the European Union in 2019 [2] 

The data in these documents indicate that the photovoltaic market is growing more and 

more and, in this scenario, research in the photovoltaic sector is promising. With this 

thesis I try to give a small contribution to this sector.  
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Chapter 2  

Photovoltaic module 

Some generical concepts about the electric generation from solar energy are re-

ported in this chapter [3], [4], [5]. Firstly, the main commercial module technology and 

its manufacturing process are described. Then, the photovoltaic effect is explained. The 

remaining paragraphs focus on the description of the solar cells, the elementary units of 

photovoltaic technology.  

2.1. Main photovoltaic module technology 

There are several technologies currently on the market that differ in performance, 

construction technology and price. The Figure 2.1, updated to 2020, shows the best mod-

ules on the market in terms of efficiency. 

 
Figure 2.1: Champion module efficiencies [6] 

These data confirm the growth of interest in the photovoltaic sector. Research has led to 

a dramatic improvement in performance over the past 10 years. Some technologies of 

interest are here analyzed. 
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2.1.1. Monocrystalline silicon technology 

The monocrystalline silicon features are its high purity and a regular structure con-

sisting of a single crystal. The manufacturing process is slow and, moreover, expensive: 

in fact, it is one of the most high-priced technology on the market. But, due to its cost, 

the efficiency of a monocrystal cell is high, around 26%, whereas the module around 24% 

as in Figure 2.1 and Figure 2.9 below. The cells are square-shaped with round corner. 

Their typical colors are dark blue and black, as in Figure 2.2. 

 
Figure 2.2: Detail of a monocrystalline module [7] 

2.1.2. Polycrystalline silicon technology 

The polycrystalline silicon has a structure with regular zones. In fact, each area is 

a single-crystal, separated from the others by grain boundaries that reduce the overall 

efficiency. The performance of a polycrystalline technology is around 24% for the cell 

and around 20% for the module. The manufacturing process is simpler and cheaper than 

the monocrystalline silicon. As in monocrystalline technology, the shape of a cell is 

square. Here cells are generally blue with lighter reflections. 

 
Figure 2.3: Detail of a polycrystalline module [8] 
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2.1.3. Heterojunction with Intrinsic Thin Layer (HIT) silicon 

technology 

The solar cell based on Heterojunction with Intrinsic Thin layer (HIT) technology 

is an evolution of the standard monocrystalline cell. A thin monocrystalline layer inside 

two ultra-thin amorphous silicon layers are distinguishable in the Figure 2.4. Conven-

tional photovoltaic cells experience losses in energy generation due to faulty areas in 

their internal structure. The union of the two materials reduces the faulty areas and con-

sequently the performance of the panels increases. These modules are characterized by 

an excellent temperature coefficient. The temperature coefficient measures the reduction 

of photovoltaic cells’ energy power when the temperature of the cells increases (due, for 

example, to high heat).  

 
Figure 2.4: Detail of a HIT cell’s layer [9] 

2.1.4. Passive Emitter and Rear Cell (PERC) silicon 

technology 

The modules with Passive Emitter and Rear Cell (PERC) technology are an evolu-

tion of the standard monocrystalline cell. A monocrystalline cell with the passiveness of 

the back layer is illustrated in detail in the Figure 2.5. This structure allows a better pho-

ton recombination due to an increase in reflection inside the junction. The absorbed solar 

spectrum increases, with an efficiency improvement of about 1% compared to a conven-

tional monocrystalline cell. 
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Figure 2.5: Detail of a PERC cell’s layer [10] 

2.1.5. Thin film technology 

Thin film family technology involves the use of a very thin layer of conductive 

material on surfaces of other materials, such as glass, plastic or metal. The semiconductor 

materials used in this technology are mainly amorphous silicon, CdTe, CIGS and CIS. 

The efficiency of this technology is significantly lower, in the order of 5-6,8% and it is 

subject to a decay of its performance in the first month of life. 

 
Figure 2.6: Detail of a thin film module [11] 

CIS technology is here analyzed because this type of module is present in the Spanish 

laboratory. The acronym CIS indicates the elements which it is composed of: copper 

(Cu), indium (I) and selenium (S). This technology can be compared to the silicon one. 

On the one hand, one of the CIS main advantage is the better energy yield in case of 

partial or problematic lighting. In fact, in conditions of non-optimal irradiation or shad-

ing, a silicon panel proves to be less efficient than a CIS model, up to 10%. Besides CIS 

panels are also more flexible and resistant to critical atmospheric conditions and bad 

weather. On the other hand, the main disadvantage is the dimension of the modules, 

considerably large compared to common silicon installations, which occupy less space 

with equal power. 



Chapter 2: Photovoltaic module 

29 

2.2. Solar cell and module manufacturing process 

The technology of making silicon-based modules will be now analyzed. Silicon is 

the most widely used material to produce photovoltaic cells due to its abundance in the 

terrestrial cortex in the form of both SiO₂ and silicate minerals. A silicon with impurity 

level in the rank of parts per millions can be obtained, starting from natural silicon min-

eral, with the following steps:  

1. Reduction of SiO₂ to Si of low purity with C using electric arc furnace (EAF) 

2. Transformation into an intermediate chemical compound such as trichlorosilane 

(HSiCl₃) 
3. Purification with distillation or other technique 

4. Reduction of the intermediate compound to Si with low impurities 

5. Crystal growth with additional purification 

The monocrystals (crystalline silicon) or crystal conglomerates ingots (polycrystal-

line silicon) are obtained during the crystallization process. These ingots of monocrys-

talline or polycrystalline material are cut into wafers with the thickness of the cell (300 

μm). Up to 20% of the ingot is wasted with this process. The following steps are required 

to manufacture a conventional cell from a wafer: 

1. Cleaning: the wafers are cleaned to eliminate the metal and organic remains of 

the previous phases. Acids with the ability to dissolve metals (HCl, NO₃H) are 

used. 

2. Pickling: the wafers are immersed in 30% NaOH hot solution at 90°C. This step 

eliminates irregularities and surface defects caused by wafer cutting.  

3. Texturization: this procedure consists of creating micro pyramids on the surface 

that are intended to reduce losses for reflection. This process applies only to Si 

monocrystal wafers. For the polycrystalline these losses are reduced with anti-

reflective layers. 

4. Cleaning: this process eliminates SiO₂ surface oxide formed in previous steps 

(contact with HF). 

5. Predisposition of doping material: the wafers are of type p (doped with Boron). 

The p-n junction is formed by diffusion of n-type dopant (Phosphorus) in the 

front face of the wafer. In this step, the n-type dopant is deposited on the wafer. 

There are various methods to do so (screen printing, centrifuge, solid source, liq-

uid, or gas) 
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6. Formation of the p-n junction by diffusion. The wafers are inserted with n-type 

material predisposed in high-temperature ovens (up to 1000 °C). 

7. Cleaning the remnants of the diffusion. 

8. Formation of rear metal contact by screen printing. 

9. Formation of the front metal contact. 

10. Isolation of n and p zones. 

11. Deposition of the anti-reflective layer. This cover is a thin transparent material 

that adapts the silicon and glass refraction indices. 

12. Back surface field. A p-p+ union is created on the back to form an electric field 

that decreases the recombination of minority carriers in the back surface. 

13. Passivation with hydrogen (only polycrystalline case). This process consists of 

the hydrogen neutralization of a large number of defects and dislocations by in-

creasing the lifetime of minority carriers. 

The resulting photovoltaic cells are arrayed in order to obtain photovoltaic mod-

ules and to achieve adequate operation power. The steps of the process are: 

1. Welding: strips of stagnated copper are welded on the main busbars of the front 

face of each cell. The busbars collect the photogenerated current and they "bring 

the current outside". 

2. Interconnection: the cells are interconnected by joining the copper strips of the 

front face to the back face of the other cell. 

3. Lamination: a process in which the encapsulating (EVA), Tedlar and Glass are 

compacted. 

4. Framing and connection case: insertion of the aluminum frame, which has dif-

ferent functions: firstly, protection from blows and moisture; secondly, making 

the module manageable; finally it is a sort of junction box and of the junction box 

with three terminals and the bypass diode. 

 
Figure 2.7: Structure details of a photovoltaic module [12] 
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2.3. Photovoltaic effect and energy gap 

The photovoltaic generation of energy is the direct conversion of the solar energy, 

coming to the earth as an electromagnetic radiation, into an electrical energy. This energy 

can be used directly in the form of direct current or transformed into alternating current. 

This type of electrical generation is made thanks to the semiconductor materials inside 

the photovoltaic module. The energy conversion takes place inside the solar cells, i.e. the 

elementary units of photovoltaic technology.  

The energy gap physical principle is useful to understand the operation of the solar 

cell. The energy gap is the amount of energy that an electron must receive to move from 

the valence band to the conduction band. All materials can be catalogued according to 

their energy gap, as reported in Table 2.1. This gap is low for conductors and very high 

for insulants. Besides, semiconductors are in an intermediate situation. When an electron 

receives sufficient energy, it can switch from the valence band to the conduction band.  

 
Figure 2.8: Energy gap in different materials [13] 

Material Energy gap (𝑒𝑉) @ 300 K 

Crystalline silicon (c-Si) 1,12 

Amorphous silicon (a-Si) 1,75 

Germanium (Ge) 0,67 

Gallium Arsenide (GaAs) 1,42 

Iridium Phosphide (InP) 1,34 

Copper Indium Diselenide (CuInSe₂) 1,05 

Cadmium Telluride (CdTe) 1,45 

Cadmium Sulfide (CdS) 2,40 

Table 2.1: Energy gap of the major material used for photovoltaics cells 



Chapter 2: Photovoltaic module 

32 

The physical phenomenon in which electricity is produced from solar radiation is 

the photovoltaic effect. This conversion is possible thanks to the properties of the semi-

conductors such as silicon. The photovoltaic effect is precisely the transition of an elec-

tron from the valence band to the conduction band. This phenomenon occurs when this 

equation is verified: 

 𝐸௣௛ = ℎ ∙ 𝜈 = ℎ ∙ 𝑐𝜆 ≥ 𝐸௚ (2.1) 

Where: 

• 𝐸௣௛ is the energy of the photon (J) 
• ℎ is the Plank constant (6,626 ⋅ 10ିଷସ J ⋅ s) 

• 𝜈 is the frequency (Hz) 

• 𝜆 is the wavelength (m) 

• 𝑐 is the speed of light in vacuum (2,998 ⋅ 10଼ m ⋅ sିଵ) 

• 𝐸௚ is the energy gap (J) 
Each photon from the Sun can release only one electron. If the received energy is not 

sufficient, the electron does not pass to the excited state. In this case, the energy received 

from the solar radiation is absorbed by the crystal structure of the silicon in the form of 

heat. However, if the received energy is greater than the energy gap, the electron passes 

to the conduction band. Each electron that passes to the conduction band creates a hole 

in the valence band. In the undoped silicon, when the electron loses its energy, it falls 

back into the valence band recombining with the hole previously created. When this 

happens, the energy previously received (i.e. from solar radiation) is dissipated in the 

form of heat and it can no longer be converted into useful electrical power. An electric 

field is necessary to separate the electrons and holes and prevent them from recombin-

ing. This electric field causes both particles to circulate in opposite directions by giving 

rise to a current with the same direction as the electric field.  

In conventional solar cells this electric field is obtained by the union of two regions 

of a semiconductor crystal. On the one hand, in the case of silicon, one region is drugged 

with phosphorus (5 valence electrons, one more than silicon). The result is a region with 

a concentration of more electrons than holes. This is the so-called n-type region. On the 

other hand, the second region is drugged with boron (3 valence electrons, one less than 

silicon). The result is opposite to the previous one: a region with a concentration of more 

holes than electrons. This is the so-called p-type region. The union of the two regions is 

known as p-n junction. The large difference in the concentration of electrons and holes 

creates an electric field orientated with the p-type region. This field separates the 
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electrons and the holes when the cell receives the light. Therefore, the photovoltaic cur-

rent is generated, and it is mainly proportional to the irradiance.  

2.4. Solar cell I-V curve 

The solar cell is the basic unit of a photovoltaic module. The cells are made up of 

semiconductor material: PhotoVoltaic (PV) conversion takes place inside them. A PV cell 

has an open circuit voltage of 0,6 V and a short circuit current that depends on the cell 

surface. Therefore, a single cell has a small output power (i.e. 3 or 4 W for modern high 

efficiency cells). The Figure 2.9, updated to 2020, shows the best research cell in terms of 

efficiency. 

 
Figure 2.9: Best Research- Cell Efficiencies [14] 

The electrical behavior of a solar cell is described with an I-V curve. The correct 

acquisition of this characteristic curve is described in 4.1. 
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Figure 2.10: HIT cell I-V curve 

These characteristic points can be identified: 

• 𝑉௢௖ is the open circuit voltage (V) 

• 𝐼௦௖ is the short circuit current, the maximum current at zero voltage (A) 

• 𝑃ெ௉௉ is the point of maximum power produced by the cell (W). This power is the 
ideal operating point. The current and voltage values that correspond to 𝑃ெ௉௉ are 
called maximum power current 𝐼ெ௉௉ and maximum power voltage 𝑉ெ௉௉ , respec-
tively. 

There are four basic properties of the I-V curve connected with 𝑉௢௖ and 𝐼௦௖. The first is 

that tension increases logarithmically with irradiation. 𝑉௢௖ decreases as the temperature 

increase. These dependencies are translated into the following simplified formula. In 

fact, dependence on irradiance does not appear. 

 𝑉௢௖(𝑇௖) = 𝑉௢௖,ௌ்஼ ∙ ቀ1 + 𝛽௏೚೎ ∙ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ቁ  (2.2) 

Where: 

• 𝑉௢௖,ௌ்஼ is the open circuit voltage in STC conditions (see 2.6) (V) 

• 𝛽௏೚೎  is the OC voltage temperature coefficient (°Cିଵ) 

• 𝑇௖ is the cell temperature (°C) 

• 𝑇௖,ௌ்஼ is the cell temperature in STC (see 2.6) (°C) 

C
ur

re
nt

 (A
)



Chapter 2: Photovoltaic module 

35 

 
Figure 2.11: Dependence of the I-V curve on temperature 

The third is that current is directly proportional to radiation. 𝐼௦௖ increases slightly as 

the temperature rises. 

 𝐼௦௖(𝐺, 𝑇௖) = 𝐼௦௖,ௌ்஼ ∙ 𝐺𝐺ௌ்஼ ∙ ቀ1 + 𝛼ூೞ೎ ⋅ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ቁ (2.3) 

Where: 

• 𝐼௦௖,ௌ்஼ is the short circuit current in STC conditions (see 2.6) (A) 

• 𝐺 is the incident irradiance (W ⋅ mିଶ) 

• 𝐺ௌ்஼ is the incident irradiance in STC (see 2.6) (W ⋅ mିଶ) 

• 𝛼௶ೞ೎  is the SC current temperature coefficient (°Cିଵ) 

 
Figure 2.12: Dependence of the I-V curve on irradiance 
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2.5. Series and parallel connections of photovoltaic 

cells 

The power of one cell is not sufficient for commercial application. Consequently, 

the solution is connecting the cells in series and/or in parallel in order to form a PV 

module. However, if the power provided by a PV module is not sufficient for a given 

application, the modules can be connected in series and parallel to form a PV generator. 

When the cells are connected in series, they are crossed by the same current and the 

resulting voltage is the sum of the voltages of each cell. When cells are connected in 

parallel, they are characterized by the same voltage and the resulting current is the sum 

of the currents of each. Figure 2.13 shows how to graphically obtain the curve of a mod-

ule or a PV generator with the connections in series and parallel. 

 
Figure 2.13: Series and parallel of equal I-V curves  

These curves are obtained assuming that the cells (and their I-V curve) are per-

fectly equal. Otherwise mismatch effects are produced. Mismatch can occur due to shad-

ing or construction defects. The procedure for obtaining an I-V curve of different cells is 

the same as in the case of equal cells. Therefore, on the one hand, a series link of two 

different cells have an I-V curve that has a total voltage equal to the sum of the corre-

sponding cell voltages for each current value. On the other hand, a parallel link of two 

different cells have an I-V curve that for each voltage value has a total current equal to 

the sum of the corresponding currents of the cells. 
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Figure 2.14: Series connection of cells with different I-V characteristics [15] 

The series connection of cells with different I-V characteristics causes a module 

power lower than the sum of the power of each single cell, as can be seen from Figure 

2.14. This problem is known as mismatch leaks. The most critical consequence is in the 

case of significant connection mismatch, when some "defective" cells dissipate the power 

produced by the other cells. This dissipation occurs in the form of heat with the conse-

quent creation of hot spots, as in Figure 2.15. Also, the mismatch can cause irreversible 

damage to the cell. 

 

 
Figure 2.15: Hot spots [16] [17] 



Chapter 2: Photovoltaic module 

38 

 The insertion of bypass diodes into the modules prevent these problems (mis-

match and hot-spot losses). These diodes are placed in the junction box. In fact, the di-

odes offer an alternative path to the current when there is a defective or shaded cell in 

the circuit. Under normal conditions the diodes are polarized inversely, and they do not 

lead current. 

A similar phenomenon occurs when many cells are connected in parallel. To pre-

vent hot-spots and current recirculation between distinct branches, block diodes are in-

serted in series to the cells. 

 
Figure 2.16: Bypass and blocking diodes [18] 

2.6. Standard Test Conditions (STC) 

The Standard Test Conditions (STC) are defined in the IEC/EN60904 to ensure 

that the modules are tested under the same conditions. The legislation requires that, dur-

ing tests for the characterization of electrical parameters and performance of the module, 

the STC conditions are met. The STC conditions consist of: 

• Irradiance of 1000 𝑊 ⋅ 𝑚ିଶ 

• Cell Temperature of 25 °𝐶 

• Air Mass 𝐴𝑀 1,5 
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2.7. Nominal Operating Cell Temperature (NOCT) 

The standard Nominal Operating Cell Temperature (NOCT) is defined in the 

IEC/EN60904. The NOCT is the temperature at which the module stabilizes when work-

ing under open circuit conditions in the following environment circumstances: 

• Irradiance of 800 𝑊 ⋅ 𝑚ିଶ 

• Wind speed of 1 𝑚 ⋅ 𝑠ିଵ 

• Air temperature of 20 °C 

In fact, the NOCT establishes the following relation between the ambient air 

temperature and the cell temperature 

 𝑇௖ = 𝑇௔ + 𝑁𝑂𝐶𝑇 − 𝑇௔,ேை஼்𝐺ேை஼் ⋅ 𝐺 (2.4) 

Where: 

• 𝑇௖ is the cell temperature (°C) 

• 𝑇௔ is the air temperature (°C) 

• 𝑇௔,ேை஼் is the air temperature at NOCT (°C) 

• 𝐺 is the irradiance (W ⋅ mିଶ) 

• 𝐺ேை஼் is the irradiance at NOCT 

2.8. Single diode model with five-parameters  

 The behavior of a photovoltaic cell can be schematized from an electrical 

point of view with an equivalent circuit composed of a current generator, which repre-

sents radiation, and of an antiparallel diode. The ideal current generator produces a cur-

rent proportional to the irradiance received by the cell. The diode (D) represents the 

straightening effect of the electric field generated by the p-n junction. In the absence of 

radiation, the equivalent circuit is simply a diode. Two resistances are added to this basic 

circuit: 

• 𝑅௦௛ is the parallel resistance due to the non-ideality of the p-n junction and the 

impurities close to the junction. 

• 𝑅௦ is the series resistance due mainly to the strength of the volume of the material, 

interconnections and the resistance between metal contacts and semiconductors. 

The circuit obtained is the 5-parameters model, represented in Figure 2.17. 
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Figure 2.17: Five-parameters circuit model 

An important parameter for defining the cell is introduced. The fill factor, FF, is a 

measure of the quality of the p-n junction and the cell resistances. 

 𝐹𝐹 = 𝑉ெ௉௉ ∙ 𝐼ெ௉௉𝑉௢௖ ∙ 𝐼௦௖  (2.5) 

Where: 

• The numerator defines the point of maximum power (W) 

• 𝑉ெ௉௉ is the MPP voltage (V) 

• 𝐼ெ௉௉ is the MPP current (A) 

• 𝑉௢௖ is the open circuit voltage (V) 

• 𝐼௦௖ is the short circuit current (A) 

The FF improves for high values of 𝑅௦௛ and for low values of 𝑅௦. On the one hand, the 

parallel resistance is related to the slope of the I-V curve around 𝐼௦௖. The series resistance, 

on the other hand, is related to the pendant in 𝑉௢௖. The higher the value that the fill factor 

assumes, the better the cell quality. In this case, 𝑅௦ and 𝑅௦௛ have a not very significant 

influence. The influence of the resistances on the I-V curve can be seen graphically in 

Figure 2.18. 
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Figure 2.18: Dependence of the I-V curve on the parallel and series resistances  

2.9. Analytical description 

The circuit shown in the Figure 2.17 can be solved with respect to current and with 

respect to voltage. 

In the first case the following calculation is obtained. 

 𝐼 = 𝐼௣௛ − 𝐼௝ − 𝐼௦௛ (2.6) 

Where: 

• 𝐼 is the cell output current (A) 

• 𝐼௣௛ is the photogenerated current (A) 

• 𝐼௝ is the current in the diode (A) 

• 𝐼௦௛ = 𝑉𝑗𝑅𝑠ℎ is the current in the parallel resistance (A) 

 𝐼௣௛ = 𝑞௘ ∙ 𝑁௣௛ ∙ 𝑆 (2.7) 

Where: 

• 𝑞௘ = 1,602 ∙ 10ିଵଽ C is the charge of the electron 

• 𝑁௣௛ is the number of incident photons in (mିଶ ⋅ sିଵ) 

• 𝑆 is the surface of the cell (mଶ) 

 𝐼௝ = 𝐼௢ ∙ ቆ𝑒 ௤೐∙௏ೕ௡∙௞ಳ∙ ೎் − 1ቇ (2.8) 

Where: 

• 𝐼௢ is the reverse saturation current of the diode (A) 
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• 𝑉௝ is the voltage on the diode (V) 

• 𝑛 is the ideality factor of the diode 

• 𝑘஻ = 1,38 ∙ 10ିଶଷ J ⋅ Kିଵ is the Boltzmann constant 

• 𝑇௖ is the p-n junction temperature (K) 

The formula (2.9) is obtained by combining the previous ones. 

 𝐼 = 𝐼௣௛ − 𝐼௢ ∙ ቆ𝑒 ௤೐∙௏ೕ௡∙௞ಳ∙் − 1ቇ − 𝑉௝𝑅௦௛   (2.9) 

Tension can be expressed with the following formulas. 

 𝑉 = 𝑉௝ − 𝑅௦ ∙ 𝐼 (2.10) 

Where: 

• 𝑉 is the cell output voltage (V) 

Obtaining 𝑉௝ from (2.8) and replacing in (2.10) 

 𝑉 = 𝑛 ∙ 𝑘஻ ∙ 𝑇𝑞௘ ∙ 𝑙𝑛 ൬𝐼௣௛ + 𝐼௢ − 𝐼 − 𝐼௦௛𝐼௢ ൰ − 𝑅௦ ∙ 𝐼  (2.11) 

The open circuit voltage is obtained when 𝐼 = 0  
 𝑉௢௖ = 𝑛 ∙ 𝑘஻ ∙ 𝑇𝑞௘ ∙ 𝑙𝑛 ൬𝐼௣௛ − 𝐼௦௛ + 𝐼௢𝐼௢ ൰ (2.12) 

Voltage and current equations can be combined substituting (2.10) in (2.9) 

 𝐼 = 𝐼௣௛ − 𝐼௢ ∙ ቆ𝑒௤೐∙(௏ାோೞ∙ூ )௡∙௞ಳ∙ ೎் − 1ቇ − 𝑉 + 𝑅௦ ∙ 𝐼𝑅௦௛  (2.13) 

The short circuit current is obtained when 𝑉 = 0  
 𝐼௦௖ = 𝐼௣௛ − 𝐼௢ ∙ ቆ𝑒 ௤೐∙ோೞ∙ூ௡∙௞ಳ∙ ೎் − 1ቇ − 𝑅௦ ∙ 𝐼𝑅௦௛  (2.14) 
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Chapter 3  

Optimization algorithms 

Some generical concepts about the optimization are reported in this chapter. These 

concepts are useful to understand the bases on which the parameters extraction takes 

place.  

Optimization algorithms aim to find a good approximation to the optimal value of 

a function in a large search space. This optimal value is called "global optimum". These 

research methods are meta-heuristic, so they use a tool to find out something with a 

strategy. There are two types of algorithms for solving optimization problems, based on 

deterministic methods or probability methods. 

Firstly, in deterministic methods, the search strategy is identified by precise rules 

without random components. There are various techniques such as: 

• Exhaustive search, where the number of solutions is known and it is possible to 

calculate all of them with a reasonable computation time; 

• Branch and Bound techniques, where the number of solutions is known and it is 

possible to limit the number of calculated solutions by eliminating the cases that 

lead to worsening solutions; 

• Iterative improvement, the strategy proceeds along a trajectory with subsequent 

changes until the procedure provides other changes; 

• Tabu search, the strategy allows for finding a solution some solutions as "tabu 

moves" so as to avoid reaching them in a number of steps in the search process. 

Secondly, in probabilistic methods, research evolves on the basis of random 

choices. There are various methods such as: 

• Simulated annealing, simulation of the annealing process in which a melting 

metal is slowly cooled until it is solidified in its minimum energy state; 

• Genetic algorithms, application of the principles of genetic evolution with 

reproduction by selection of the fittest elements, crossover and mutation; 

• Honey bee optimization, inspired by bees behavior; 

• Plant growth simulation, simulation of the effects of rapid plant growth towards 

the optimal direction of the light source 
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3.1. Levenberg-Marquardt algorithm 

The Levenberg-Marquardt algorithm was discovered in 1944 [19] [20]. The Leven-

berg-Marquardt method (LM) is an indirect deterministic optimization algorithm. It is 

used for solving problems in the form of nonlinear least squares; LM commonly finds 

applications in curve fitting problems. LM is an iterative algorithm that strongly de-

pends on the values of the initial parameters. In fact, the evaluation of the initial param-

eters is a fundamental step to determine the convergence or non-convergence of the al-

gorithm. The iterative process aims to reduce the sum of the squares of the error between 

the (measured) points and the estimated function.  

This method involves an interpolation between The Gradient Descent Method and 

The Gauss-Newton method which are two minimization methods. The former generates 

a variation of the parameters in the opposite direction with respect to the gradient, in 

order to minimize the objective function. The latter derives in turn from Newton's 

method, which develops an algorithm to meet approximations of the roots of a real func-

tion and therefore the minimum of a function. For nonlinear least square estimation 

problems, the Newton approach may be modified to originate a simple iterative algo-

rithm. Unlike Newton's method, the Gauss – Newton algorithm does not need the sec-

ond derivatives. The principle is based on a first-order Taylor series approximation of 

the nonlinear regression function, which is replaced in the nonlinear model. Therefore, 

a linear approximation which minimize a sum of squared function values is obtained. 

The Levenberg-Marquardt undergoes a change of behaviors according to the con-

text: on the one hand, it behaves more as the steepest-descent method if the parameters 

are distant from the global minimum, on the other hand, it behaves more as the Gauss-

Newton method if the parameters are close to the global minimum. 

The characteristic equation of the Levenberg Marquardt method is: 

 ሾ𝐽(𝑝)்𝐽(𝑝) + 𝜆𝐼ሿ𝛿 = 𝐽(𝑝)் ⋅ ൫𝑦 − 𝑦ො(𝑝)൯ (3.1) 

Where: 

• 𝐽 it is the Jacobian matrix 

• 𝑝 is the vector of 𝑛 parameters (variables to be optimized for the algorithm) 

• 𝜆 damping parameter 

• 𝐼 it is the identity matrix 

• 𝛿 is the length of the calculated step 

• 𝑦 indipendent variable 
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• 𝑦ො(𝑝) model curve 

The 𝜆 factor is a control parameter because it determines the behavior of the algorithm. 

A low value of 𝜆 corresponds to a behavior close to the Gauss-Newton method, whereas 

a high value corresponds to moving the solution in a direction roughly opposite to the 

gradient, consequently with a behavior more similar to the method of descending the 

gradient. The value of 𝜆 is adapted to each iteration, increasing it if the previous iteration 

produced a limited reduction in the objective function, or diminishing it in case of rapid 

decrease. 

3.2. Simulated Annealing algorithm 

This method is inspired by the annealing process for steel and ceramic, a technique 

that consists in heating and then slowly cooling the material to vary its physical proper-

ties [21]. Heat causes atoms to increase their energy that can therefore move from their 

initial positions (a minimum local energy). Slow cooling offers atoms greater possibilities 

to recrystallize in configurations with less energy than the initial one (global minimum). 

The Simulated Annealing algorithm (SA) is a probabilistic method based on an 

iterative process with two cycles, one external and one internal. The external cycle de-

pends on a control parameter called 𝑐 whose initial value is 𝑐଴.The iterations start from 

the known initial value 𝑓௉బ  of the objective function aiming at a better configuration than 

that found up to that moment. At iteration 𝑚 the control parameter decreases with a 

process given by 𝑐௠  = 𝛼 ⋅ 𝑐௠ିଵwith the cooling rate 𝛼 between 0 and 1. The typical val-

ues of this parameter vary between 0,95 and 0,98 because the algorithm requires a suffi-

ciently slow variation.  

Each iteration of the internal loop has the best configuration of the previous iteration as 

its initial configuration. At the end of the cycle a new configuration is obtained which 

becomes the new reference configuration, if it minimizes the objective function. The most 

considerable advantage of this method is that it allows you to perform a global optimi-

zation without being trapped in only paths that lead to local lows. This is achieved by 

ensuring that not only the configurations that leading to an improvement in the objective 

function are accepted, but also, with a probability to be defined, configurations that lead 

to a worsening of the objective function. Starting from the worse configurations, the new 

iterations are hoped to obtain others not otherwise achievable, which objective function 

is lower than the minimum found up at that moment. Accepting an increase in the ob-

jective function during the iterative process implies trying to get out of the local 
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minimum condition and then converging into another local minimum, which is the ab-

solute minimum for the system in question (in the luckiest of cases). 

In summary, the configuration 𝑋௝௠, obtained at step 𝑗 of the iteration 𝑚, is always 

accepted if the objective function 𝑓௉’  is less than the minimum 𝑓௉௠ obtained up to that 

point or it can be accepted even if it leads to a worsening 𝛥𝑓௉ =  𝑓௉’ −  𝑓௉௠ in the objective 

function if a random number 𝑟, extracted from a uniform probability distribution in the 

interval (0,1), verifies the condition: 

 𝑒ቀି௱௙ು௖೘ ቁ > 𝑟 (3.2) 

From analyzing the formula, it can be observed that the probability of acceptance of a 

worsening decreases, assuming that the same value of 𝑟 has been extracted, as the con-

trol parameter decreases, consequently contributing to the convergence of the method. 

Two criteria are used to establish the end of an iteration, which set the maximum values 

for the number of configurations accepted during the iteration (𝑀஼)and analyzed (𝑀஺). 

As a stopping criterion, the whole algorithm ends when the objective function does not 

change for a predefined number of successive iterations. 

3.3. Nelder-Mead algorithm 

The Nelder-Mead method (NM) [22] also known as the simplex method, is a direct 

deterministic optimization algorithm. This method has the purpose of minimizing the 

objective function in a multidimensional space. The method does not use derivatives and 

is based on the concept of simplex, a particular type of polytope with 𝑛 +  1 vertices in 

an n-dimensional space. Polytope is a generic geometric unit with "flat" sides connected 

each other to form a closed line. Examples of simplexes are a segment in a straight line, 

a triangle in the plane, a tetrahedron in space. 

At the iteration of 𝑚, the algorithm examines a new polytope obtained from the 

previous iteration of 𝑚 − 1. In this analysis, the behavior of the objective function is eval-

uated at each point of the domain at the vertices of the simplex. The algorithm then 

chooses the point at which the objective function takes the worst value. This point is 

replaced with a new point. The simplest case is to replace the farthest point from the 

optimum with the center of gravity of the remaining 𝑛 points: if the evaluation in the 

new point is better than the current point, the search goes on with an exponential trend 

in the direction identified by the point, otherwise it is sought in the direction of a point 

that provides a better rating. The method approximates the local optimum point of a 

problem in 𝑛 variables when the objective function is smooth and unimodal. Like other 
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optimization algorithms, Nelder-Mead sometimes gets stuck at the local minimum (an 

area that is a minimum function compared to the surrounding points, but it is thought 

that there is a better minimum elsewhere). The algorithm takes note and restarts with a 

new simplex having the best value found as initial configuration. The stop criterion used 

by Nelder and Mead is the sample standard deviation of the values of the function of the 

current simplex. If the value obtained is lower than the set tolerance, the cycle stops. In 

this case, the optimal point returned by the analysis is the lowest point of the simplex. 

In the case of a very flat function, the solution is very sensitive to the tolerance set: in 

fact, it is possible to have almost equal function values on the domain. 

There are several variations of the method, depending on the nature of the prob-

lem to be solved. A common technique involves the use of a small simplex of constant 

amplitude which roughly follows the direction of the gradient (which represents the di-

rection of maximum variation of the function). 
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Chapter 4  

Automatic data acquisition system  

The way in which the I-V curve of the PV modules under study was measured is 

going to be explained and described in this chapter. Firstly, the I-V curve measurement 

principle will be described. Then, the measurement system adopted will be explained in 

detail and the evaluation of the measurement uncertainty will be computed in the last 

section.  

4.1. I-V curve measurement principle 

In principle, to record the I-V curve of a photovoltaic generator is necessary to 

connect the PV module under study to a variable load [23]. For example, this variable 

load could be implemented by a variable resistor. This one must be variable due to the 

necessity of measuring different working points, assuming PV module as a current gen-

erator. Another way to force the variation of the output impedance connected to the PV 

module is obtained thanks to the charging transient propriety of a capacitor. Also, one 

voltmeter and one ammeter are necessary to measure the voltage and current at the out-

put terminals of the PV module, respectively. In Figure 4.1 a simple schematic of a basic 

measurement system is represented. 

 
Figure 4.1:Basic schematic of I-V curve measurement system 

According to technical specification generally recognized, the proper tracking of 

an appropriate I-V curve implies measuring at least 100 points I-V in a process lasting a 

time ranged between 20 and 100 ms [23]. In this way, the variation in weather conditions 

does not affect the measure of the I-V curve. 
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4.1.1. Capacitive load 

An alternative solution is the usage of a capacitor that avoids the issue of sinking 

the heat generated by the resistor during the test. Then, the capacitor can manage a wide 

range of voltage, current and power signals, because the signals last for short time: the 

transient charge lasts usually for less than 1 s. The charging transient of a capacitor is the 

simplest method that can be used to trace the I-V curve [24]. In fact, the charging time of 

the capacitor can be defined by the following differential equation: 

 𝑖(𝑡) = 𝐶 ⋅ 𝑑𝑣(𝑡)𝑑𝑡  (4.1) 

Where: 

• 𝑖(𝑡) is the current (A) flowing in the capacitor  

• 𝐶 is the measured capacitance (F) 

• 𝑣(𝑡) is the voltage (V) across the capacitor  

Supposing that the capacitor is totally discharged, the voltage and current evolve 

from short circuit condition into open circuit condition when the switch is closed. The 

charging time (𝑡௖) could be defined as the time for a voltage sweep from 0 up to the 

99,33% of the 𝑉௢௖ , which represents the final charging voltage. Current and voltage at 

terminals of the capacitor are represented as function of time, as shown in Figure 4.2. 

 
Figure 4.2: Charging transient of a capacitor connected with a PV module.  
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The charging time of the capacitor is mainly related to the module irradiance and tem-

perature. As can be seen in [25], the charging time can be evaluated looking at the short 

circuit current and open circuit voltage with the following expression:  

 𝑡௖ = 𝐶𝐴 ⋅ 𝑉௢௖ ⋅ 𝑁௦𝐼௦௖ ⋅ 𝑁௣ (4.2) 

Where: 

• 𝑡௖ is the charging time of the capacitor (s) 

• 𝐴 = 0,55 is the proportionality factor (-) 

• 𝑉௢௖ is the open circuit voltage (V) 

• 𝐼௦௖ is the short circuit current (A) 

• 𝑁௦ is the number of cells in series (-) 

• 𝑁௣ is the number of cells in parallel (-) 

The charging time is the most difficult and essential parameter to estimate because it 

determines the correct synchronization of the multimeters and it allows to properly set 

the reading rate. Therefore, the charging time has to be estimated before acquiring the I-

V curve. This estimation may be performed from the measure of the module irradiance 

and temperature. These two weather conditions influence the short circuit current and 

the open circuit voltage, respectively.  

4.2. Description of the measurement systems 

The measurement systems used to acquire the data for this thesis, are located on 

the roof of the laboratory of solar energy in the “Escuela Politécnica Superior - Univer-

sidad de Jaén”. The laboratory is equipped with two different systems having similar 

configuration. On one hand, the description in this chapter involves both because the 

Graphical User Interface (GUI) is developed to work with both systems. On the other 

hand, the data analyzed in this thesis come only from one measurement system. The 

main difference between the two systems is the placement of PV module. They are called 

respectively “Tracker system” and “Fixed system” because the former uses a 2-axes 

tracker and the latter uses a fixed structure. Their task is to collect I-V curves in long 

experimental campaigns. Meanwhile, meteorological parameters are gathered in the 

same file. The I-V curves are recorded automatically every few minutes during all year, 

following the user’s settings (e.g. 5 min). The behavior of photovoltaic modules under 

outdoor conditions can be analyzed using this information. In the following section the 
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working principle of the measurement systems will be explained. Firstly, the common 

features are presented, then, the details of each system will be clarified. 

4.2.1. Global description of the two systems 

The systems are designed to sequentially acquire the I-V curve from four different 

modules and the weather conditions. This is important to conduct experimental cam-

paigns when more than one module has to be measured at the same time. The schematic 

of the two measurement systems is illustrated in Figure 4.3. The common characteristics 

are represented in light blue while the peculiar characteristics are marked in violet for 

the tracker system and in orange for the fixed system, respectively. Both systems adopt 

a capacitive load to trace the curve, the tracker system uses a handmade one while the 

fixed system adopts a commercial equipment. Also, the external trigger used to synchro-

nize the multimeters is different. This signal comes from the Agilent 34970A datalogger 

for the tracker system while it comes from an Agilent 33220A signal generator for the 

fixed system. 

 
Figure 4.3: Global scheme of the measurement systems 

The systems are physically divided into two sections, as in Figure 4.3. The first portion 

is located outside, on the roof just over the laboratory. Whereas the second one is located 

inside the laboratory. 

Firstly, the roof portion mainly includes the PV module, the holding structure, the 

sensors and five connection boxes. The first four boxes are containers, one for each 
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module, named “module boxes”. An additional “join box” is responsible for merging 

the cable coming from the module boxes, as in Figure 4.4. 

 
Figure 4.4: Scheme of the switching units 

An electronic board is installed inside each module box, as shown in Figure 4.5. That 

component was designed by the IDEA research group of the University of Jaén. The 

connection of the module and the temperature probe to the measurement instrumenta-

tion is the main purpose of control. This board consists essentially of relays with the 

control circuit, that enables the connection to the instruments in the laboratory. The 

board has two “power” connections as input to link the module to the load (capacitor or 

electronic), one for the positive pole and the other for the negative one. Moreover, the 

circuit has four inputs, used to connect the Pt100 temperature sensor for a 4-wires re-

sistance measure. Also, the electronic board has two inputs to directly acquire the volt-

age from the module terminals. This is necessary to avoid the influence of voltage drop 

due to the wires’ resistance. Likewise, the control signal and the power supply from the 

equipment placed in the laboratory are received as inputs. 

 
Figure 4.5: Picture of the multiplex board of each module 
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The electronic board in Figure 4.6 is mounted inside the “join box”. This electronic 

circuit firstly receives the wires from the four “module boxes” and, secondly, it merges 

them with the line that goes down in the laboratory. This electrical link is made by two 

power cables, which carry the generated current to the load, and one 18-wire cable, for 

the signal and control. 

 
Figure 4.6: Picture of the join board [26] 

 Secondly, the other section of the system is placed in the laboratory where the 

measurement equipment is located. There are two Agilent 34411A multimeters in the 

systems: one measures the voltage coming from the module terminal and the other 

measures the voltage drop across a shunt resistor to calculate the current. The shunt re-

sistor is a KAINOS 10A-150mV of 1class 0,5. These two multimeters are controlled by a 

trigger signal to synchronize the acquisition of voltage and current. The source of the 

trigger signal varies according to the two measurements systems. Also, a datalogger Ag-

ilent 34970A is used to control the system and acquire measures on weather condition. 

It is relevant to mention that this device has three slots: one of them is equipped with an 

Agilent 34907A while the other two slots are equipped with the Agilent 34901A cards. 

The Agilent 34907A Digital Multifunction Module provides the control signal and selects 

the module under measure. On top of that, the two Agilent 34901A cards are composed 

of 20 measuring channel each and are included to acquire the analogical signal from the 

weather sensors.  

 
1 The class of a resistor is the deviation of the resistive value with respect to the nominal 

one. In this case, class 0,5 means 0,5% of deviation. 
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4.2.2.  LabVIEW program 

The entire system is managed with an ad-hoc LabVIEW software on a dedicated 

PC. The devices are attached to the PC through GPIB connections, except for the spec-

troradiometer that needs a RS485-RS232 serial connection. 

 
Figure 4.7: LabVIEW graphical user interface of tracker system (I-V-curve tab) 

The LabVIEW software operation is represented in the flowchart Figure 4.8. Moreover, 

the software is designed to provide the user with extra facilities to configure the meas-

urement process. In addition, the graphical interface shows in real time the acquired data 

such as the I-V curves, the value of irradiance and temperature or the shape of the solar 

spectrum. A snapshot of the software’s user interface is shown in Figure 4.7. The pro-

gram saves as output the data from different sensors and instruments in one “CSV” file 

for each acquisition. The output CSV file is structured with one column for each meas-

ured quantity. All columns contain 1500 values, forming a matrix. All 1500 values are 

equal in case of a physical quantity with a single point (i.e. temperature, irradiance, etc.). 
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Figure 4.8: LabVIEW measurement control software flowchart 
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4.2.3. Weather station measurement sensors 

The instruments used to measure the weather conditions will be described in this 

section. All sensors are connected to the two Agilent 34901A 20-Channel General Pur-

pose Multiplexer boards included in Agilent 34970A datalogger. The instruments the 

system is equipped with are described in the following lines. The description includes 

all the instruments because the Graphical User Interface (GUI) is developed to read all 

the measures from each one of them. However, not all the instruments are used for the 

elaboration and simulation of this master thesis research project.  

 Measurement of module temperature (𝑻𝒄) 

As regard the measure of the module temperature (𝑇௖), a resistance temperature 

detector (RTDs) of the Pt100 type with 4-wire connection is adopted. This sensor consists 

of a probe made of platinum (Pt) with a 100 Ω resistance at 0 °C. The temperature coef-

ficient “α୔୲ଵ଴଴” of this sensor is 0,00385 𝛺 ⋅ 𝛺ିଵ · 𝐾ିଵ. This coefficient describes the linear 

approximated characteristic of the probe resistance variation with temperature: 

 𝛼௉௧ଵ଴଴ = 𝑅ଵ଴଴ − 𝑅଴100 ⋅ 𝑅଴  (4.3) 

Where: 

• 𝛼௉௧ଵ଴଴ = 0,00385 Ω ⋅ Ωିଵ · Kିଵ is the temperature coefficient 

• 𝑅ଵ଴଴ is the sensor resistance at 100 °C measured (Ω) 

• 𝑅଴ is the sensor resistance at 0 °C measured (Ω) 

The temperature value is calculated by a measurement of the resistance of the Pt sensor 

in a 4-wire configuration. A 4-wire measurement is precise and unaffected by the length 

of the laboratory wires. The datalogger is set properly to make the conversion. The se-

lected probe works for temperature ranged between -50 °C and +150 °C. 

 
Figure 4.9: Picture of the Pt100 probe to record the PV module temperature 
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 Measurement of global in-plane irradiance (GTI or 𝑮) 

The global in-plane irradiance (GTI or 𝐺) represents the global solar power per unit 

of area received by a surface with an azimuth and zenith angle. Essentially the GTI is 

composed of the direct and diffuse radiation components. The GTI is measured by a 

Kipp and Zonnen CMP11 pyranometer, as in Figure 4.10. The instrument is placed co-

planar with the modules under study. The pyranometer provides an output voltage sig-

nal proportional to the incidental irradiance. Moreover, this voltage signal can be con-

verted in irradiance units with the calibration constant. This calibration constant came 

from the manufacturer calibration or from external calibration in an accredited labora-

tory (i.e. CIEMAT in Madrid). The output signal from the pyranometer is measured with 

the datalogger.  

The global normal irradiance (GNI) represents the total solar power per unit of 

area received on a surface perpendicular to the sun beams. In the case of the tracker 

system the measured GTI corresponds to the GNI because the tracker stands always per-

pendicular to the sun. 

 
Figure 4.10: Picture of the Kipp and Zonnen CMP11 pyranometer 

 Measurement of global horizontal irradiance (GHI or 𝑮𝒉) 

The global horizontal irradiance (GHI or 𝐺௛) represents the global solar power per 

unit of area received by a horizontal surface. The GHI is measured with a Kipp and Zon-

nen CMP11 pyranometer as the device shown in Figure 4.10. As described in 4.2.3.2, the 

sensor provides a voltage output signal proportional to the GHI. Then this voltage signal 

is measured by the datalogger. 

 Measurement of direct normal irradiance (DNI or 𝑩) 

The direct normal irradiance (DNI or 𝐵) represents the direct solar power per unit 

of area received by a perpendicular surface to the sun beams (normal to the sun). The 

DNI is measured with a Kipp and Zonnen CHP1 pyrheliometer as shown in Figure 4.11. 

The instrument is mounted on the tracker system. It is worthwhile to mention that only 
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the solar tracker is equipped with this instrument. This is because the tracker is planned 

to measure concentration solar modules and the sensor of B is pivotal for this technology. 

The sensor provides as output a voltage signal linearly proportional to the DNI. The 

signal is measured by the datalogger.  

 
Figure 4.11: Picture of the Kipp and Zonnen CHP1 pyrheliometer 

 Measurement of the spectral irradiance (𝑭(𝝀)) 

The spectral irradiance (𝐹(𝜆)) represents the power per surface unit as a function 

of the photon wavelength. A typical distribution of spectral irradiance can be seen in 

Figure 4.12. The spectral irradiance is important because the electrical response of a PV 

module varies with it. The spectral irradiance is measured with the EKO MS-700 spec-

troradiometer, as shown in Figure 4.13. The instrument measures the spectral irradiance 

in the range 350-1050 nm and it sends directly to the PC the information through a RS-

232 serial connection. 

 
Figure 4.12: Spectral irradiance distribution measured by EKO MS-700 
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Figure 4.13: Picture of Eko MS-700 spectroradiometer 

 Measurement of the triband irradiance 

The Tri-band spectro-heliometer from IES-UPM, shown in Figure 4.14, measures 

the effective irradiance in the spectral zones corresponding to the top, middle, and bot-

tom sub-cells of a lattice-matched GaInP / GaInAs / Ge triple-junction solar cell. This 

instrument is useful to conduct experimental campaigns about concentrator photovolta-

ics. The sensor provides as output a voltage signal linearly proportional to the band ir-

radiance measured by the datalogger. Only the solar tracker is equipped with this in-

strument. 

 
Figure 4.14: Picture of Tri-band spectro-heliometer from IES-UPM [27] 

 Measurement of the wind speed (𝑾𝑺) and wind azimuth 

direction (𝑾𝑫) 

The wind speed (WS) and wind azimuth direction (WD) are measured with a 

Young 05305VM anemometer in Figure 4.15. The device provides two output-voltage 

signals linearly proportional to the measured WS and WD. The datalogger is used to 

measure those signals. 
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Figure 4.15: Picture of Young 05305VM anemometer 

 Measurement of the ambient air temperature (𝑻𝒂) and relative 

humidity (𝑹𝑯) 

The ambient air temperature (𝑇௔) and relative humidity (𝑅𝐻) are measured with a 

Young 41382VC temperature and relative humidity probe as in Figure 4.16. The instru-

ment delivers two output-voltage signals linearly proportional to the measured air tem-

perature and relative humidity. The datalogger is used to measure those signals. 

 

 
Figure 4.16: Picture of Young 41382VC temperature and relative humidity probe 

 Measurement of the atmospheric pressure (𝒑𝒂𝒎𝒃) 

The atmospheric pressure (𝑝௔௠௕) is measured with the Vaisala BAROCAP PTB110 

barometer as in Figure 4.17. The device provides as output a voltage signal proportional 

to the atmospheric pressure. 

 
Figure 4.17: Picture of Vaisala BAROCAP PTB110 barometer 
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4.2.4.  Tracker system details 

The “tracker system”, shown in Figure 4.18, uses a BSQ D150/6 Solar 2-axes 

tracker. The system is designed with a 2-axis solution to hold the PV module perpendic-

ularly always to the direct sun light. The tracker is designed to carry out activity on con-

centration solar with a maximum misalignment of ±0,5°. In this way, the possible angu-

lar reflection losses are avoided. Furthermore, the system works as described in 4.2.1 and 

only the main difference will be reported here. This system integrates all instruments 

introduced in the previous section, that are module temperature probe, on-plane and 

horizontal pyranometers, pyrheliometer, spectroradiometer, tri-band spectro-heliome-

ter, anemometer, air temperature and relative humidity probes, and barometer. In addi-

tion, the two multimeters are synchronized by the Agilent 34970A datalogger that pro-

vides a trigger signal through the Agilent 34907A Digital Multifunction Module. More-

over, the datalogger commands the connection of one of the four modules under test by 

the switching units in Figure 4.3. 

 
Figure 4.18: Picture of tracker system 

(on the left the external part, on the right the internal equipment) 

As regards the implemented load to plot the I-V-curve, the system includes a ca-

pacitive load as shown in Figure 4.19. This load mainly consists of three elements: the 

first one is the electrolytic capacitor with a capacitance of 47 mF and a maximum voltage 

of 100 V; the second one is the discharge resistance which is used to discharge the capac-

itor; finally, The last one is a voltage generator used to negative pre-charge the capacitor 

and to get the short circuit current.  
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Figure 4.19: View of the inside of the capacitive load 

The working principle of the load is described as follows. The Agilent 34970A dat-

alogger controls the charge and discharge of the capacitive load using relays. Firstly, the 

datalogger closes only SW7, shown in Figure 4.20, to negative pre-charge the capacitor. 

This process is essential to get the short circuit current point. Besides, a diode is neces-

sary to avoid problems linked to the internal diode of the solid-state relays. Further in-

formation can be found in [28].  

 
Figure 4.20: Electrical scheme of the tracker system 
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Secondly, always with reference to Figure 4.20, the datalogger opens SW7 and then 

it closes SW5. This sequence of commands connects the PV module to the capacitor load 

C. Then, the multimeters may acquire the voltage and current synchronously. The data 

acquisition is done in a specific time referred to the capacitive load properties. In fact, 

the estimation of the charging time (𝑡௖) is essential to meet the timing requirement ac-

cording to 4.1. This evaluation is done according to eq. (4.2). The time between two sam-

ples is settled properly for acquiring the entire curve with enough points.  

Finally, the datalogger reopens SW5 at the end of the transient and it closes SW6 

to discharge the capacitor on a resistor for the next acquisition. 

4.2.5. Fixed system details 

The modules are placed on a fixed structure, shown in Figure 4.21, oriented with 

0° zenith and a 35° tilt angles. The system works as described in 4.2.1 and the/its main 

components will be reported in the following lines. This system integrates the module 

temperature probe, on-plane and horizontal pyranometers, spectroradiometer, ane-

mometer, air temperature and relative humidity probes, and barometer. Furthermore, 

the two multimeters are synchronized by an Agilent 33220A signal generator. The way 

in which I-V curve is traced in the system is the feature which makes the fixed system 

remarkably different from the tracker system. In this sense, a commercial I-V curve 

tracker based on a PVE PVPM 2540C controlled by the LabVIEW program is used in this 

measurement system. The LabVIEW software communicates directly with the I-V curve 

tracker through an RS232 link. 

  
Figure 4.21: Picture of fixed system 

(on the left the external part, on the right the internal equipment) 
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4.3. Evaluation of uncertainty on measure 

The uncertainty analysis is important because it allows to compare the theoretical 

model to the experimental results. The uncertainty interval should be compared with 

the theoretical model to quantify the accuracy of the results. The calculated tolerances 

for the worst scenario are reported in this section. The worst scenario indicates the case 

in which the relative tolerance (𝑼𝒙,𝒘𝒐𝒓𝒔𝒕) is the highest. The adopted methodology is de-

scribed in the Annex B. Table 4.1 shows the worst-case uncertainty according to [29]. 

Measurands 𝑼𝒙,𝒘𝒐𝒓𝒔𝒕 (%) 
Voltage ±0,02 

Current intensity ±1,0 

GTI and GHI ±2,0 

Module temperature ±1,16 

Wind speed ±0,66 

Table 4.1: Resume of the worst case uncertainty 
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Chapter 5  

Processing of experimental data (GUI) 

The MATLAB software made up to elaborate this thesis will be presented in this 

chapter. The application projected aims at processing automatically the large amount of 

data acquired by the measurement systems, described in Chapter 4. The program is de-

signed with the use of MATLAB App Designer tool to achieve a simpler interface. The 

graphical user interface (GUI) is divided into several tabs. Each tab handles separately 

one section of the process. This separation is done in order to have the possibility of 

looking at the partial result of each part. Also, this segmentation allows to reuse part of 

the interface to execute other tasks. The next four chapters deal separately each GUI’s 

tab. Figure 5.1 shows the flows of these four tabs.  

 
Figure 5.1: Flowchart of the four step of the GUI 

First, the data preprocessing will be described. This step consists in the reading 

and filtering of the raw data. Then, the parameters extraction procedure will be ex-

plained. This step consists in the search with the optimization algorithms, used to find 

the parameters of the model that describes the system. After that, the extraction of cor-

relation coefficient will be clarified. This step consists in the search for irradiance and 

temperature trends. Last, the energy estimation will be proposed. This step consists in 

the estimation of power in a bigger set of data, in order to validate the correlation model. 
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The GUI and the software are developed by the support of the following Math-

Works products and toolboxes: 

• MATLAB 

• App Designer  

• Curve Fitting Toolbox 

• Parallel Computing Toolbox 

• Predictive Maintenance Toolbox 

• Signal Processing Toolbox 

• Statistics and Machine Learning Toolbox 

• System Identification Toolbox 

The useful terms in the App Designer description are defined in the MATLAB 

manual and here are reported: 

• “Button” is a component that responds when the user presses and releases it 

• “Check Box” is a component indicating the state of a preference or option 

• “Drop Down” is a component that enables the user to select an option or type in 

the text 

• “Edit Field” is a component that allows the user to type numeric/text values 

• “Button Group” is a component that allows the user to choose one button from the 

set 

• “Text Area” is a component necessary to enter for entering multiple lines of text 

• “Tab Group” is a container for grouping and managing tabs 

• “Panel” is a container for grouping other components together 

• “Switch” is a component indicating a logical state 

• “Lamp” is a component that reporting the state using color 

 
Figure 5.2: MATLAB App Designer useful components 
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Chapter 6  

Data preprocessing 

The data preprocessing consists of reading CSV files from the measurement sys-

tem and removing the problematic measurement automatically. Then, some filters are 

implemented to fulfill this task. The graphical interface and the software operation are 

presented in the next two sub-chapters. 

6.1. Graphical interface for data preprocessing 

The graphical interface is designed to contain all the needed settings in the most 

intuitive way. Figure 6.1 shows the interface when the program is open.  

 
Figure 6.1: Picture of the graphical user interface tab for the preprocessing task 

Figure 6.1 may be divided into two sections. The first illustrates the import and export 

settings; the second is “UJA (automatic system)”. A third section can be observed, 
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"PoliTO (manual system)". However, this section is not described because this thesis only 

processes data from the Spanish university. 

6.1.1. Import and export settings 

The import and export settings are situated in the upper part of the interface. 

Three edit fields and a list box may be seen. They are described in the following lines. 

 
Figure 6.2: Picture of the graphical user interface for the preprocessing task-import and 

export settings 

On the one hand, the first edit field allows the user to select the file path. There 

are 2 types of input selection, i.e. the choice of a group of files or of an entire folder. Only 

the CSV files are picked up in case of in the case of a UJA system.  

On the other hand, the second element allows the user to choose the data export 

folder in the desired format. The format selection can be made by clicking the “Options” 

button present in the same line as the second edit field. The options button opens a new 

window, shown in the Figure 6.3 and described in the following lines.  

  
Figure 6.3: Picture of the window for selecting the saving properties 

The saving settings in the list box permits to divide the data in various ways. There are 

different types of data division: “All in the same file”, “Divide by days”, “Divide by 

months”, “Divide by years”, ‘’Divide by irradiance”, “Divide by temperature (module)”, 
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“Divide by irradiance and temperature (module)”. The selection of saving data by irra-

diance and/or temperature involves a further specification called “the ranges property”. 

Here, the user has to insert two values for quantity: an initial shift value from zero and 

a step value. The ranges division is created only between the minimum and maximum 

rounded values of the quantity. An example for the irradiance case with shift = 25 and 

step = 50 means the division of the irradiance in the ranges (0-25], (25,75], (75,125], …, 

(975,1025].  

 
Figure 6.4: Example of ranges division 

If there is only one measure with 𝐺 = 1000 W ⋅ mିଶ, the ranges division results in 

(975,1025]. The same logic is adopted for the module temperature classification. In the 

options window, there are two optional edit fields that allow the user to insert a prefix 

and a suffix to the name of the output data. Moreover, in the final file name, the user can 

also decide to include the original filename of the CSV file. Finally, two checkboxes can 

be seen. On the one hand, the “Save ALL” checkbox keeps a copy of all loaded infor-

mation before applying the filters. On the other hand, the “Save figure” checkbox saves 

the figures of the day irradiance and the I-V and P-V curves of each acquisition.  

The third edit field of the import and export settings is the selection of the Excel 

datasheet files. This Excel file shall be created with a proper model as in Figure 6.5. 

 
Figure 6.5: Picture of the module datasheet in Excel. The data are for the Sanyo HIT 

module s/n POHA8FA28569 from the 2011 CIEMAT calibration 
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Eventually, the last element of the import and export settings is the “System type” 

list box. The user declares the measurement system used between the PoliTO instrumen-

tation, not used for this thesis, and the UJA ones. 

6.1.2. Implemented data preprocessing for UJA (automatic 

system) 

The UJA (automatic system) is situated in the lower part of the interface. The settings are 

grouped in seven panels. These panels will be described starting from the ones involved 

in the data acquisition. Then, the ones involved in the filtering process are presented. 

 
Figure 6.6: Picture of the graphical user interface for the preprocessing task- UJA 

(automatic system) 

The panels involved in the data acquisition are presented in the following lines. 

• The “Irradiance sources” panel allows the user to choose the irradiance sources to 

be used in the next steps. The sources are the pyranometer, the short-circuit current 

or they may be both. In the last case, the user may decide the method of calculating 

the average value of the two sources. The selected method between “automati-

cally”, “semi-automatically” or “manually” defines the level of user intervention. 

An ad hoc window, shown in Figure 6.7, intervenes in non-automatically cases for 

choosing the source case by case.  
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• The “Temperature sources” panel allows the user to choose the temperature 

sources to be used in the next steps. The sources of module temperature are the 

Pt100 probe, the open circuit voltage and the NOCT equation. The temperature 

considered is the average value if more than one source is selected. Moreover a 

window, in Figure 6.7, shows up in case of user intervention. 

  
Figure 6.7: Picture of the irradiance and temperature manual selection 

• The “Measurement position in CSV file” panel indicates the column position for 

each measured quantity in the CSV file. The position of each quantity is provided 

in three preloaded profiles, two for the tracker system and one for the fixed system. 

These profiles are selectable from the “UJA System type” list box. In addition, in 

this list box there is a fourth option called “Custom profile”. Only in this case the 

edit fields of the quantities are editable. If a quantity is absent in the CSV file, a 

value of “-1” should be written down. Furthermore, it is important to indicate that 

a CSV file contains the values of the measurements for an I-V curve acquisition. 

The panels involved in the filtering process are presented in the following lines. 

• The “Mismatch detector” and the “Sunny day detector (irradiance)” panels are 

made up of three elements. They have a similar interface presented below. Firstly, 

the check box enables the mismatch/sunny day detector. Secondly, the list box 

allows the user to specify three level of filter’s sensibility (high, medium, low). Fi-

nally, the button group defines the user’s level of interaction (automatically, semi-

automatically or manually). Further information about those two filters can be 

found in 6.2.2 for the sunny days filter and in 6.2.4 for the mismatch filter. 

• The “Use only I-V curve inside these ranges” panel is composed of edit fields for 

four quantities. These quantities are irradiance, cell temperature, wind, and 
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current monotonicity at short circuit ranges (see 6.2.3). Besides, this panel includes 

two check boxes for filtering the data with the irradiance and/or wind check-bits.  

• The “Reduce the number of points” panel contains the check box that enables a 

reduction in the I-V curve points. This reduction is necessary to solve the accumu-

lation of points near the open circuit point (see 6.2.1). 

6.2. Software operation for data preprocessing 

The operation of the software for UJA files is analyzed in this sub-chapter. The 

software process is summarized in the flowchart of Figure 6.8. Each flowchart box will 

be treated separately in the following pages.  

  
Figure 6.8: Flowchart of the data preprocessing  

6.2.1. Load the CSV files 

The first step of the flowchart is the “CSV file loading”. This part was projected 

taking in account that the information inside the CSV files are different organized, de-

pending on the measurement systems and year of acquisition. After loading the files 

correctly, the software calculates some important quantities using the data inside the 

CSV file. Those quantities are the open circuit voltage, the short circuit current, the 
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maximum power, the MPP voltage and current, the fill factor, the module irradiance 

from the SC current, the module temperature from OC voltage and/or from NOCT 

equation, the average photon energy, the monotonicity value for voltage and current. 

The loading process is represented in Figure 6.9.  

 

 
Figure 6.9: Flowchart of the loading process 

The flowchart is based on a FOR loop which is repeated for each file. The FOR loop 

is composed of several steps described in the following lines. 

1. “Reading the CSV file”. The CSV file (char matrix) is converted into a MATLAB 

compatible format (double numerical matrix). This final matrix is called “Cur-

vas”2. Moreover, a variable called “Fecha”3 is also created. This variable contains 

the date and time of the I-V curve acquisition useful for correctly identifying data 

in various analysis 

 
2 “Curvas” means “curve” in English 
3 “Fecha” means “date” in English 
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2. “Extraction of the electrical quantities and weather conditions”. The electrical and 

weather quantities are extracted from the “Curvas” matrix. Besides, This process 

is carried out using the “position profile” information (see 6.1.2 Implemented data 

preprocessing for UJA (automatic system)). The electrical parameters are analyzed 

because they are of particular interest. Once the voltage and current columns from 

the “Curvas” matrix are found, a series of points is discarded. In fact, only the 

points of the I-V curve of the first quadrant are valid. Looking for the sign changes 

of the two quantities, the ending and starting points of the I-V curve are found. On 

the one hand, the ending point of the curve is in correspondence of the first current 

sign change at the maximum voltage value. On the other, the starting point is 

searched for in correspondence of the last voltage sign change or of the first values 

of the matrix applying search criteria. 

 
Figure 6.10: Extraction of the electrical quantities (in blue) from raw data (in orange) 

3. “Calculation of 𝑃ெ௉௉ 𝑉ெ௉௉ 𝐼ெ௉௉ 𝑉௢௖ 𝐼௦௖ 𝐹𝐹 𝐴𝑃𝐸”. This step calculates a series of 

quantities used in subsequent analysis.  

The power array is obtained with the product of voltage and current.  

Firstly, the MPP is detected by searching the maximum point and secondly, the 𝑃ெ௉௉, 𝑉ெ௉௉, 𝐼ெ௉௉ are calculated.  

Besides, there are two cases for finding the open circuit voltage, measured or cal-

culated. In one case, if 𝑉௢௖ is measured, its value is in the last row of the voltage 
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column. In the other case, the open circuit value is obtained fitting linearly the last 

measured points in the 𝑉௢௖ region. 

The short circuit current value is calculated by fitting linearly the points in the 𝐼௦௖ 

region. In the case of lack of points in the 𝐼௦௖ region, the short circuit current may 

not be computed correctly. The value of 𝐼௦௖ is set to 𝑁𝑎𝑁. 

The fill factor 𝐹𝐹 is calculated according to equation (2.5). 

The average photon energy (APE) is the average energy carried by a group of pho-

tons. Only the photon with a sufficient energy can be converted into electricity. 

Then, this index is a good indicator of the spectral content in the incident radiation. 

The 𝐴𝑃𝐸 is calculated as the ratio between the incident irradiance and the density 

of the total electron flow [30], in formula: 

 𝐴𝑃𝐸 = ׬ 𝐹(𝜆) ⋅ 𝑑𝜆௕௔𝑞௘ ⋅ ׬ 𝛷(𝜆) ⋅ 𝑑𝜆௕௔ = ℎ ⋅ 𝑐 ⋅ ׬ 𝐹(𝜆) ⋅ 𝑑𝜆௕௔𝑞௘ ⋅ ׬ 𝐹(𝜆) ⋅ 𝜆 ⋅ 𝑑𝜆௕௔ ⋅ 10ଽ (6.1) 

Where: 

• 𝐴𝑃𝐸 is the average photon energy (eV) 
• 𝐹(𝜆) is the spectral irradiance at wavelength 𝜆 (W ⋅ mିଶ ⋅ nmିଵ) 
• 𝜆 is the wavelength (nm) 

• 𝛷(𝜆) is the spectral photon flux density at wavelength λ (mିଶ ⋅ nmିଵ ⋅ sିଵ) 
• 𝑞௘ = 1,602 ∙ 10ିଵଽ C is the charge of the electron 

• ℎ = 6,626 ∙ 10ିଷସ J ⋅ s is the Planck constant 

• 𝑐 = 2,998 ∙ 10଼ m ⋅ sିଵ is the speed of light in vacuum 

• 𝑎 and 𝑏 are the lower and upper wavelength limits (nm) 

4. “Calculation of the average irradiances and temperatures”. This box calculates 

and selects the temperature and irradiance sources. The STC values necessary for 

calculations come from the Excel datasheet (see Figure 6.5). The calculations are 

executed following the order presented below. 

 

The first quantity is the module temperature calculated from 𝑉௢௖, according to: 

 𝑇௖,௏೚೎ = 𝑉௢௖ − 𝑉௢௖,ௌ்஼𝛽௏೚೎ ⋅ 𝑉௢௖,ௌ்஼ + 𝑇௖,ௌ்஼ (6.2) 

Where: 

• 𝑇௖,௏೚೎  is the module temperature from open circuit voltage (°C) 

• 𝑉௢௖ is the open circuit voltage (V) 
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• 𝛽௏೚೎  is the open circuit voltage thermal coefficient from Excel datasheet (°Cିଵ) 

• 𝑉௢௖,ௌ்஼  is the open circuit voltage in STC from Excel datasheet (V) 

• 𝑇௖,ௌ்஼ is the cell temperature in STC (𝑇௖,ௌ்஼ = 25 °C) 

 

The second value is the module irradiance calculated from 𝐼௦௖ using the formula: 

 𝐺ூೞ೎ = 𝐼௦௖𝐼௦௖,ௌ்஼ ⋅ 𝐺ௌ்஼1 + 𝛼 ⋅ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ (6.3) 

 Where: 

• 𝐺ூೞ೎  is the module irradiance from short circuit current (W ⋅ mିଶ). 

• 𝐼௦௖ is the short circuit current (A) 
• 𝛼 is the short circuit current thermal coefficient from Excel datasheet (°Cିଵ) 

• 𝐼௦௖,ௌ்஼ is the short circuit current in STC conditions from Excel datasheet (A) 

• 𝐺ௌ்஼ is the irradiance in STC (𝐺ௌ்஼ = 1000 W ⋅ mିଶ) 

• 𝑇௖ is the module temperature (°C). This temperature comes from the fol-

lowing logic procedure. 𝑇௖ = 𝑇௖,௉௧ଵ଴଴ if only the temperature from Pt100 

sensor is selected. 𝑇௖ = 𝑇௖,௏೚೎  if only the temperature from open circuit volt-

age is selected. 𝑇௖ = 𝑚𝑒𝑎𝑛(𝑇௖,௉௧ଵ଴଴, 𝑇௖,௏೚೎) if both temperatures from Pt100 

sensor and open circuit voltage are selected. 𝑇௖ = 𝑇௖,ௌ்஼ if only the temper-

ature from NOCT condition is selected (i.e. the temperature effect is ne-

glected) 

 

The third element is the value of the module irradiance (𝐺) which comes from user 

selection. 𝐺 = 𝐺௣௬௥ if only the irradiance from pyranometer is selected. 𝐺 = 𝐺ூೞ೎  if 

only the irradiance from short circuit current is selected. 𝐺 = 𝑚𝑒𝑎𝑛(𝐺௣௬௥, 𝐺ூೞ೎) if 

both irradiances from pyranometer and short circuit current are selected. 

 

In addition, the module temperature is calculated from 𝑉௢௖ according to the for-

mula: 

 𝑇௖,ேை஼் = 𝑇௔ + 𝑁𝑂𝐶𝑇 − 𝑇௔,ேை஼்𝐺ேை஼் ⋅ 𝐺 (6.4) 

 Where: 
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• 𝑇௖,ேை஼் is the module temperature from NOCT equation (°C) 

• 𝑇௔ is the air ambient temperature (°C) 

• 𝑁𝑂𝐶𝑇 is the nominal operating cell temperature from Excel datasheet (°C) 

• 𝑇௔,ேை஼் is the air ambient temperature in NOCT conditions (𝑇௔,ேை஼் =20 °C) 

• 𝐺ேை஼் is the irradiance in NOCT conditions (𝐺ேை஼் = 800 W ⋅ mିଶ) 

 

Eventually, the last element is the value of the module temperature (𝑇௖) chosen 

between the following options. 𝑇௖ = 𝑇௖,௉௧ଵ଴଴ if only the temperature from Pt100 

sensor is selected. 𝑇௖ = 𝑇௖,௏೚೎  if only the temperature from open circuit voltage is 

selected. 𝑇௖ = 𝑇௖,ேை஼் if only the temperature from NOCT condition is selected. 𝑇௖ = 𝑚𝑒𝑎𝑛(𝑇௖,௉௧ଵ଴଴, 𝑇௖,௏೚೎) if both temperatures from Pt100 sensor and open circuit 

voltage are selected. 𝑇௖ = 𝑚𝑒𝑎𝑛(𝑇௖,௉௧ଵ଴଴, 𝑇௖,ேை஼்) if both temperatures from Pt100 

sensor and NOCT equation are selected. 𝑇௖ = 𝑚𝑒𝑎𝑛(𝑇௖,௏೚೎, 𝑇௖,ேை஼்) if both temper-

atures from Pt100 sensor and open circuit voltage and NOCT equation are selected. 𝑇௖ = 𝑚𝑒𝑎𝑛(𝑇௖,௉௧ଵ଴଴, 𝑇௖,௏೚೎, 𝑇௖,ேை஼்) if all the three temperatures from Pt100 sensor, 

open circuit voltage and NOCT equation are selected. 

 

5. “Dynamic reduction of the I-V curve experimental data”. This box resolves the 

problem linked to the no uniformly spaced acquisition of points in the I-V curve. 

This procedure reduces the gap between two consecutive points in the I-V curve, 

as in Figure 6.11 (red). The first operation consists in normalizing the voltage and 

current data. Then, the maximum and mean spaces among the points are consid-

ered in order to determine the admissible spaces to apply. If the gap measured 

between two consecutive points is less than the minimum admissible value, the 

second point is deleted. Then, if the new gap is more than the maximum admis-

sible value, the deleted point is re-added. This operation is performed starting 

from the SC point to the OC point. The output data are stored at the end of the 

procedure in variables with the “_light” suffix. 
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Figure 6.11: Comparison between an original I-V curve (red) and the dynamic reduced 
one (blue). The two curves overlap except in the section near the OC point. 

6. “Calculation of the monotonicity for voltage and current”. This step computes a 

coefficient that shows how far the array trend is from the monotonic property. 

This coefficient takes a value in the range ሾ 0;  1ሿ, and, particularly, 1 in the case 

of a strictly monotonic IV curve. The computation is done with the MATLAB 

“monotonicity” function for three arrays: all voltage points, all current points, 

and current points from SC up to MPP.  

7. “Save data inside variables”. The last procedure consists in saving the data in an 

organized way ensuring a simple access. Six arrays, that always keep the same 

sorting, are used. They are described in the following lines. The first struct array 

is “archivos” in which each row contains the original filename and path of the 

CSV file. Secondly, “Curvas” is a cell array in which each cell contains a matrix 

with the raw data. The raw data are then stored in this variable in order to allow 

retrospect verification. Thirdly, “Fecha” is another cell array where each cell 

contains the date and time of all the acquisitions in the 

“YYYY_MM_DD_hh_mm_ss” format. Fourthly, “Measurement” is a cell array 

where the individual cell contains an ad hoc struct for the data storage of each 

acquisition, as in Figure 6.12. The timetable “MeasurementConditions” re-

ports the main acquired quantities to simplify the creation of plots. To conclude, 



Chapter 6: Data preprocessing  

81 

the last datetime array is “TimeStamp” in which each row contains the date and 

time of each acquisition.  

 
Figure 6.12: Sample of the struct of one “Measurement” cell 
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6.2.2. Sunny days filter 

The second step of the flowchart in the Figure 6.8 is the “Application of the sunny 

days filter”. After loading the data, calculating various electrical quantities and the mon-

otonicity index, the information can be further selected with filters. The sunny days filter 

is implemented to detect and discard the days when the shape of irradiance is not regu-

lar. Firstly, the GTI and GHI in “MeasurementConditions” are split up by days and 

then they are cyclically analyzed. The analysis of the GTI and GHI consists of a Fourier 

series of the fourth and second order respectively. The output of this study is the 𝑅ଶ 

parameter which is compared to the tolerance value selected by the user in the GUI. 

There are three levels of tolerance proposed to the user: “high” (𝑅ଶ ≥ 0,9975), “medium” 

(𝑅ଶ ≥ 0,9920), and “low” (𝑅ଶ ≥ 0,9800). The type of operation in the next process de-

pends on the user’s selected option among automatically, semi-automatically and man-

ual. Firstly, automatically means that only the sunny days information is kept. Secondly, 

semi-automatically consists in the manual selection of one or more parts of the non-

sunny days. Manually implies the user manual selection of one or more parts every day. 

Besides, in the case of discarded data, the corresponding information in the six variables 

(i.e. “archivos”, “Curvas”, “Fecha”, “Measurement”, “MeasurementCondi-

tions”, “TimeStamp”) is also deleted. Finally, if the “Save figure” option in the GUI is 

enabled, the figure of each day is saved in the selected export folder. 
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Figure 6.13: Sunny days filter: analysis for two different days. Sunny day upper and 

non-sunny day lower  
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6.2.3. Irradiance, temperature, wind speed, check bits and 

monotonicity of short circuit current ranges filters 

The second step of the flowchart in the Figure 6.8 is the “Application of the irradi-

ance, temperature, wind speed, check bits and monotonicity filters”. The filtering oper-

ation, started by applying the sunny days filter, continues in this section. The ranges 

specified in the GUI are applied to the module irradiance, module temperature, wind 

speed and monotonicity at SC. Moreover, two check bits information in the “Measure-

mentConditions” timetable can be used to filter the irradiance and the wind acquisi-

tions. The data are still filtered if the check bit is true. This condition occurs when the 

irradiance changes (e.g. 10%) or the wind is greater than a certain value (e.g. 5 m/s). 

Finally, the corresponding information in the six variables (i.e. “archivos”, “Curvas”, 

“Fecha”, “Measurement”, “MeasurementConditions”, “TimeStamp”) is also elim-

inated in the case of discarded data. 

6.2.4. Mismatch detector filter 

The last box of the flowchart in the Figure 6.8 is the “Application of the mismatch 

detector filter”. The aim of the mismatch filter is to find back the presence of shadow on 

the module. This filter is important because the presence of a mismatch leads to an un-

reliable I-V curve for most analyses. The mismatch appears as a stair in the I-V curve and 

appears as a local peak in the P-V curve, as in Figure 6.14. This filter has three levels of 

tolerance chosen by the user: “high”, “medium” and “low”. The operation of the filter is 

described in the following lines. 
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Figure 6.14: Sample of a measure with mismatch. 

I-V curve on top and P-V curve on bottom.  

The implemented filter uses three methods to find mismatch.  

• The analysis of the P-V curve finds more than one peak in case of shadow. This 

operation is performed with the “findpeaks” MATLAB function. This function 

receives two vectors as input, one for power and one for voltage. The first vector 

is used for finding the local peaks in the power data. The voltage vector is used 

for quantifying the peak widths. This vector should be strictly increasing: the 

own made function “convertInStrictmonotonic” is used to remove the 

points outside the monotonic trend. The sorted vectors obtained are used only to 

find peaks and are not used for other analysis. The “findpeaks” function finds 

the local peaks and their relative prominence. The peaks found depend on the 

settled tolerances. The first tolerance on prominence is defined by the user: 0,5 

0 5 10 15 20 25 30 35 40 45
Voltage (V)

0

1

2

3

4

5

6

I-V curve
003 - (JA_Solar_325W_SN_11090__classic_load_2020_03_23_07_51_54.csv)

G = 542.7 W/m2

Tc = 15.7 °C

0 5 10 15 20 25 30 35 40 45
Voltage (V)

0

10

20

30

40

50

60

70

80

90

100

P-V curve
003 - (JA_Solar_325W_SN_11090__classic_load_2020_03_23_07_51_54.csv)

1

2

3

G = 542.7 W/m2

Tc = 15.7 °C
signal
peak
prominence
width (half-prominence)



Chapter 6: Data preprocessing  

86 

for “high”, 0,75 for “medium”, 1 for “low”. A high tolerance means greater sen-

sitivity in identifying points and therefore the possibility of finding peaks due to 

noise. The experimental data show that the noise is mainly located in the low 

power regions. For this reason, a second tolerance on the minimum peak power 

is defined. This second tolerance is expressed relatively to the maximum power 

(i.e. 0,05 ⋅ 𝑃ெ௉௉ for “high”, 0,08 ⋅ 𝑃ெ௉௉ for “medium”, 0,12 ⋅ 𝑃ெ௉௉ for “low”).  

• The analysis of the I-V curve finds error points (stairs in case of mismatch and/or 

isolated points). An ad hoc function called “IVcurveshapetest” is created for 

examining the part of the I-V curve from the SC point up to 𝑥 ⋅ 𝑃ெ௉௉ . The 𝑥 factor 

depends on the tolerance level and on the fill factor. This function is composed 

of two tests. The first test fits the zone of interest in four sections with lines, as in 

Figure 6.15. Then, the disparity between two consecutive lines is calculated. The 

disparity obtained should be less than the user-imposed tolerance, in order to 

pass the test. The tolerance value is expressed in percentage over the SC current 

(i.e. 0,25% for “high”, for 0,5% “medium”, 0,75% for “low”). This first part of the 

function is sufficient for finding the stairs. The second shape test fits the same 

portion of the I-V curve (from the SC point up to 𝑥 ⋅ 𝑃ெ௉௉ ) with only one line, as 

in Figure 6.15. This test finds punctual errors between experimental points and 

the fitted line. The tolerance is the same considered in the first test.  

• The third method is a voltage monotonicity test. The monotonicity of the voltage 

vector, calculated in the 6.2.1, is present in the “MeasurementConditions” 

timetable. This value is compared to a user-imposed tolerance (i.e. 0,95 for 

“high”, for 0,90 “medium”, 0,85 for “low”). The higher the tolerance, the more 

pronounced the selection 

Finally, if the “Save figure” option in the GUI is enabled, the figures of each I-V 

and P-V curves are saved in the selected export folder. 
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Figure 6.15: Working principles of the mismatch filter on the I-V curve.  

6.2.5. Save the data inside “mat” files 

The last part of the preprocessing, shown in the flowchart in the Figure 6.8, consists 

in saving the data into “mat” files. The saving procedure could be personalized by the 

user in the GUI. The saving options, explained below, influence the name of the file and 

the division in files.  
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•  “All in the same file”. Only one file is created by selecting this option. The name 

of this file depends on the number of days considered. If the data are taken in 

one day, the filename is in the “prefix_modulename_YYYY_MM_DD_sufix” 

format. If the data are taken during more days in a month, the filename is in the 

“prefix_modulename_YYYY_MM_sufix” format. If the data are taken during 

more months in a year, the filename has the “prefix_modulename_YYYY_sufix” 

format. If the data are taken during more years, the filename has the 

“prefix_modulename_YYYY_YYYY_sufix” format. 

•  “Divide by days”. One file for each day is created by selecting this option. The 

name is in the “prefix_modulename_YYYY_MM_DD_sufix” format. 

• “Divide by months”. One file for each month is created. The name is in the 

“prefix_modulename_YYYY_MM _sufix” format. 

• “Divide by years”. One file for each year is created. The name is in the 

“prefix_modulename_YYYY_sufix” format. 

• ‘’Divide by irradiance”. One file for each range of irradiance is created. The name 

is in the “prefix_modulename_minG_maxG_sufix” format. 

• “Divide by temperature (module)”. One file for each range of temperature is 

created. The name is in the “prefix_modulename_minT_maxT_sufix” format. 

• “Divide by irradiance and temperature (module)”. One file for each range of 

irradiance and temperature is created. The name is in the same format of the 

previous two points. 

Moreover, the software checks if the filenames already exist. In this case, a sequen-

tial number is written at the end of the format. 



Chapter 6: Data preprocessing  

89 

 
Figure 6.16: Saving data flowchart 
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Chapter 7  

Parameters extraction 

The parameter extraction process consists in a numeric optimization used to solve 

the equation system linked to the PV cells equivalent circuit. The GUI is designed to 

implement two different PV models and three different extraction algorithms. The two 

models are the five parameters, used in this thesis, and the seven parameters. The three 

algorithms are firstly the Levenberg-Marquardt (LM), secondly, the combination of Sim-

ulated annealing and Nelder-Mead (SA-NM), and finally, a third algorithm can be added 

for future analysis. Summing up, only the five parameters model and the LM and SA-

NM algorithms are used for the elaboration. The graphical interface and the software 

operation are presented in the next two section. 

7.1. Graphical interface for parameters extraction 

The graphical interface is designed to contain all needed settings in the simplest 

manner. Figure 7.1 shows the interface when the section is open. 

 
Figure 7.1: Picture of the graphical user interface tab for the parameters extraction  
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The import/export section, in the upper part, works in the same way as the data 

preprocessing, described in 6.1.1.  

The following two subparagraphs describe two user interfaces. The first section is 

the Figure 7.1 where the settings employed to start the parameter extraction are pre-

sented. The second one shows the results of the extraction. 

7.1.1. Parameters extraction GUI settings  

The settings for the parameters extraction are grouped in six panels. These panels 

will be described starting from the model/algorithm selected up to specific settings. 

The first panel is called “Select extraction model”. The calculations for the param-

eters extraction of both models (5 and 7 parameters) are performed automatically and 

successively. 

The second panel is called “Select extraction algorithm”. The calculations for the 

parameters extraction are done with all the algorithms.  

The “Test for the extraction reliability” allows the user to set the option related to 

the extracted parameters filtering. The test consists of three validations: the maximum 

error on power (absolute and relative), the maximum NRMSE, and the value of the pa-

rameters in a user defined range. In particular, the limits on the parameters can be set in 

the “Model Settings” panel because they change according to the model. Moreover, the 

filter can operate in four modes: first automatically (it saves only if the curve passes the 

test), second, semi-automatically (it asks confirmation for saving if the curve fails the 

test), third, manually (it asks confirmation for saving for each curve), and finally disa-

bled (it saves all the curves). 

In the “Global settings” panel, the user selects the main conditions of the extraction 

process. The most important options are described in the following lines. 

•  “Reduction”. This option reduces the number of points in the I-V curve to speed 

up the optimization. The user can select a number between 1 (that means no 

reduction) and (theoretically) infinite. The greater the number 𝑥 chosen, the 

greater the reduction because the algorithm uses a point every 𝑥 points. (i.e. 𝑥 =2 means taken the points number 1, 3, 5, …). Moreover, the value of reduction can 

be computed automatically to maintain a constant number of points of the I-V 

curve.  

• “Reduction at SC”. This setting has an identical operation as “Reduction” but 

only in the current source section, between SC and MPP points.  
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• “Bound (red. at SC)”. This condition restricts the section where the “Reduction 

at SC” operates. This area of operation is defined by two points expressed in 

percentage over MPP (i.e. 0% means SC point and 100% means MPP point). 

• “Reduction at OC”. This setting has an identical behavior as “Reduction” but 

only in the voltage source section, between MPP and OC points.  

• “Bound (red. at OC)”. This option restricts the section where the “Reduction at 

OC” operates. This area of operation is defined by two points expressed in 

percentage over MPP (i.e. 0% means MPP point and 100% means OC point). 

• “min current Rs” and “max current Rs”. The initial parameter condition must be 

defined properly for the convergence of the algorithms. These values are the 

minimum and maximum values of current used to estimate the initial condition 

of the 𝑅௦. These values are expressed in percentage over the 𝐼௦௖. Moreover, the 

value can be computed automatically. In this setting, the user defines a 

percentage with respect to the short-circuit current, variable with the irradiance. 

In this way, an analyzed constant interval is obtained. 

• “Start evaluate Rsh”: starting point to estimate the first value of the 𝑅௦௛. 

• “min I-V points”: minimum number of point that the I-V curve must have to be 

elaborated. 

“Algorithm Settings”. This panel contains the settings of maximum number of it-

eration and the end tolerance for each algorithm. 

“Model setting”. This panel contains the bounds for the optimization and the limits 

for the test on the output.  
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7.1.2. Parameters extraction result Graphical Interface 

The “Parameters extraction result GUI” can be opened at the end of the extraction 

process based on the “Test for the extraction reliability” settings. The interface has been 

represented in Figure 7.2. The aim of this interface is to provide the most important in-

formation about the extraction to the user. This information is the extracted parameters, 

the maximum power error, the NRMSE, and the curve plot. Moreover, the interface high-

lights the information that does not satisfy the desired bounds, as in Figure 7.2. Finally, 

this interface provides the possibility to accept or discard the extraction in the export file. 

 
Figure 7.2: Picture of the “Parameters extraction result GUI” 

7.2. Software for parameters extraction 

The main software operation for parameters extraction is analyzed in this sub-

chapter. The flowchart in Figure 7.3 shows the flow of the parameters extraction proce-

dure. The extraction procedure consists in the estimation of the initial condition and the 

implementation of a least square optimization algorithm to solve the curve fitting prob-

lem.  
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Figure 7.3: Flowchart of the parameters extraction procedure 

7.2.1. Equations for five parameters extraction 

The implementation in this thesis holds the five parameters model (5P) with two 

different optimization procedures (LM and SA-NM). The fitting equation depends only 

on the model and it can be derived from the analysis of the equivalent circuit (see 2.9. 

Analytical description). On the one hand, the explicit equation is adopted in the LM 

based optimization procedure, whereas on the other hand, the implicit form is imple-

mented in the SA-NM optimization procedure. Below, the implicit and the explicit equa-

tion for a PV module are reported. 

Starting from the equation (2.13) and using the following replacement: 

 𝑉௧ = 𝑘஻ ⋅ 𝑇௖𝑞௘  (7.1) 

Where: 

• 𝑉௧ is the thermal voltage (V) 

• 𝑇௖ is the cell temperature (K) 
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• 𝑘஻ is the Boltzmann constant (J ⋅ Kିଵ) 

• 𝑞௘ is the electron charge (C) 

The implicit form is obtained (see [31]): 

 𝐼 = 𝐼௣௛ − 𝐼଴ ⋅ ቆ𝑒ቀோೞ⋅ூା௏௏೟⋅௡⋅ேೞቁ − 1ቇ − 𝑉 + 𝑅௦ ⋅ 𝐼𝑅௦௛  (7.2) 

Where: 

• 𝐼 is the output current (A) 

• 𝑉 is the output voltage (V) 

• 𝐼௣௛ is the photogenerated current (A) 

• 𝐼଴ is the diode saturation current (A) 

• 𝑛 is the diode ideality factor (-) 

• 𝑅௦ is the series resistance (Ω) 

• 𝑅௦௛ is the shunt resistance (Ω) 

• 𝑁௦ is the number of cells in series (-) 

The explicit form, from [32] is: 

𝐼 = 𝑅௦௛ ⋅ ൫𝐼௣௛ + 𝐼଴൯(𝑅௦ + 𝑅௦௛) − 𝑉𝑅௦ + 𝑅௦௛  + 𝑛 ⋅ 𝑉௧ ⋅ 𝑁௦𝑅௦ ⋅ ൮− W ൮𝑅௦ ⋅ 𝑅௦௛ ⋅ 𝐼଴  ⋅ 𝑒൬ோೞ೓⋅ ோೞ⋅ூ೛೓ାோೞ⋅ூబା௏ேೞ⋅௡⋅௏೟⋅(ோೞାோೞ೓)൰𝑁௦ ⋅ 𝑛 ⋅ 𝑉௧ ⋅ (𝑅௦ + 𝑅௦௛)൲൲ (7.3) 

Where: 

• W is the Lambert W function 

 𝑧 = W(𝑧) ⋅ 𝑒୛(௭) (7.4) 

The solution of these equations with respect to the five unknown parameters (i.e. 𝐼௣௛, 𝐼଴, 𝑛, 𝑅௦, 𝑅௦௛) could be performed in several ways as described in [33]. There are two main 

types of approach: analytical and numerical. Firstly, the analytical methods search for 

the solutions of the system by solving the system equations. The analytical approach is 

difficult to apply in case of complex systems because of the high number of equations 

and unknows parameters. A compromise between the equations simplification and the 

accuracy should be made to use those these methods. Secondly the numerical approach 

is adopted for complex systems. The solutions in the numerical methods are searched 

through the iterative calculations of a set of equations.  
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7.2.2. Evaluation of initial conditions 

The convergence of the least square optimization algorithm is strictly related to the 

initial conditions. Therefore, the choice of the initial parameters values is critical for ob-

taining a good solution. The computation of the initial conditions is achieved with an 

analytical-numerical procedure, according to [34], and it is shown in Figure 7.4. The tran-

scendental equation of the equivalent circuit (7.2) is evaluated in the short circuit, open 

circuit, and maximum power points, as in equations (7.5), (7.6), (7.7). 𝐼଴, 𝑅௦, 𝑅௦௛ are cal-

culated with an iterative numerical algorithm. Moreover, 𝑛 is supposed equal to 1,5. The 

whole method is reported in the following lines.  

 
Figure 7.4: Evaluation of initial conditions flow chart 

Some quantities are calculated before the iterative process, such as 𝐼௦௖, 𝑉௢௖, 𝐼ெ௉௉, 𝑉ெ௉௉. Successively, the equation (7.2) is rewritten in the SC, OC and MPP points. The 

equations for each characteristic point are reported in the following lines. 

Short circuit point:  
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 (𝑉, 𝐼)ୗେ = (0, 𝐼௦௖)  

 𝐼௦௖ = 𝐼௣௛ − 𝐼଴ ⋅ ቆ𝑒ቀ ோೞ⋅ூೞ೎௏೟⋅௡⋅ேೞቁ − 1ቇ − 𝑅௦ ⋅ 𝐼௦௖𝑅௦௛  (7.5) 

Open circuit point:  

 (𝑉, 𝐼)୭ୡ = (𝑉௢௖, 0)  

 0 = 𝐼௣௛ − 𝐼଴ ⋅ ቆ𝑒ቀ ௏೚೎௏೟⋅௡⋅ேೞቁ − 1ቇ − 𝑉௢௖𝑅௦௛ (7.6) 

Maximum power point:  

 (𝑉, 𝐼)୑୔୔ = (𝑉ெ௉௉, 𝐼ெ௉௉)  

 𝐼ெ௉௉ = 𝐼௣௛ − 𝐼଴ ⋅ ቆ𝑒ቀோೞ⋅ூಾುುା௏ಾುು௏೟⋅௡⋅ேೞ ቁ − 1ቇ − 𝑅௦ ⋅ 𝐼ெ௉௉ + 𝑉ெ௉௉𝑅௦௛  (7.7) 

The photovoltaics current could be derived from (7.6)(7.5): 

 𝐼௣௛ = 𝐼଴ ⋅ ቆ𝑒ቀ ௏೚೎௏೟⋅௡⋅ேೞቁ − 1ቇ + 𝑉௢௖𝑅௦௛ (7.8) 

Then, equation (7.8) is substituted in equations (7.6) and (7.7). Equations (7.9) and (7.10) 

could be found after some calculations: 

 𝐼௦௖ = 𝐼଴ ⋅ ቆ𝑒ቀ ௏೚೎௏೟⋅௡⋅ேೞቁ − 𝑒ቀ ோೞ⋅ூೞ೎௏೟⋅௡⋅ேೞቁቇ + 𝑉௢௖ − 𝑅௦ ⋅ 𝐼௦௖𝑅௦௛  (7.9) 

 𝐼ெ௉௉ = 𝐼଴ ⋅ ቆ𝑒ቀ ௏೚೎௏೟⋅௡⋅ேೞቁ − 𝑒ቀ௏ಾುುାோೞ⋅ூಾುು௏೟⋅௡⋅ேೞ ቁቇ + 𝑉௢௖ − 𝑉ெ௉௉ − 𝑅௦ ⋅ 𝐼ெ௉௉𝑅௦௛ (7.10) 

The following substitution is made to simplify the expression: 

 𝑋௦௖ = 𝑒ቀ ோೞ⋅ூೞ೎௏೟⋅௡⋅ேೞቁ (7.11) 

 𝑋௢௖ = 𝑒ቀ ௏೚೎௏೟⋅௡⋅ேೞቁ
 (7.12) 

 𝑋ெ௉௉ = 𝑒ቀ௏ಾುುାோೞ⋅ூಾುು௏೟⋅௡⋅ேೞ ቁ
 (7.13) 
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And the following equation could be obtained: 

 𝐼௦௖ ⋅ ൬1 + 𝑅௦𝑅௦௛൰ = 𝐼଴ ⋅ (𝑋௢௖ − 𝑋௦௖) + 𝑉௢௖𝑅௦௛ (7.14) 

 𝐼ெ௉௉ ൬1 + 𝑅௦𝑅௦௛൰ = 𝐼଴ ⋅ (𝑋௢௖ − 𝑋ெ௉௉) + 𝑉௢௖ − 𝑉ெ௉௉𝑅௦௛  (7.15) 

Because of 𝑅௦ ≫ 𝑅௦௛: 

 ൬1 + 𝑅௦𝑅௦௛൰ ≈ 1 (7.16) 

And the equations (7.14), (7.15) turn into: 

 𝐼௦௖ = 𝐼଴ ⋅ (𝑋௢௖ − 𝑋௦௖) + 𝑉௢௖𝑅௦௛ (7.17) 

 𝐼ெ௉௉ = 𝐼଴ ⋅ (𝑋௢௖ − 𝑋ெ௉௉) + 𝑉௢௖ − 𝑉ெ௉௉𝑅௦௛  (7.18) 

Finally, the following equations are derived from the equations (7.17), (7.18): 

 𝐼଴ = 𝐼௦௖ ⋅ (𝑉ெ௉௉ − 𝑉௢௖) + 𝑉௢௖ ⋅ 𝐼ெ௉௉𝑉ெ௉௉ ⋅ (𝑋௢௖ − 𝑋௦௖) − 𝑉௢௖ ⋅ (𝑋ெ௉௉ − 𝑋௦௖) (7.19) 

 
1𝑅௦௛ = 𝐼௦௖ ⋅ (𝑋ெ௉௉ − 𝑋௢௖) + 𝐼ெ௉௉ ⋅ (𝑋௢௖ − 𝑋௦௖)𝑉௢௖ ⋅ (𝑋ெ௉௉ − 𝑋௦௖) − 𝑉ெ௉௉ ⋅ (𝑋௢௖ − 𝑋௦௖) (7.20) 

 

The equations (7.19), (7.20) allow to calculate 𝑅௦௛ and I଴ by knowing 𝑛 and 𝑅௦ parame-

ters. The diode ideality factor (𝑛) could be impose arbitrary to a value between 1 and 2 

(extreme included), then 𝑛 is set to 1,5. Moreover, a third equation is needed to calculate 

the series resistance (𝑅௦,௖௔௟௖). This equation could be derived from the MPP definition: 

 ൬𝑑𝑃𝑑𝑉൰ெ௉௉ = 𝑉ெ௉௉ ⋅ 𝑑𝐼 + 𝐼ெ௉௉ ⋅ 𝑑𝑉 = 0 (7.21) 

 ൬ 𝑑𝐼𝑑𝑉൰ெ௉௉ = − 𝐼ெ௉௉𝑉ெ௉௉ (7.22) 
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𝐼ெ௉௉𝑉ெ௉௉ = ൬1 − 𝑅௦ ⋅ 𝐼ெ௉௉𝑉ெ௉௉ ൰ ⋅ ൬ 𝐼଴𝑛 ⋅ 𝑁௦ ⋅ 𝑉ெ௉௉ ⋅ 𝑋ெ௉௉ + 1𝑅௦௛൰ (7.23) 

 ൬ 𝑑𝐼𝑑𝑉൰ெ௉௉ = − 𝐼଴𝑛 ⋅ 𝑁௦ ⋅ 𝑉ெ௉௉ ⋅ ൬1 − 𝑅௦ ⋅ 𝐼ெ௉௉𝑉ெ௉௉ ൰ ⋅ 𝑋ெ௉௉ − 1𝑅௦௛ ⋅ ൬1 − 𝑅௦ ⋅ 𝐼ெ௉௉𝑉ெ௉௉ ൰ (7.24) 

 𝑅௦,௖௔௟ = 𝑉ெ௉௉𝐼ெ௉௉ − 1ቀ 𝐼଴𝑛 ⋅ 𝑁௦ ⋅ 𝑉ெ௉௉ ⋅ 𝑋ெ௉௉ + 1𝑅௦௛ቁ (7.25) 

The equations (7.11), (7.12), (7.13), (7.19), (7.20), (7.25) are implemented in an iterative 

process where 𝑅௦ is increased from 0 with a step of 10ିହ. The iteration process ends when 𝑅௦ and 𝑅௦,௖௔௟ are matching.  

The analytical-numerical method described above is used in both optimization 

procedures to calculate the initial conditions.  

7.2.3. Calculation of deviation from experimental data 

The deviation from experimental data is calculated with two indicators: the 

NRMSE and the percentage error on the MPP.  

The Normalized Root Mean Square Error (NRMSE) is used to compute the error 

between the experimental current and the estimated current from the equation (7.3) with 

the optimized parameters. This operation is performed using the expression (7.26).  

 𝑁𝑅𝑀𝑆𝐸ூ = ඨ∑ ൫𝐼௠௢ௗ௘௟ − 𝐼௘௫௣൯ଶே೛೚೔೙೟ೞ௜ୀଵ 𝑁௣௢௜௡௧௦∑ 𝐼௘௫௣ே೛೚೔೙೟ೞ௜ୀଵ𝑁௣௢௜௡௧௦
⋅ 100 (7.26) 

Where: 

• 𝑁𝑅𝑀𝑆𝐸ூ is the normalized root mean square error on the current (%) 

• 𝐼௘௫௣ is the experimental current value (A) 

• 𝐼௠௢ௗ௘௟  is the estimated current from the equation (7.3), 𝐼௠௢ௗ௘௟ = 𝑓൫𝑉௘௫௣൯ (A) 

• 𝑉௘௫௣ is the experimental voltage value (V) 

• 𝑁௣௢௜௡௧௦ is the number of points in the experimental I-V curve (-) 

The percentage error on the maximum power point is computed using the expres-

sion (7.27). 
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 𝐸𝑟𝑟௠௔௫௉ = 𝑃ெ௉௉,௠௢ௗ௘௟ − 𝑃ெ௉௉,௘௫௣𝑃ெ௉௉,௘௫௣ ⋅ 100 (7.27) 

Where: 

• 𝐸𝑟𝑟௠௔௫௉ is the percentage error on the maximum power point (%) 

• 𝑃ெ௉௉,௘௫௣ is the experimental power at MPP (W) 

• 𝑃ெ௉௉,௠௢ௗ௘௟ is the model power at MPP (W) 
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Chapter 8  

Parameters Correlations 

The “Correlations” step consists in the identification of a surface that approximates 

the trend of each parameter in irradiance and/or in temperature. Each parameter is fitted 

with correlation expressed in literature, according to [35]. The curve fitting consists in 

the solution of nonlinear regression form. The method uses the MATLAB fitting function 

based on the Levenberg Marquart algorithm. The main output from the “Correlation” 

step is a matrix that contains the optimized coefficients. The graphical interface and the 

software operation are presented in the next two sub-chapters. 

8.1. Graphical interface for correlations  

The graphical interface is designed to contain all the needed settings in the sim-

plest manner. Figure 8.1 shows the interface when the section is open.  

 
Figure 8.1: Picture of the graphical user interface tab for the parameters correlation 
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The import/export section, in the upper part, works in the same way as the data 

preprocessing, described in 6.1.1.  

The settings for the parameters correlation procedure are grouped in five panels. 

The first panel, called “Model”, gives the possibility to choose between 5 and 7 parame-

ters model. The second panel, called “Algorithm”, gives the possibility to choose which 

parameters dataset elaborate. The third panel is “Filter” and it gives the possibility to 

filter the parameters sets by irradiance and temperature. The fourth panel, “Sort”, gives 

the possibility to sort by irradiance or temperature the output file. The last panel, “Set-

tings”, contains all the settings for the correlation procedure. These settings consist in 

some flags deciding which coefficient shall be analyzed. Moreover, there are some edit 

fields specifying the coefficient value (optimization disable) or the initial value (optimi-

zation enable).  

8.2. Equation for parameters correlations 

The software operation for parameters correlations is analyzed in this sub-chapter. 

This part consists in the application of a nonlinear fitting procedure to the equations in 

this section. The correlations obtained are valid only for the five parameters model (i.e. 𝐼௣௛, 𝐼଴, 𝑛, 𝑅௦, 𝑅௦௛).  

8.2.1. Photogenerated current correlation 

The photogenerated current has a trend proportional to the irradiance and linear 

with the temperature, according to [35]. The following equation is optimized: 

 𝐼௣௛ = 𝐼௣௛,ௌ்஼ ⋅ ൬1 + ቀ𝛼 ⋅ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ቁ൰ ⋅ 𝐺𝐺ௌ்஼ (8.1) 

Where: 

• 𝐼௣௛ is the photogenerated current of the five parameters model (A) 

• 𝐼௣௛,ௌ்஼ is the photogenerated current in STC (A) 

• 𝐺 is the module irradiance (W ⋅ mିଶ) 

• 𝐺ௌ்஼ is the module irradiance in STC (W ⋅ mିଶ) 

• 𝑇௖ is the cell temperature (K) 

• 𝑇௖,ௌ்஼ is the cell temperature in STC (K) 

• 𝛼 is the short circuit temperature coefficient (Kିଵ) 
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The optimization coefficients are 𝐼௣௛,ௌ்஼ and 𝛼. In particular, 𝛼 can be optimized or fixed 

to a specific value (i.e. from the datasheet) 

8.2.2. Saturation current correlation 

The diode saturation current has a cubic trend proportional to the temperature, 

according to [35]. The equation (8.2(8.2) is optimized in monocrystalline technology. 

 𝐼଴ = 𝐼଴,ௌ்஼ ⋅ ቆ 𝑇௖𝑇௖,ௌ்஼ቇଷ ⋅ exp ൭ቆ𝐸௚,ௌ்஼𝑇ௌ்஼ − 𝐸௚(𝑇௖)𝑇௖ ቇ ⋅ 1𝑘஻ ൱ (8.2) 

 𝐸௚(𝑇௖) = 𝐸௚,ௌ்஼ ⋅ ቀ1 − 0,0002677 ⋅ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ቁ (8.3) 

 (for m-Si @ 298 K)         𝐸௚,ௌ்஼ = 1,121 ⋅ 𝑞௘  (8.4) 

Where: 

• 𝐼଴ is the diode saturation current (A) 

• 𝐼଴,ௌ்஼ is the diode saturation current in STC (A) 

• 𝐸௚(𝑇௖) is the energy gap at 𝑇௖ (J) 
• 𝐸௚,ௌ்஼ is the energy gap in STC (J) 
• 𝑘஻ is the Boltzmann constant (J ⋅ Kିଵ) 

• 𝑞௘ = 1,602 ∙ 10ିଵଽ C is the charge of the electron 

The equation above is studied in detail only for some technologies because the energy 

gap is well known in specific cases. (i.e. monocrystalline silicon, amorphous silicon, etc.). 

A new adimensional empirical coefficient 𝜒 is added to take in account the different be-

haviors of the energy gap of other specific technologies (es. HIT). The following equation 

is optimized in case of no standard technologies. 

 𝐼଴ = 𝐼଴,ௌ்஼ ⋅ ቆ 𝑇௖𝑇௖,ௌ்஼ቇଷ ⋅ exp ቆ𝜒 ⋅ ቆ𝐸௚,ௌ்஼𝑇ௌ்஼ − 𝐸௚(𝑇௖)𝑇௖ ቇ ⋅ 1𝑘஻ ቇ (8.5) 

The optimization coefficients are 𝐼଴,ௌ்஼ and 𝜒. In particular, 𝜒 can be optimized or fixed 

to a specific value (i.e. 𝜒 = 1 to use equation (8.2)). 

8.2.3. Ideality factor correlation 

The diode ideality factor has a slightly trend with the irradiance and temperature 

according to [36]. The following equation is optimized: 
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 𝑛 = 𝑎 + 𝑏 ⋅ 𝐺 + 𝑐 ⋅ 𝑇௖ (8.6) 

Where 

• 𝑛 is the diode ideality factor (-) 

• 𝑎 is the intercept term (-) 

• 𝑏 expresses the linear effect in irradiance (Wିଵ ⋅ mଶ) 

• 𝑐 expresses the linear effect in module temperature (Cିଵ) 

The optimization coefficients are 𝑎, 𝑏, 𝑐. 

8.2.4. Series resistance correlation 

The series resistance has a trend proportional to the temperature and logarithmical 

to the irradiance, according to [35]. The following equation is optimized: 

 𝑅௦ = 𝑅௦,ௌ்஼ ⋅ 𝑇௖𝑇௖,ௌ்஼ ⋅ ൬1 − 𝜆ோೞ ⋅ log ൬ 𝐺𝐺ௌ்஼൰൰ (8.7) 

Where: 

• 𝑅௦ is the series resistance (Ω) 

• 𝑅௦,ௌ்஼ is the series resistance at STC (Ω) 

• 𝜆ோೞ  is an empirical coefficient that expresses proportionality to the logarithmic 

variation of the irradiance (-) 

The optimization coefficients are 𝑅௦,ௌ்஼, 𝜆ோೞ . 

8.2.5. Shunt resistance correlation 

The shunt resistance has a trend inversely proportional to the irradiance, according 

to [35]. The following equation is optimized: 

 𝑅௦௛ = 𝑅௦௛,ௌ்஼ ⋅ 𝐺ௌ்஼𝐺  (8.8) 

Where: 

• 𝑅௦௛ is the shunt resistance (Ω) 

• 𝑅௦௛,ௌ்஼ is the shunt resistance in STC (Ω) 

The optimization coefficient is 𝑅௦௛,ௌ்஼. 
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8.2.6. Normalized Root Mean Square Error (NRMSE)  

The Normalized Root Mean Square Error (NRMSE) is used to compute the errors 

between the experimental points and the fitting surfaces. This operation is performed 

for the 5 parameters of the model using the same expression (8.9). The 𝑋 symbols can be 

replaced by the symbol of the parameter analyzed (i.e. 𝐼௣௛, 𝐼଴, 𝑛, 𝑅௦, 𝑅௦௛). 

 𝑁𝑅𝑀𝑆𝐸௑ = ඨ∑ ൫𝑋௖௢௥ − 𝑋௘௫௣൯ଶே೛೚೔೙೟ೞ௜ୀଵ 𝑁௣௢௜௡௧௦∑ 𝑋௘௫௣ே೛೚೔೙೟ೞ௜ୀଵ𝑁௣௢௜௡௧௦
⋅ 100 (8.9) 

Where: 

• 𝑁𝑅𝑀𝑆𝐸௑ is the normalized root mean square error for parameter 𝑋 (%) 

• 𝑋௘௫௣ is the experimental parameter value  

• 𝑋௖௢௥ is the estimation from correlation parameter value 

• 𝑁௣௢௜௡௧௦ is the number of points in the experimental samples 
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Chapter 9  

Power and Energy computation 

The last step of this research consists in the maximum power point and energy estima-

tion from the weather condition (module irradiance and temperature). The graphical in-

terface and the software operation are presented in the next two section. 

9.1. Graphical interface for energy 

The graphical interface is designed to contain all the needed settings in the sim-

plest manner. Figure 9.1 shows the interface when the section is open.  

 
Figure 9.1: Picture of the graphical user interface tab for the power and energy 

computation 

The import/export section, in the upper part, works in the same way as the data prepro-

cessing, described in 6.1.1.  
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The settings for the Power and Energy computation procedure are grouped in two 

panels. The first panel, called “Select the correlation data”, gives the possibility to select 

the mat files with the optimization coefficient. These files are the output of the parame-

ters correlation procedure. The second panel, called “Settings”, gives the possibility to 

choose the maximum time between two consecutive power points in the integration of 

energy. Moreover, there is the possibility to choose the sensibility of the division among 

three types of days (sunny, partly cloudy, cloudy). 

9.2. Equation for Power and Energy computation 

The procedure receives as input an experimental set of data, the module datasheet 

information, and the correlation coefficients of each model. The experimental set of data 

can be different from the data imported for parameters and correlation analysis.  

The estimation of the power is calculated with the application of the correlation 

described in 8.2. The five parameters (i.e. 𝐼௣௛, 𝐼଴, 𝑛, 𝑅௦, 𝑅௦௛) are calculated from the coef-

ficients (i.e. 𝐼௣௛,ௌ்஼, 𝛼, 𝐼଴,ௌ்஼, 𝜒, 𝑎, 𝑏, 𝑐, 𝑅௦,ௌ்஼, 𝜆, 𝑅௦௛,ௌ்஼) for a given couple of irradiance 

and temperature (𝐺, 𝑇௖). Then, the parameters are used to draw the I-V curve and the 

maximum power point is found on the curve. After that, the power is calculated with 

the Osterwald method to compare the two approaches. The Osterwald equation [37] is 

reported below (9.1). 

 𝑃ை௦௧௘௥௪௔௟ௗ = 𝑃ௌ்஼ ⋅ 𝐺𝐺ௌ்஼ ⋅ ቆ1 + 𝛾100 ⋅ ൫𝑇௖ − 𝑇௖,ௌ்஼൯ቇ (9.1) 

Where 

• 𝑃ை௦௧௘௥௪௔௟ௗ is the power calculated by the Osterwald method (W) 

• 𝑃ௌ்஼  is the power in STC from the datasheet (W) 

• 𝛾 is the power thermal coefficients (% ⋅ Kିଵ) 

• 𝐺 is the module irradiance (W ⋅ mିଶ) 

• 𝑇௖ is the module temperature (K) 

• 𝐺ௌ்஼ is the irradiance in STC (i.e. 1000 W ⋅ mିଶ) 

• 𝑇௖,ௌ்஼ is the module temperature in STC (i.e. 298,15 K) 

The goodness of the power estimation may be assessed with the Normalized Root Mean 

Square Error (NRMSE) between the experimental power and the estimated ones. This 

computation is performed for each model using the same expression (9.2).  
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 𝑁𝑅𝑀𝑆𝐸௉ಾುು = ඨ∑ ൫𝑃ெ௉௉,௠௢ௗ௘௟ − 𝑃ெ௉௉,௘௫௣൯ଶே೛೚೔೙೟ೞ௜ୀଵ 𝑁௣௢௜௡௧௦∑ 𝑃ெ௉௉,௘௫௣ே೛೚೔೙೟ೞ௜ୀଵ𝑁௣௢௜௡௧௦
⋅ 100 (9.2) 

Where: 

• 𝑁𝑅𝑀𝑆𝐸௉ಾುು  is the normalized root mean square error on the power at MPP (%) 

• 𝑃ெ௉௉,௘௫௣ is the experimental power at MPP (W) 

• 𝑃ெ௉௉,௠௢ௗ௘௟ is the estimated power at MPP with the model under exam (W) 

• 𝑁௣௢௜௡௧௦ is the number of points in the dataset (-) 
The estimation of energy is computed with the integration in time of the maximum 

power point value. The integration is made by the rectangular rule (base multiplied for 

height) and the MPP is adopted as the midpoint of the integration (see Figure 9.2). Fur-

thermore, a maximum time step is imposed in order to avoid the integration on a large 

time step (e.g. lack of measurement acquisition, time between sunset and sunrise). The 

mathematical steps for calculating energy are reported in the following lines.  

 𝐸 = න 𝑝(𝑡) ⋅ 𝑑𝑡௧మ௧భ ≈ ෍ Δt୧∗ ⋅ 𝑃ெ௉௉,௜ே೟೚೟
௜ୀଵ  (9.3) 

Where: 

• 𝐸 is the energy in the considered period (i.e day, month, year, etc.) (J) 
• 𝑝(𝑡) is the power over the time (W) 

• 𝑁௧௢௧ is the number of curves in the time interval considered (-) 

• 𝑃ெ௉௉,௜ is the maximum power for each step (W) 

• Δt୧∗ is the integration time step used to compute the energy (s) 

 Δt୧∗ = ൝ Δ𝑡௜ Δ𝑡௜ ≤ Δ𝑡௠௔௫  Δ𝑡௠௔௫ Δ𝑡௜ > Δ𝑡௠௔௫ (9.4) 

Where: 

• Δ𝑡௜ is the computed time step by equation (9.5) (see Figure 9.2) (s) 

• Δ𝑡௠௔௫ is the maximum integration step admissible (s) 
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Figure 9.2: Computation of the integration time 

 

⎩⎪⎪⎨
⎪⎪⎧ Δ𝑡௜ = 𝑡௜ାଵ − 𝑡௜2 𝑖 = 1 Δ𝑡௜ = 𝑡௜ − 𝑡௜ିଵ2 + 𝑡௜ାଵ − 𝑡௜2 ∀𝑖 ≠ 1, 𝑁௧௢௧ Δ𝑡௜ = 𝑡௜ − 𝑡௜ିଵ2  𝑖 = 𝑁௧௢௧

 (9.5) 

Where: 

• Δ𝑡௜ is the computed time step by equation (9.5) (see Figure 9.2) (s) 

• 𝑡௜ is the time at the actual time instant (s) 

• 𝑡௜ିଵ is the time at the previous time instant (s)  

• 𝑡௜ାଵ is the time at the next time instant (s) 

The goodness of the energy estimation may be assessed with the percentage error be-

tween the experimental energy and the estimated ones. This computation is performed 

for each model using the expression (9.6). 

 𝐸𝑟𝑟ா = 𝐸௠௢ௗ௘௟ − 𝐸௘௫௣𝐸௘௫௣ ⋅ 100 (9.6) 

Where: 

• 𝐸𝑟𝑟ா is the percentage error on the energy (%) 

• 𝐸௘௫௣ is the experimental energy (J) 
• 𝐸௠௢ௗ௘௟  is the estimated energy with each model (J)  

Three types of days are identified to evaluate the power NRMSE and the energy 

percentage error. These days, divided according the sky profile, are sunny, partly 

cloudy, and cloudy days. Firstly, the sunny days should present a regular shape of the 
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irradiance during all day. These days are identified thanks to the sunny day filter de-

scribed in section 6.2.2. Secondly, the partly cloudy days may show a shape of the irra-

diance where it is possible to recognize the typical shape with some local minimum. 

These days are identified comparing the measured irradiance profile to the expected one 

from PVGIS data. Lastly, the cloudy days do not show any regular irradiance shape. 

These days are the ones that do not respect the sunny and partly cloudy criteria. 

Another division is made on the irradiance to evaluate the power NRMSE at three 

different irradiance levels: low, medium, and high. Low irradiance indicates 0 ≤ G < 400 

W/m², medium irradiance implies 400 W/m² ≤ G < 800 W/m², and high irradiance 

means 800 W/m² ≤ G < 1200 W/m². 
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Chapter 10  
Experimental data acquisition campaign 

The experimental data used in this thesis will be commented in this chapter. This 

thesis is partially developed during the exceptional circumstances caused by COVID-19 

pandemic outbreak. Consequently, the planned experimental campaign here involved 

could not be completed. Therefore, data from a previous experimental campaign carried 

out in 2012 is used to overcome the lockdown aftermaths. This campaign was conducted 

with a Sanyo HIT 240-HDE4 module.  

The HIT 240-HDE4 module’s specifications are reported in the Annex C. The mod-

ule was calibrated by the CIEMAT accredited laboratory before the beginning of the ex-

perimental campaigns. Table 10.1 and Table 10.2 reports the main specification from the 

manufacturer datasheet and the calibration certificate. The “CIEMAT lab” values are 

measured in STC inside a sun simulator while the “CIEMAT sun” values are actually 

measured with sun rays and reported in STC. 

Source 𝑃ெ௉௉ (W) 𝑉௢௖ (V) 𝐼௦௖ (A) 𝑉ெ௉௉ (V) 𝐼ெ௉௉ (A) 𝐹𝐹 (%) 

Manufacturer 240 43,6 7,37 35,5 6,77 - 

CIEMAT lab 233,3 42,24 7,54 32,29 7,23 73,3 

CIEMAT sun 239,1 42,62 7,42 - - 75,8 

Table 10.1: Specifications of the HIT module.  

Source 
Temperature coeff 𝑃ெ௉௉ (%/°C) 

Temperature coeff 𝑉௢௖ (V/°C) 

Temperature coeff 𝐼௦௖ (mA/°C) 

Manufacturer -0,30 -0,109 -2,21 

Table 10.2: Temperature coefficients of the HIT module. 

The experimental measurement campaign of HIT module was carried out between 

January and December 2012. Throughout these 12 months of measurement, the module 

was tested in different weather conditions and 21’362 measures were acquired (and only 

14’367 are reliable). A series of charts is reported in the next pages, in order to show the 

conditions in which the measures took place. The first analysis in Figure 10.1 is made to 

see the distribution of the most important weather conditions using the histogram 
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representations. The irradiation data were recorded at high GTI due to the sun tracking, 

especially into the ranges between 950 and 1100 W/m². Instead, the module temperature 

shows a more widespread tendency thanks to the full year campaign, mainly covering 

the ranges between 35 and 65 °C. Furthermore, a high quantity of measurements is rec-

orded under scattered air temperature, and low wind speed values (below 5 m/s).  

 

  
Figure 10.1: Density distribution of the main four environment conditions for HIT 

module. 

The next analysis in Figure 10.2 and Figure 10.3 concerns the irradiance and tem-

perature reliability because the module’s output power is mainly affected by these two 

quantities. Firstly, the irradiance from the pyranometers and the irradiance calculated 

from the short circuit current are compared. The result is shown in Figure 10.2. Then, the 

module temperature from the Pt100 probe and the temperature from the NOCT equation 

are compared. The result is shown in Figure 10.3. Moreover, some parts are white with-

out data because the information was not reliable, or the system did not work for mainte-

nance. 
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Figure 10.2: Irradiances during the year 

 
Figure 10.3: Temperatures during the year 

The parameters extraction is made on a limited dataset which only involves the 

use of 417 I-V curves. This dataset is composed of all the reliable I-V curves for parame-

ters extraction. Figure 10.4 shows the couples of irradiance and temperature of the I-V 

curves. 
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Figure 10.4: Irradiance and temperature of the I-V curves for parameters extraction 

The power validation is performed on a mismatch filtered dataset of 10630 curves. 

This data is obtained from the Global dataset with the application of mismatch detector 

(medium level). 

In summary, four datasets are used in this thesis: 

• Raw dataset with all the acquisition (21’362 I-V curves) 

• Global dataset with all the reliable data (14’367 I-V curves) 

• Mismatch filtered dataset (10’630 I-V curves) 

• Parameters extraction dataset (417 I-V curves) 
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Chapter 11  
Analysis of obtained results 

The analysis of the heterojunction with intrinsic thin layer module (HIT) will be 

presented in this chapter. The chapter is organized as follows. Firstly, the results of the 

parameter extraction are reported. Then, the founded correlations for each parameter 

are presented. At the end, the power and energy results are shown. The analysis is car-

ried out with two optimization methods, the Levenberg-Marquardt (LM) and Simulated 

Annealing and Nelder Med (SA-NM), to assess the goodness of each procedure. Gener-

ally, the LM results are marked in orange whereas the SANM in green, in order to sim-

plify the reading.  

11.1. Parameters extraction results 

The two optimization algorithms can find different sets of parameters. Nonphysi-

cal solutions, to be discarded, are present in this set of parameters. Therefore, the final 

results can be slightly different. In the case under study, 417 sets of parameters are elab-

orated for both the LM and SA-NM algorithm. Then, the LM algorithm leads to a set of 

357 feasible curves while the SA-NM method leads to a set of 335 feasible curves. The 

results of the parameters extraction with the five parameters model are reported and 

discussed in this section. 

The first analysis in Figure 11.1 presents a set of I-V curves at different irradiance. 

This figure shows the experimental points and their trend line. Moreover, the trend line 

is drawn using the extracted parameters of the LM algorithm.  
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Figure 11.1: I-V curves experimentally measured (dots) and trend estimated with the 

LM parameters 

The Levenberg-Marquardt algorithm correctly fits the experimental data in all the exam-

ined conditions. The NRMSE is a good benchmark value to define the efficiency of the 

fitting. The NRMSE value for this set of data ranges from 0,15% to 0,46% using the LM 

algorithm. The extraction with Simulated Annealing and Nelder-Mead algorithm leads 

to similar results. Therefore, the SA-NM graph is not shown. Finally, The NRMSE value 

ranges from 0,36% to 0,55% using the SA-NM method.  

The second analysis in Figure 11.2 and Figure 11.3 shows the error distribution at 

the maximum power point for the LM and SA-NM algorithms. An analysis dedicated to 

MPP is performed because this point is the most important in the I-V curve for the energy 

estimation. In fact, a PV generator is usually equipped with a maximum power point 

tracking technique.  

0 10 20 30 40 50
Voltage (V)

0

2

4

6

8

10
C

ur
re

nt
 (A

)

G = 546 W/m2, Tc = 14.7 °C
G = 625 W/m2, Tc = 27.9 °C

G = 749 W/m2, Tc = 24.5 °C
G = 820 W/m2, Tc = 32.8 °C

G = 913 W/m2, Tc = 46.7 °C
G = 984 W/m2, Tc = 51.9 °C

G = 1048 W/m2, Tc = 51.6 °C



Chapter 11: Analysis of obtained results 

121 

 
Figure 11.2: Distribution of the error at MPP for curves traced with LM method 

Figure 11.2 shows that the error at the maximum power point is concentrated in a range 

of less than 0,4% for the LM algorithm. Besides, it can be observed that most of the curves 

have an error of 0,3%. These data show that the extraction is carried out correctly.  

  
Figure 11.3: Distribution of the error at MPP for curves traced with SA-NM method 

Figure 11.3 shows that the error at the maximum power point is concentrated in a range 

of less than 0,5% for the SA-NM algorithm. Besides, it can be observed that most of the 
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curves have an error of 0,4%. This method also leads to correct values, but the error is 

slightly greater than in the LM.  

The latest comparison of the algorithms in the context of parameter extraction con-

cerns the computation times. 

 
Figure 11.4: Average time to extract the five parameters 

Figure 11.4 shows that the average time to optimize the parameters is similar for the two 

methods. However, the LM algorithm benefits from the MATLAB Parallel Computing 

Toolbox while the SA-NM does not use this toolbox. Even if the LM is better from the 

parameter extraction, the SA-NM is better in terms of the computational effort.  

The next section shows the graph of the extracted parameters together with the 

relative correlation. 

11.2. Parameters correlations results 

The correlations estimate how the five parameters vary with respect to the irradi-

ance and cell temperature. The trend of each parameter is graphically presented for both 

optimization methods in the following pages. Here, the term “experimental” in the leg-

ends indicates the points found after applying the two methods. Besides, the term “cor-

relation” indicates points out the trend that showing the correlation found. The param-

eters are represented in the following order: photogenerated current, diode saturation 

current, diode ideality factor, series resistance and shunt resistance. 
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Firstly, the photogenerated current (𝐼௣௛) presents a main dependence on the irra-

diance. It can be observed that the dependence on cell temperature is negligible. In ad-

dition, the correlation equation comes from the equation (8.1). The 𝐼௣௛,ௌ்஼ coefficient is 

optimized by the correlation while the 𝛼 is taken from the manufacturer datasheet. Fi-

gure 11.5 and Figure 11.6 clearly show the irradiance tendence respectively for LM and 

SA-NM methods.  

 
Figure 11.5: 𝐼௣௛ tendency with irradiance (LM algorithm) 

 𝐼௣௛ = 𝟕, 𝟑𝟓 ⋅ ቀ1 + ൫0,3 ⋅ 10ିଷ ⋅ (𝑇௖ − 298)൯ቁ ⋅ 𝐺1000 (11.1) 

The orange dots show the 𝐼௣௛ values from the LM optimization (i.e. experimental) while 

the blue line shows the trend of the correlation in (11.1). The goodness of the correlation 

is confirmed by the NRMSE value of 1,50%.  
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Figure 11.6: 𝐼௣௛ tendency with irradiance (SA-NM method) 

 𝐼௣௛ = 𝟕, 𝟑𝟔 ⋅ ቀ1 + ൫0,3 ⋅ 10ିଷ ⋅ (𝑇௖ − 298)൯ቁ ⋅ 𝐺1000 (11.2) 

The green dots show the 𝐼௣௛ values from the SA-NM optimization (i.e. experimental) 

while the blue line shows the trend of the correlation in (11.2). The goodness of the cor-

relation is confirmed by the NRMSE value of 1,46%. However, the correlation on SA-

NM data is slightly better than the one on LM data.  
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Secondly, the diode saturation current (𝐼଴) presents only a dependence on the cell 

temperature. The correlation equation comes from the equation (8.5). The 𝐼଴,ௌ்஼ and 𝜒 

coefficients are optimized by the correlation. Figure 11.7 and Figure 11.8 visibly show 

this tendence. 

 
Figure 11.7: 𝐼଴ tendency with temperature (LM algorithm) 

 𝐼଴ = 𝟐, 𝟐𝟓 ⋅ 𝟏𝟎ି𝟕 ⋅ ൬ 𝑇𝑐298൰ଷ ⋅ exp ቆ𝟎, 𝟔𝟏 ⋅ ቆ𝐸௚,ௌ்஼𝑇ௌ்஼ − 𝐸௚(𝑇௖)𝑇௖ ቇ ⋅ 1𝑘஻ ቇ (11.3) 

The orange dots indicate the 𝐼଴ values from the LM optimization (i.e. experimental) while 

the blue line shows the trend of the correlation in (11.3). The goodness of the correlation 

is confirmed by the NRMSE value of 16,2%. Moreover, this value is typical for the diode 

saturation current correlation. 

10 20 30 40 50 60 70
Temperature (°C)

0

1

2

3

4

5

6

7

8

9 10-6Experimental I0 vs Correlation Prediction (LM method)

I0 experimental

I0 correlation

NRMSEI0 = 16.2%



Chapter 11: Analysis of obtained results 

126 

 
Figure 11.8: 𝐼଴ tendency with temperature (SA-NM method) 

 𝐼଴ = 𝟐, 𝟒𝟔 ⋅ 𝟏𝟎ି𝟕 ⋅ ൬ 𝑇௖298൰ଷ ⋅ exp ቆ𝟎, 𝟔𝟎 ⋅ ቆ𝐸௚,ௌ்஼𝑇ௌ்஼ − 𝐸௚(𝑇௖)𝑇௖ ቇ ⋅ 1𝑘஻ ቇ (11.4) 

The green dots show point out the 𝐼଴ values from the SA-NM optimization (i.e. experi-

mental) while the blue line shows the trend of the correlation in (11.4). The goodness of 

the correlation is confirmed by the NRMSE value of 15,0%. However, the correlation on 

SA-NM data is slightly better than the one on LM data. 

 

Thirdly, the diode ideality factor (𝑛) presents low variation with irradiance and 

cell temperature. The correlation equation comes from the equation (8.6). In addition, 

the 𝑎, 𝑏 and 𝑐 coefficients are optimized by the correlation. Figure 11.9 and Figure 11.10 

evidently show the irradiance and temperature tendencies respectively for LM and SA-

NM methods. 
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Figure 11.9: 𝑛 tendency with irradiance and temperature (LM algorithm) 

 𝑛 = 𝟏, 𝟒𝟔 + 𝟖, 𝟒𝟕 ⋅ 𝟏𝟎ି𝟓 ⋅ 𝐺 + 𝟑, 𝟐𝟗 ⋅ 𝟏𝟎ି𝟒 ⋅ 𝑇௖ (11.5) 

The orange dots highlight the 𝑛 values from the LM optimization (i.e. experimental) 

while the blue line shows the trend of the correlation in (11.5). The goodness of the cor-

relation is confirmed by the NRMSE value of 0,642%. Finally, this value is typical for the 

diode ideality factor correlation. The ideality factor shows an increase tendency with 

both irradiance and temperature. 
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Figure 11.10: 𝑛 tendency with irradiance and temperature (SA-NM method) 

 𝑛 = 𝟏, 𝟒𝟖 + 𝟒, 𝟔𝟏 ⋅ 𝟏𝟎ି𝟓 ⋅ 𝐺 + 𝟑, 𝟑𝟔 ⋅ 𝟏𝟎ି𝟒 ⋅ 𝑇௖ (11.6) 

The green dots show the 𝑛 values from the SA-NM optimization (i.e. experimental) while 

the blue line represents the trend of the correlation in (11.6). The goodness of the corre-

lation is confirmed by the NRMSE value of 0,604%. However, the correlation on SA-NM 

data is slightly better than the one on LM data. Moreover, the dependence is similar in 

irradiance and temperature. Therefore, two 3D plots are used to understand the double 

dependency on irradiance and temperature and they are proposed in Annex D. 
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Fourthly, the series resistance (𝑅௦) shows variation with irradiance and cell tem-

perature. The correlation equation comes from the equation (8.7). The 𝑅௦,ௌ்஼ and 𝜆ோೞ  co-

efficients are optimized by the correlation. Figure 11.11 and Figure 11.12 evidently report 

the irradiance and temperature tendencies respectively for LM and SA-NM methods. 

 

 
Figure 11.11: 𝑅௦ tendency with irradiance and temperature (LM algorithm) 

 𝑅௦ = 𝟎, 𝟏𝟖𝟓 ⋅ 𝑇௖𝑇௖,ௌ்஼ ⋅ ൬1 − (−𝟎, 𝟎𝟕𝟎) ⋅ log ൬ 𝐺𝐺ௌ்஼൰൰ (11.7) 
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The orange dots show the 𝑅௦ values from the LM optimization (i.e. experimental) while 

the blue line shows the trend of the correlation in (11.7). The goodness of the correlation 

is confirmed by the NRMSE value of 3,24%. This value is typical for the series resistance 

correlation. The series resistance shows an increase tendency with both irradiance and 

temperature. 

 

 
Figure 11.12: 𝑅௦ tendency with irradiance and temperature (SA-NM method) 

 𝑅௦ = 𝟎, 𝟏𝟗𝟎 ⋅ 𝑇௖𝑇௖,ௌ்஼ ⋅ ൬1 − (−𝟎, 𝟏𝟏𝟒) ⋅ log ൬ 𝐺𝐺ௌ்஼൰൰ (11.8) 
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The green dots show the 𝑅௦ values from the SA-NM optimization (i.e. experimental) 

while the blue line represents the trend of the correlation in (11.6). The goodness of the 

correlation is confirmed by the NRMSE value of 3,15%. However, the correlation on SA-

NM data is slightly better than the one on LM data. It is important to highlight that the 

dimensionless coefficient 𝜆 is negative. This is confirmed in the experimental data, where 

the series resistance increase with irradiance and temperature. Moreover, the depend-

ence is similar in irradiance and temperature. Therefore, two 3D plots (LM and SA-NM) 

are used to understand the double dependency in irradiance and temperature and they 

are proposed in Annex D.  

Finally, the shunt resistance (𝑅௦௛) shows variation with irradiance and cell temper-

ature. The correlation equation comes from the equation (8.8)(8.1). The 𝑅௦௛,ௌ்஼ coefficient 

is optimized by the correlation. Figure 11.13 and Figure 11.14 illustrate the irradiance 

tendency respectively for LM and SA-NM methods. 

 
Figure 11.13: 𝑅௦௛ tendency with irradiance (LM algorithm) 

 𝑅௦௛ = 𝟏𝟔𝟓𝟓 ⋅ 𝐺ௌ்஼𝐺  (11.9) 

The orange dots indicate the 𝑅௦௛ values from the LM optimization (i.e. experimental) 

while the blue line highlights the trend of the correlation in (11.9). Besides, the plot shows 
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a scattered tendency. This tendency is typical for the shunt resistance because this pa-

rameter has little influence in the optimization process if big enough. Therefore, the 

NRMSE value of 49,0% is acceptable.  

 
Figure 11.14: 𝑅௦ tendency with irradiance (SA-NM method) 

 𝑅௦௛ = 𝟏𝟒𝟓𝟑 ⋅ 𝐺ௌ்஼𝐺  (11.10) 

The green dots show represent the 𝑅௦௛ values from the SA-NM optimization (i.e. exper-

imental) while the blue line indicates the trend of the correlation in (11.10)(11.6). The 

correlation shows the NRMSE value of 49,2%. However, the correlation on LM data is 

slightly better than the one on SA-NM data. 

The correlation coefficients (i.e. 𝐼௣௛,ௌ்஼, 𝛼, 𝐼଴,ௌ்஼, 𝜒, 𝑎, 𝑏, 𝑐, 𝑅௦,ௌ்஼, 𝜆, 𝑅௦௛,ௌ்஼) found 

are reported in Table 11.1.  
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Correlation coefficients LM method SA-NM method 𝐼௣௛,ௌ்஼ (A) 7,35 7,36 𝛼 (%/K) 0,0300 0,0300 𝐼଴,ௌ்஼ (A) 2,25 ⋅ 10ି଻ 2,25 ⋅ 10ି଻ 𝜒 (-) 0,61 0,60 𝑎 (-) 1,46 1,48 𝑏 (Wିଵ ⋅ mଶ) 8,47 ⋅ 10ିହ 4,61 ⋅ 10ିହ 𝑐 (Cିଵ) 3,29 ⋅ 10ିସ 3,36 ⋅ 10ିସ 𝑅௦,ௌ்஼ (Ω) 0,185 0,190 𝜆ோೞ (-) -0,070 -0,114 𝑅௦௛,ௌ்஼ (Ω) 1655 1453 

Table 11.1: Correlation coefficients for the Sanyo HIT module 

It is important to say that both extraction procedures lead to similar results and NRMSE 

errors. These errors are reported in Figure 11.15 for each parameter. Although some er-

rors may seem significant, it is necessary to consider that the correlations’ mathematical 

model used has approximations. In particular, the study is conducted on a photovoltaic 

module made up of 60 cells that can have slightly different behaviors.  

 
Figure 11.15: NRMSE for each parameters correlation 
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The last analysis on the results of the correlation consists in redrawing the experi-

mental I-V curve with the found correlations. Figure 11.16 shows the seven experimental 

I-V curves of Figure 11.1 compared to the respective approximations found with the cor-

relations. 

 
Figure 11.16: I-V curves experimentally measured (dots) and trend estimated with the 

correlation (LM method) 

The model trends fit the experimental I-V curve with a good approximation for all the 

levels of irradiance.  

11.3. Power validation and Energy computation 

results 

The maximum power experimental data are compared to the maximum power es-

timated data from the three models (i.e. LM, SA-NM, and Osterwald). This comparison 

is performed in three ways.  

 The first analysis is performed on a single day. Figure 11.17 shows the shape of 

the power during a day. On the one hand, the LM and the SA-NM methods provide a 
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central hour. In particular, the LM method presents a NRMSE value of 2,3% while the 

SA-NM method presents a NRMSE value of 2,2% for that day. On the other hand, the 

Osterwald method overestimates even more the experimental data. In this case, the 

NRMSE value is 3%. In summary, the use of the proposed correlation method leads to a 

reduction of the NRMSE, compared to the Osterwald method, evaluable in 27%.  

 
Figure 11.17: Comparison of power estimation for one day.  

LM and SA-NM model are overlapped 

The second analysis is performed graphically in Figure 11.18. This figure shows 

how the three models overlap the experimental validation dataset in black. This valida-

tion dataset (i.e. 10’360 curves) is extracted from the full dataset (i.e. 14’367 curves) by 

the application of the mismatch filter with medium tolerance. The Osterwald model pre-

sents an overestimation of the power at high irradiance. This behavior agrees with what 

is widely studied in the literature [38]. The LM and SA-NM models cover better the ex-

perimental point at high irradiance, but they also present an overestimation. Besides, the 

LM and SA-NM estimations show similar results. Moreover, it is important to report 

that the power is slightly influenced by the module temperature. Therefore, the temper-

ature influence leads to sparse power value for each irradiance.  
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Figure 11.18: Power at different irradiance, experimental value vs the three models 

(Osterwald in blue, LM in orange, SA-NM in green) 

The third analysis consists in the computation of the NRMSE between the experi-

mental and estimated power of each model. This analysis is performed on the same val-

idation dataset of the previous analysis. Figure 11.19 shows the NRMSE comparison 

among the three models for all types of days (i.e. global), sunny days, partly cloudy days, 

and cloudy days (see section 9.2). The SA-NM model is the best in each condition because 

there is a global error of 5,0%; however, the error increases up to 5,3% on cloudy days 

and up to 5,1% on partly cloudy days. Besides, the error decreases up to 4,9% on sunny 

days. The LM model presents a global error of 5,3%, however the error rises up to 5,8% 

on cloudy days. The Osterwald model shows a global error (5,8%), higher than the ones 

in the LM and SA-NM models. Besides, the Osterwald model error falls up to 5,4% on 

cloudy days. 
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Figure 11.19: NRMSE values on estimated power at MPP (division by day type) 

Figure 11.20 shows the power NRMSE for three different levels of irradiance. In partic-

ular, low irradiance indicates 0 ≤ G < 400 W/m², medium irradiance implies 400 W/m² 

≤ G < 800 W/m², and high irradiance means 800 W/m² ≤ G < 1200 W/m². The LM and 

SA-NM models works well at high irradiance with a NRMSE of 5,0% and 4,8% respec-

tively, while the Osterwald method is the best model at medium and low irradiance with 

a NRMSE of 3,4% and 6,3%. Globally, the LM and SA-NM models perform better results 

than the Osterwald model. This is due to the fact that the LM and SA-NM models work 

well at high irradiance conditions where most of the measures are collected. 

 

 
Figure 11.20: NRMSE values on estimated power at MPP (division by irradiance) 
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The last analysis is performed on the error on energy estimation. The global dataset 

(i.e. 14’367 curves) is used to perform this analysis. Figure 11.21 shows the percentage 

error on the energy produced during the year. The LM model is the best in terms of 

energy error in each condition because it has a global error of 3,4%, besides the error 

decreases up to 3,3% on partly cloudy days and up to 1,4% on cloudy days. Moreover, 

the error increases up to 3,9% on sunny days.  

 
Figure 11.21: Percentage error on estimated energy 
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Chapter 12  
Conclusions 

The performance of PhotoVoltaic (PV) generators can be described by an equiva-

lent circuit with a variable number of parameters, which are, generally, assumed con-

stant. However, the knowledge of their dependence with respect to irradiance and cell 

temperature allows to predict the generated power of photovoltaic arrays in any weather 

condition. This work is part of a joint activity between Politecnico di Torino and the 

Universidad de Jaén (Spain): the first part of the thesis has been performed in Politecnico 

di Torino, while the second activity of the thesis has been developed in Universidad de 

Jaén. 

In the first part of the thesis, an ad hoc Graphical User interface (GUI) is developed 

in MATLAB ambient to analyze wide experimental datasets of PV generators. In partic-

ular, the tool allows to perform four operations: the preprocessing of the dataset; the 

extraction of the circuit parameters; the identification of equations, aiming to describe 

the dependence of each parameter with respect to irradiance and cell temperature; and 

the comparison between experimental energy and the predicted value with several 

methods. The experimental data may be affected by measurement errors or PV genera-

tors may work in mismatch conditions due to shadowing or other issues. Therefore, the 

preprocessing step removes problematic measurements by applying proper filters. In 

the parameters extraction step, the parameters are numerically determined starting from 

the filtered measurements. The GUI allows to identify the circuit parameters using up to 

two circuit models and three numerical algorithms. The third step of the analysis regards 

the identification of the dependence of circuit parameters with respect to cell tempera-

ture and irradiance. In particular, the most common equations in literature are assumed 

as the reference and a nonlinear optimization of specific coefficients is performed. Fi-

nally, the generated energy during the experimental campaign is compared to the pre-

dicted value by several methods. The GUI permits to estimate PV energy using theoret-

ical models and the optimized equations: in fact, starting from the knowledge of the pa-

rameters, the current-voltage (I-V) curve can be traced at each time step and the corre-

sponding maximum power is identified. 



Chapter 12: Conclusions 

140 

In the second part of the thesis, the GUI is applied to a high efficiency Heterojunc-

tion with Intrinsic Thin layer (HIT) module with rated power of 240 W. For this module, 

417 I-V curves are selected for the parameters extraction. The remaining data are ex-

cluded due to different factors (measurement errors, mismatch conditions, high wind 

speed). The performance of the photovoltaic module is described by the single diode 

model, which is an equivalent circuit consisting of five parameters. Then, the extraction 

procedure is performed using two optimization methods: the Levenberg-Marquardt 

(LM) and the Simulated Annealing/Nelder-Mead (SA-NM) algorithms. Moreover, two 

additional filters are applied to the results of the parameters extraction in order to ex-

clude the parameters sets leading to a high error in the Maximum Power Point (MPP). 

In particular, a set of 357 curves is obtained with the LM algorithm, while the resulting 

curves of the SA-NM method are 335. The largest error on the MPP with LM dataset is 

0,4% while it increases up to 0,5 % with the SA-NM. Starting from these two datasets, 

the equations describing the dependence of each parameter with respect to irradiance 

and cell temperature are identified. The correlations show similar results to the analyzed 

datasets. Regarding the most important parameters, the photogenerated current and the 

series resistance present, respectively, a Normalized Root Mean Square Error (NRMSE) 

of 1,5% and 3% for both the datasets, while the NRMSE of the reverse saturation current 

ranges between 15% (SA-NM) and 16% (LM). In the last part of the analysis, a compari-

son between the experimental energy and the predicted value with optimized equations 

is performed. Moreover, the proposed correlations are compared to the Osterwald 

Model (OM), which is the simplest and most common theoretical model used in litera-

ture to predict PV production. The results show that the LM equations predict PV energy 

with the lowest error, providing a deviation from experimental data of 3,4%, while the 

SA-NM and the OM results exhibit, respectively, an error of 3,6% and 5,5%. 
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Annex A  

Technical datasheet of measurement 

equipment 
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A.1 Technical datasheet Agilent 34411A 

Multimeters 
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A.2 Technical datasheet Agilent 34970A Datalogger 
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A.3 Technical datasheet Agilent 34901A 20-Channel 

General Purpose Multiplexer 
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A.4 Technical datasheet Agilent 34907A Digital 

Multifunction Module 
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A.5 Technical datasheet Kipp and Zonnen CMP11 

Pyranometer 
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A.6 Technical datasheet Kipp and Zonnen CHP1 

Pyrheliometer 
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A.7 Technical datasheet Eko MS-700 

Spectroradiometer 
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A.8 Technical datasheet Tri-band Spectro-

Heliometer IES-UPM ICU-3J24 
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A.9 Technical datasheet Young 05305VM 

anemometer 
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A.10 Technical datasheet Young 41382VC Relative 

Humidity and Temperature Probe 
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A.11 Technical datasheet Vaisala BAROCAP PTB110 

barometer 
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A.12 Technical datasheet BSQ D150/6 Solar 2-axes 

tracker 
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Annex B  

Evaluation of tolerance on measure 

An evaluation on measurement uncertainty is proposed in this section, according 

to [39]. 

B.1 Uncertainty on voltage measure 

Voltage of the I-V curve is measured directly with an Agilent 34411A multimeter. 

The uncertainty on voltage measure can be calculated as equation (12.1). 

 𝑈௏ = 2ඨ൬ 𝑅௏2௡ ∙ √12൰ଶ + ൬𝑒௏√3൰ଶ + ൬𝑈஼௏2 ൰ଶ  (12.1) 

Where: 

• 𝑉௥௘௔ௗ  is the reading voltage 

• 𝑅௏ is the multimeter range (𝑅௏ = 100 𝑉) 

• 𝑛 is the number of bits of the analog-to-digital converter: 

Integration Time 

(NPLC) 

Number of bits 

(n) 

0,02 15 

0,2 18 

1 20 

2 21 

10 24 

100 26 

 

• 𝑒௏ is the accuracy of the instruments: 

 𝑒௏ = 0,000040 ∙ 𝑉௥௘௔ௗ + (0,000006 + 𝐴) ∙ 𝑅௏  (12.2) 

 𝐴 is obtained from this table: 
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Integration Time 

(NPLC) 

Resolution  

(A) 

0,0015 30·10-6 

0,0025 15·10-6 

0,006 6·10-6 

0,02 3·10-6 

0,06 1,5·10-6 

0,2 0,7·10-6 

1 0,3·10-6 

2 0,2·10-6 

10 0,1·10-6 

100 0,03·10-6 

 

• 𝑈஼௏ came from the calibration certificate 

B.2 Uncertainty on current intensity measure 

Current intensity of the I-V curve is measured indirectly through the measure of 

the voltage drop across shunt calibrated resistor. The shunt resistor is 10 A – 150 mV 

(𝑅௦௛௨௡௧ = 15 𝑚𝛺) of class 0,5. The uncertainty on current measure can be calculated as 

equation (12.3). 

 𝑈ூ = 2ඨ൬ 1𝑅௦௛௨௡௧൰ଶ ∙ 𝑈ூ௏ଶ + ቆ−𝑉௥௘௔ௗ𝑅௦௛௨௡௧ଶ ቇଶ ∙ 𝑈ூோଶ  (12.3) 

 

with: 

 𝑈ூ௏ = 2ඨ൬ 𝑅௏2௡ ∙ √12൰ଶ + ൬𝑒௏√3൰ଶ + ൬𝑈஼௏2 ൰ଶ  (12.4) 

 𝑈ூோ = ௖௟௔௦௦ଵ଴଴ ∙ 𝑅௦௛௨௡௧ = ଴,ହଵ଴଴ ⋅ 0,015 = 0,000075 𝛺   

Where: 

• 𝑉௥௘௔ௗ  is the reading voltage 

• 𝑅௏ is the multimeter range (𝑅௏ = 1 𝑉) 
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• 𝑛 is number of bits of the analog-to-digital converter: 

Integration Time 

(NPLC) 

Number of bits 

(n) 

0,02 15 

0,2 18 

1 20 

2 21 

10 24 

100 26 

 

• 𝑒௏ is the accuracy of the instruments: 

 𝑒௏ = 0,000040 ∙ 𝑉௥௘௔ௗ + (0,000006 + 𝐴) ∙ 𝑅௏  (12.5) 

 𝐴 is obtained from this table: 

Integration Time 

(NPLC) 

Resolution  

(A) 

0,0015 30·10-6 

0,0025 15·10-6 

0,006 6·10-6 

0,02 3·10-6 

0,06 1,5·10-6 

0,2 0,7·10-6 

1 0,3·10-6 

2 0,2·10-6 

10 0,1·10-6 

100 0,03·10-6 

 

• 𝑈஼௏ came from the calibration certificate 

B.3 Uncertainty on irradiance measure 

Irradiance is measured with pyranometer that provides as output a voltage line-

arly proportional to the measured irradiance. The calibration constant is provided in the 

calibration certificate. The uncertainty on irradiance measure can be calculated as equa-

tion (12.6). 
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 𝑈ீ = 2 ∙ ⎷⃓⃓⃓⃓
⃓⃓⃓⃓ለ൬𝑈௏ಷು2 ∙ 𝑆൰ଶ + ൬𝑈஼ ⋅ 𝐺 2 ⋅ 𝑆஼ ൰ଶ + ൬𝑈஽ோ ⋅ 𝐺 √3 ൰ଶ + ൬𝑈ௌௌ ⋅ 𝐺 √3 ൰ଶ + ൬𝑈்஽ ⋅ 𝐺 √3 ൰ଶ +

+ ൬𝑈ே௅ ⋅ 𝐺 √3 ൰ଶ + ൬𝑈்ோ ⋅ 𝐺 √3 ൰ଶ + ൬𝑈ேௌ ⋅ 𝐺 √3 ൰ଶ + ൬𝑈்஼ √3 ൰ଶ + ൬𝑈ோ் √3 ൰ଶ  (12.6) 

Where: 

• 𝐺 is the value of the measured irradiance (𝐺 = ௏ಷುௌ ) 

• 𝑉ி௉ is the voltage value measured by the instrument (Datalogger) 

• 𝑈௏ಷು  is the uncertainty on the 𝑉ி௉ (𝑈௏ಷು = ) 

• 𝑆 is the sensitivity of the pyranometer from calibration certificate  

 (𝑆 = ଵଽହଶସ଺ = 0,00001049912 ௏ೈ೘మ ) 

• 𝑈஼ is the uncertainty on the calibration pyranometer sensitivity 

• 𝑆஼ is the sensitivity of the calibration pyranometer from calibration certificate  

• 𝑈஽ோ is the directional response error from the calibration certificate (as a tabular 

function of the angle of incidence (𝐴𝑂𝐼) 

• 𝐴𝑂𝐼 is the angle of incidence and it could be calculated from the latitude, date 

and tilt 

• 𝑈ௌௌ is the Spectral selectivity from manufacturer datasheet (𝑈ௌௌ = 0,03) 

• 𝑈்஽ is the maximum temperature dependence from manufacturer datasheet 

(𝑈்஽ = 0,01) 

• 𝑈ே௅ is the non-linearity of the pyranometer from manufacturer datasheet 

(𝑈ே௅ = 0,002) 

• 𝑈்ோ is the tilt response of the pyranometer from manufacturer datasheet (𝑈்ோ =0,002) 

• 𝑈ேௌ is the non-stability of the pyranometer from manufacturer datasheet (𝑈ேௌ =0,005) 

• 𝑈்஼ is the uncertainty due to the change in temperature from manufacturer 

datasheet  

(𝑈்஼ = 7 ௐ௠మ) 

• 𝑈ோ் is the uncertainty due to the radiative transfer to the atmosphere from man-

ufacturer datasheet (𝑈ோ் = 2 ௐ௠మ) 
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B.4 Uncertainty on module temperature measure 

The module temperature is measured with a resistance temperature detector 

(RTD). The RTDs are composed of pure material, typically platinum, nickel, or copper. 

Each material has an accurate resistance/temperature relationship which is used to pro-

vide an indication of temperature. In this case a Pt100 sensor is used (TCR 0,00385 

Ω/Ω/°C). The uncertainty on temperature measure can be calculated as equation (12.7). 

 𝑈் = 2 ⋅ ඨ൬𝑇௠௔௫ − 𝑇௠௜௡2௡ ⋅ √12 ൰ଶ + 𝑢஺ଶ + ቀ𝑢஺4 ቁଶ + ൬𝑈௉௧ଵ଴଴√3 ൰ଶ + ൬𝑈஼ை்√3 ൰ଶ
 (12.7) 

Where: 

• 𝑇௠௔௫ and 𝑇௠௜௡ are the temperature range extreme of the ADC (𝑇௠௔௫ =°𝐶 | 𝑇௠௜௡ = °𝐶) 

• 𝑛 is the number of bits of the ADC  

• 𝑢஺ is the temperature accuracy of the ADC 

• 𝑈௉௧ଵ଴଴ is the tolerance of the Pt100 sensor, in our case of class B Pt100, is given 

by this expression: 

 𝑈௉௧ଵ଴଴ = 5,0 ⋅ 10ିଷ ⋅ |𝑇ெ| + 3,0 ⋅ 10ିଵ (12.8) 

• 𝑈஼ை் is the uncertainty connected to the cell-to-backskin temperature drop sys-

tematic error and the relative correction 
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Annex C  

Datasheet of Sanyo HIT-240HDE4 module 
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Annex D  

Additional 3D plot of the parameters 

correlations results 
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