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“Computers are incredibly fast, accurate, and stupid. Human
beings are incredibly slow, inaccurate, and brilliant. Together
they are powerful beyond imagination.”
Albert Einstein
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Abstract

Gold nanorods represent an interesting object of study due to their appli-

cations in the nanoscale world because of their physical properties and size.

The nanorods are used in organized structures called assemblies. Many are

the fields in which these materials are used: in medicine, due to the small size,

nanorods take part during non-invasive treatments for targeted therapies, for

example to kill cancerous cells. In micro and nano robots gold nanorods con-

stitute the fundamental part of the powering for the movimentation, while

in chemistry and biology the nanorods are used to recognize molecules and

organic structures. Experimental work was conduced in Limerick Univer-

sity about gold nanorods coated with Mercaptosuccicic Acid ligands. The

functionalized nanorods were immersed in four solvents: anhydrous toluene,

chlorobenzene, n-hexane and cyclohexane and different assemblies were ob-

tained according with the solvent used. In this work the behaviour of Mer-

captosuccicic Acid solvated in polar and non-polar solvents is investigated

using Molecular Dynamics simulations. First at all, the anhydrous toluene,

chlorobenzene, n-hexane and cyclohexane molecules were modelled accord-

ing with the opls-aa force field and water SPC/E model was chosen as polar

solvent. MD simulations of boxes containing only one type of solvent were
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carried out and the results were compared with literature data. The inter-

actions between one Mercaptosuccicic Acid molecule and the solvents were

studied computing the Coulomb and Lennard-Jones energies. The ligand-

solvent interactions resulted to be much higher in case of solvation in polar

solvent. Thirty-two configurations were created using Packmol in order to

understand how two ligand molecules could interact depending on their dis-

tance and the solvent used. Within these configurations, one ligand molecule

was kept fixed in space, while the other was shifting along the z-axis di-

rection. The boxes were then filled with the polar and non-polar solvents

and simulated. The Coulomb and Lennard-Jones energies were extracted

and the potential of mean force (PMF) was computed from the mean forces

calculation using the trapezoidal rule. The comparison between these en-

ergies showed that entropic effects were given by solvent molecules located

between the two ligands, screening their interactions. In particular, more

intense screening was given by water molecules. Simulations conduced in

presence of electric field proved that the screening effect was reduced by the

electric influence. With the purpose of better understanding the Mercapto-

succinic Acid behaviour in polar and non polar solvents, further analysis can

be carried on. MD simulations of two line of bonded ligands can explain how

the interactions results in different assemblies. Entire coated nanorods can

be simulated with the coarse-graining approach in order to define a model

according which the nanorods form assemblies.
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Chapter 1

Introduction

1.1 State of the art

In the last decades several studies have been conduced about the assembly

of gold nanorods. The nanorods size ranges typically between 1 and 100

nanometers, and it represents a non expensive material that can be used for

applications in nanorobots, sensors and medical fields.

In medicine nanorods are particularly appreciated for their size that al-

lows non-invasive treatments through targeted therapies. In particular, the

nanorods can be used for localized thermal therapy: during this process, the

nanorods, due to their high surface aspect ratio and gold composition, are

able to convert light absorption to heat through a process called plasmonic

heating. With this method it is possible to raise the temperature over 43°C

and kill cancerous cells [1].

The miniaturization of robots to the micro and nano scale brought issues

regarding powering the control, sensing and actuation. In particular, the use

of micro robots for minimal invasive medical purpose require a locomotion
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1 – Introduction

in fluid environment [2], that can be carried on through the usage of chiral

nanoparticles. More in detail, thanks to the plasmonic heating previously

mentioned, the nanoparticles are able to activate thermo-responsive polymers

that, through repetitive shape deformation, determine the motion of the

micro robots [1].

Gold nanorods are used in chemical sensing to recognise small molecules, such

as H+, Cl-, K+, Fe3+, Cu2+, through optical changes induced by aggrega-

tion. In biological sensing it is possible to individuate amino acids, peptides,

DNA, proteins and toxins with the usage of the Frequency Resonance Energy

Transfer (FRET). In this method nanorods aggregate to the target structure

and, since the light absorbed by the nanorods quench the fluorescence, it is

possible to individuate the desired particles [3].

In 2012, Wurtzite nanorods, thiol capped, have been assembled in 3D ordered

clusters in the Material and Surface Science Institute and Departemnt of

Chemical and Enviromental Sciences in SFI-Strategic Research Cluster in

Solar Energy Research, in University of Limerick, Irland. Researchers stated

that these structures were not toxic, had high radiation stability and high

absorption coefficients. Furthermore, this study showed that the formation

of these assemblies is driven by the ligand environment [4].

In depth studies were developed about the factors that had a relevant influ-

ence on the nanorod assembly [5]. These factors were: rod concentrations,

solvent nature and surface charge. The paper showed that computing the

total energy existing between two nanorods, it was possible to determine the

best rod distance for the assembly, but it was difficult to link this with a cor-

rect nanorod concentration in the solution. Then, experimental tests were
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1 – Introduction

conduced to determine a suitable concentration range: below or above these

values the assemblies brought to the formation of non ordered superstruc-

tures. The solvent had to be able to disperse efficaciously the nanorods, thus

during this work toluene, cyclohexane, benzene and chloroform were used due

to their suitable properties. The surface charge study was conduced using

Molecular Dynamic simulations: four functionalized nanorods were simu-

lated and the orientation angles were analyzed. The nanorods, with electric

charge equivalent to +0.2 times the electron charge, were firstly positioned

aligned along the same axis. After the simulation, two of the four nanorods

were aligned in the opposite direction, thus suggesting an anti-ferromagnetic

property of the material. A brief but complete information about how molec-

ular dynamics simulations developed from the 70s until nowadays, is given

by A. Hospital et. al., outlining the potentiality of this means for a study for

dynamic properties of molecules [7]. Another factor that strongly influence

the formation of the assemblies, is the presence of an electric field. In depth

studies about the usage of electric field during assembly were conducted by

P.Liu at al., in 2017 [6]. In this study, cadmium chalcogenide nanorods in

a toluene solution were used. A uniform DC electric field with intensity of

612 V/cm permitted to achieve the formation of samples with thickness of

800 nm. The layers formed were constituted by nanorods aligned vertically

and orthogonal to the substrate, with a high packing ratio. Such superstruc-

tures are suitable in the laser technology due to the the low cost and high

performance.
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1 – Introduction

1.2 Study purpose

An experimental work about nanorods assembly was conduced in Limerick

University. The nanorods were made of gold and coated with a particular

ligand: the Mercaptosuccinic Acid. This is a dicarboxylic acid containing

a thiol functional group. The nanorods were assembled using a DC electric

field, in presence of different solvents: anhydrous toluene, chlorobenzene,

n-hexane and cyclohexane. The experiments leaded to different geometries

of assembly, according with the solvent used. The purpose of this work is

to study the reason why different assemblies are formed according with the

solvent used. In fact, the different rods orientation can be explained looking

at the polarity of the solvents, how this can be modified in presence of the

electric field, and how the ligand reacts once immersed in the solvent.

Anhydrous toluene, chlorobenzene, n-hexane and cyclohexane and water,

were simulated using Molecular Dynamics (MD) in order to determine their

physical properties and, in particular, their interaction energies. Then, boxes

containing a Mercaptosuccinic Acid molecule for each solvent were simulated

in order to look at the interaction occurring between the solvents and the

molecule under study. Finally, the interactions between two Mercaptosuc-

cinic Acid molecules were studied in function of the ligands COM distance

and of the solvent in which the ligands were immersed. Since the exper-

imental work conduced in Limerick was done with an electric field driven

assembly, the configurations were simulated with and without electric field.
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Chapter 2

Materials and methods

2.1 Molecular Dynamics

2.1.1 Classical and quantum mechanics

The term classical mechanics include all the mechanical theories developed

until XX century. The main theory to which classical mechanics is referred

to was developed in the seventies by Isaac Newton: his three formulations

are now a milestone for any field of scientific study.

Newton’s laws of motion [8]:

1. Every object in a state of uniform motion will remain in that state of

motion unless an external force acts on it

2. The change of motion of a body is proportional to the motive force

impressed and is made in the direction of the right straight line in which

that force is impressed

3. When a force acts on a body due to another body, then an equal and
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2 – Materials and methods

opposite force acts simultaneously on that body

Later, other theories have been developed and had relevant importance on the

world stage. Among the others we can mention Lagrangian mechanics, useful

for dynamic studies with holonomic constraints and Hamiltonian mechanics,

which main point is to include the total energy of a system in a function

called with his name.

The main characteristic that group all these theories under the name of

classical mechanics is that it works with continuum bodies in a deterministic

approach. It can be applied to describe the motion of bodies with a certain

size range and for a certain speed range. Under these assumptions, the laws

of classical mechanics, whichever among these theories we apply, are able to

determine how the body is going to move in the future and how it has moved

in the past.

We state that the limitations of the classical approach are defined within two

ranges: one massive and one relative to the speed. In fact, describing with

classical mechanics the motion of a body which moves with velocities close

to the speed of light, leads to wrong results. For this kind of study, special

theory of relativity, described by Albert Einstain in 1905 is used. Again, the

swiss physicist, in 1916, developed the general theory of relativity, nowadays

used to study bodies with enormous mass, as the planets. Finally, in order to

describe the motion of infinitesimal objects, like atoms or molecules, quantum

mechanics play the role.

The reason why classical mechanics fails describing the motion of infinitesi-

mal scale objects is that it considers particles and waves as separated entities.

The uncertainty principle, stated by Heisenberg in 1927, put the focus on the
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2 – Materials and methods

impossibility of measuring precisely, at the same time, two complementary

variables. In particular, he stated the impossibility of measuring the position

and the momentum of a particle at a certain time instant. With the Heisen-

berg’s principle, it became relevant the wave-particle duality. So, it means

that both, object and radiations, are not only waves or only particles, but

they have, intrinsically, characteristics of both. This is the basis of quantum

mechanics, and it explains why it works representing the reality not only

in the microscopical level, but also for the objects represented by classical

mechanics.

2.1.2 The Molecular Dynamics approach

According to what we outlined in the previous paragraph, a study at molec-

ular size would be accurate if developed with quantum mechanics, while it

would bring to inaccurate results if classical mechanics is used. Nevertheless,

computing power for simulations involving quantum mechanics are too heavy,

and it is impossible to simulate control volumes containing hundreds of atoms

using this approach. Because of this, classical mechanics, and, in particular

Newtonian mechanics is used. This bring to less accurate results, but the

software is able to limit the error using coefficients during the simulations.

Finally, the second Newton’s law is used. The formula [8]

þF = m · þa

is used to determine the position and the velocities of every atom contained

in the control volume.
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2 – Materials and methods

In figure 2.1 it is shown how Newtonian mechanics is applied in Molecular

Dynamics simulations. For semplicity, a 2D case is illustrated.

Figure 2.1. Newtonian mechanics applied to Molecular Dynamics [9]

Integration schemes

The integration of Newton’s equation can be computed through two algo-

rithms: leap-frog [10] and Verlet [11]. The equations used in these two

schemes are the following [12]:

• Leap-frog algorithm:

þv

A
t + 1

2∆t

B
= þv

A
t− 1

2∆t

B
+ ∆t

m
· þF (t) (2.1)

þr (t + ∆t) = þr (t) + ∆t · þv
A

t + 1
2∆t

B
(2.2)
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• Verlet algotithm:

þv

A
t + 1

2∆t

B
= þv (t) + ∆t

2m
· þF (t) (2.3)

þr (t + ∆t) = þr (t) + ∆t · þv
A

t + 1
2∆t

B
(2.4)

þr (t + ∆t) = þv

A
t + 1

2∆t

B
+ ∆t

2m
· þF (t + ∆t) (2.5)

The leap-frog integrator is the default one used in Gromacs. This algorithm

is of third order and it is time-reversible. When temperature and pressure

are coupled, the equations of motion are modified and extended in order

to conserve the constraints. The use of Verlet scheme is required when an

extremely accurate integration is necessary due to temperature and pressure

coupling.

Temperature and pressure coupling

In Gromacs it is possible to use different types of temperature and pressure

coupling, listed below.

Thermostats used for temperature coupling [12]:

• Berendsen: the Beredsen thermostat couple the system with a bath

temperature set by the user. In the control volume it is possible to form

different groups and to link each group to a different time constant and
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temperature value [13]. The algorithm used is:

dT

dt
= T0 − T

τ
(2.6)

Where T0 is the reference temperature, T is the temperature of the

system and τ is the time constant.

• Nose-Hoover: in this thermostat the time constant controls the period of

the fluctuations of temperature at equilibrium. Again, the temperature

reference value is set by the user and different groups can be coupled

separately [14] [15]. The strength of the coupling is set by a constant

called mass parameter, defined through the equation:

Q = τ 2
T · T0

4π2 (2.7)

This constant modifies the equation of motion through the formulation:

d2þri

dt2 =
þFi

mi
− pζ

Q
· dþri

dt
(2.8)

where
dpζ

dt
= (T − T0) (2.9)

is the equation used to describe the motion of ζ, the heat bath parameter.

• Andresen: the coupling takes place with some of the particles, chosen

randomly between the particles of a part of the system for each timestep.

• Andersen-Massive: similar to the previous one, but the random selection

takes place between all the particles in infrequent timesteps.
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• V-rescale: it is similar to the Berendsen thermostat, but it uses a stochas-

tic term for velocity rescaling.

Barostats used for pressure coupling [12]:

• Berendsen: as for the Berendsen thermostat, it couple the system to a

pressure bath. This barostat rescales the box vector in every step, so

that the reference pressure P0 is reached. The pressure variation for

each time step is calculated during the entire dynamics run through the

equation:
dP

dt
= P0 − P

τp
(2.10)

• Parrinello-Rahman: if pressure fluctuations are too big, it is necessary

to use the Parrinello-Rahman barostat. In order to reach the reference

pressure value, it computes different algorithms that are described in

detail in the references [16] [17].

• MTTK: the Martyna-Tuckerman-Tobias-Klein method combine both the

temperature and pressure coupling. It has some restrictions, since only

the velocity Verlet allows the NPT calculation with this thermostat.

Because of this, the MTTK can be combined with the Nose-Hoover

thermostat only. Detailed equations can be found in the references [18]

[19].

Meanwhile the MTTK barostat must to be used together with the Nose-

Hoover thermostat, the Berendsen and Parrinello-Rahman barostats can be

used with any of the thermostats described above.
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2 – Materials and methods

2.2 Gromacs

Gromacs is the most widely used software for Molecular Dynamics. The name

Gromacs comes from GROningen MAchine for Chemical Simulations, it is an

open source and free software created in Groningen University, Netherlands,

in 1991. Since 2001 it is developed from the Royal Institute of Technology

and the Uppsala University, in Sweden. The software is based on inner loops

written in C language using intrinsic functions, that the compiler converts

to Single Input-Multiple Data instructions. It works on parallel dedicated

systems, based on bus computer architecture. In figure 2.2 it is possible

to see the multi-level of parallelism: the starting point is the ensemble, so

the control volume of our system, plus the dynamic information about the

system and the simulation specifications. These are elaborated by the do-

main decomposition algorithm, that splits the whole calculation into smaller

problems and coordinates in order to reach the solution correctly. The nu-

merical problems formulated by the domain decomposition are solved in the

Graphic Processing Units and in the Central Processing Units using Single

Input-Multiple Data instructions [20].

Figure 2.2. Multi-level parallelism in GROMACS [20]
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Just to give an idea about the complexity of a typical Molecular Dynamic

system, a control volume with 150,000 atom has about thirty million parti-

cle–particle interactions for each MD step [20].

2.3 Force Fields

One of the main feature used for Molecular Dynamics simulation is the uti-

lization of force fields. The force fields used in molecular modelling have the

purpose of describing intermolecular and intramolecular potential energies

through equations called potential functions. Besides the potential functions,

every force field contains all the parameters necessaries in order to compute

the potential energies acting on each of the atoms contained in the control

volume. The force fields supported by Gromacs are:

• AMBER: Amber94 [21], Amber96 [22], Amber99 [23], Amber99SB [24],

Amber99SB-ILDN [25], Amber03 [26], Ambergs [27]

• CHARMM: Charmm19, Charmm22, Charmm27, Charmm36 [28] [29]

[30] [31] [32] [33]

• GROMOS Gromos96 43a1, Gromos96 43a2, Gromos96 45a3, Gromos96

53a5, Gromos96 53a6, Gromos96 54a7 [35] [36]

• OPLS Opls-ua, Opls-aa

• Coarse Grained Force Fields: Martini [37], Plum [38] [39]

Each of these force filed has its own potential functions and parameters, ob-

tained by the research works given in the citations. The reason why many
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force fields are implemented is that different molecule structures require dif-

ferent parameters. So, for example, Gromos96 is suitable to simulate small

molecules, but not for long alkanes and lipids. Opls-aa force field would be

rather used for lipid simulations [40].

For this thesis work, research was done in order to determine the force field

that better could model the Mercaptosuccinid Acid immersed in the polar

and non-polar solvents studied.

Finally, works about the study of aliphatic and aromatic chloro derivatives

[41], cyclohexane-water distribution coefficients [42] and others [43], [44] sug-

gested to use the Opls-aa force field.

2.4 Control Volume Configuration

2.4.1 The pdb and topology files

In Molecular Dynamics, the control volume consists in a box in which a dis-

crete number of atoms and molecules are defined. The atoms’ and bonds’

information are contained in the force field folder, while the molecule com-

position is listed in a file not present in Gromacs and introduced by the

user: the pdb file. The word pdb is an acronym for Protein Data Bank

(figure 2.3), a worldwide database containing more than hundred thousand

molecule structures.

Figure 2.3. Protein Data Bank [45]
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The pdb file can be downloaded from the Protein Data Bank website. It can

also be found in other research works or it can be created by the user itself

after appropriate studies about the molecule geometry. Each pdb file contains

a list of atoms and its position in space (figure 2.4). The atom name listed

Figure 2.4. List of atoms with their spatial position, image taken from
Mercaptosuccinic Acid pdb file

in the pdb file is then referred to an atom type in another very important

file: the topology. Since the force field defines many atoms according with

their bonded and non-bonded parameters, the topology file links the atom

with the respective atomtypes (figure 2.5).
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Figure 2.5. Atomtypes of Mercaptosuccinic Acid, image taken from topology file

Moreover, the topology file specify bonds, pairs, angles and dihedrals existing

between the atoms of the molecule. In addiction, the restraint files, a file

containing the structure of the solvent and the number of each molecule

contained in the control volume are listed.

The Molecules Models

Before proceeding with the molecules modelling description, it is useful to

point out the difference between polar and non-polar solvents. The polarity

of a molecule is given by a number called dielectric constant and a threshold

is set in order to define if a molecule is polar or non-polar. For dielectric

constants higher than 15 C2

N ·m2 the solvent is said to be polar, otherwise it is

non-polar. The table 2.1 shows the dielectric constants of the solvents used

in this thesis work.
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SOLVENT Dielectric Constant, C2

N ·m2

CHLOROBENZENE 5.62
CYCLOHEXANE 2.02
HEXANE 1.89
TOLUENE 2.38
WATER 78.54

Table 2.1. Solvents’ dielectric constants [46]

It is now possible to state that water is the only polar solvent, while chloroben-

zene, cyclohexane, hexane and toluene are all non-polar solvents. It is now

possible to proceed with the description of the models used to describe the

solvents.

Chlorobenzene is an aromatic compound composed by six carbon atoms form-

ing a simple aromatic ring, to which five idrogen atoms and one chlorine atom

are attached.

Figure 2.6. Chlorobenzene

For this molecule, the atomtypes ”opls_145” and ”opls_146”, specifically

designed for the benzene molecule, have been used to define, respectively, the
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five carbon and the five hydrogen atoms composing part of the aromatic ring.

Then, chlorine and the last carbon atoms have been written as ”opls_164”

and ”opls_163”, precisely listed in the opls-aa force field for the composition

of chlorobenzene.

Cyclohexane is a cycloalkane and it is composed by six carbon atoms forming

a ring and six hydrogen atoms attached to them.

Figure 2.7. Cyclohexane

The atomtypes chosen for the cyclohexane are ”opls_136” for carbon and

”opls_140” for hydrogen, both specifically designed for alkane groups.

N-hexane (or hexane) is a linear molecule, belonging to the alkane group. It is

composed by six carbon atoms in a row, to which are attached two hydrogen

atoms each, plus an hydrogen atom for the first and the last carbon atoms

forming the molecule.
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Figure 2.8. Hexane

For the characterization of the hexane molecule, the atomtypes ”opls_135”

and ”opls_136” have been chosen, respectively, for the external and the

central carbon atoms. In fact, these are the atomtypes designed for the CH3

and CH2 groups in alkane molecules. Then ”opls_140”, generical atomtypes

for hydrogen atoms in alkane groups, have been chosen for all the hydrogen

atoms.

Toluene is formed by a simple aromatic ring, to which a methyl group CH3

is attached.

Figure 2.9. Toluene

As for the chlorobenzene molecule aromatic ring, also in this case the ”opls_145”

and ”opls_146” have been used for this purpose. Then ”opls_148”, carbon
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atom for toluene methyl group, and ”opls_148”, hydrogen atom for alkanes

have been chosen.

The Mercaptosuccinic Acid molecule is a dicarboxylic acid, thus an organic

compound containing two functional −COOH groups, linked to a thiol func-

tional group −SH; Its formula is SH(CH)CH22(COOH).

Figure 2.10. Mercatposuccinid Acid: sulfur atom is in yellow, carbons in
grey, oxigens in red and hydrogens in white

”Opls_200, ”opls_204 and ”opls_207, all specific for thiols groups, have

been chosen to define the sulphur, hydrogen and carbon atoms of this func-

tional group. ”Opls_267, ”opls_268, ”opls_269 and ”opls_270, proper for

−COOH groups, describe the carbons, oxygens and hydrogens atoms of these

groups. Finally, ”opls_136 and ”opls_140 have been used for the remaining

carbon atom, the hydrogens attached to it and the last hydrogen attached to

the thiol group. In figure 2.10 a representation of the Mercaptosuccinic Acid

is shown, with various colors assigned to different atoms. From the image it

is possible to observe the thiol functional group, composed by sulfur and the

two atoms attached to it, and the two −COOH groups, on the top and on

the right of the molecule. The others atoms have been modelled with atoms
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proper for alkanes.

After the definition of all the atomtypes, it was possible to proceed with the

creation of the topology file and the control volume boxes.

2.4.2 Procedure and boxes creation

Polar and Non-polar Solvents

First at all, boxes of small dimensions, containing only one type of solvent

each were created. Each box was cubic and measured 5.5 nm for side. The

166.375 nm3 space of the boxes was containing between 572 (in the case of

hexane) and 742 (for chlorobenzene) molecules.

The purpose of these boxes was to verify that the atomtypes used were cor-

rect, thus that the simulations of these solvents would bring to appropriate

values of density and energies. Furthermore, the electric field influence on

the solvents could be observed.

In order to have a comparison for the solvents required for this study, a box

with the same dimension containing water was created. This have been done

for two reasons:

1. Water is already present in the force fields as a default solvent and

it is often object of study, thus resulting in many works existing in

literature. The presence of many research works gives a good possibility

of comparison between the results obtained. Because of this, the study

of water represents a reference point in the study of the solvents used in

this work.
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2. The final purpose of this study is to observe the behaviour of the Mer-

captosuccinic Acid according with the changes of solvents and electric

field. Since chlorobenzene, cyclohexane, hexane and toluene are all non-

polar solvents, to use a polar solvent could give important information

about the behaviour of the Mercaptosuccinic Acid related with electric

field and polarisation.

In Gromacs, opls-aa force field contains many water types. The SPC/E,

thus extended simple point charge, water model was used.

Solvation of Mercaptosuccinic Acid

The second main step of the study was to look at the influence between the

solvents and a single Mercaptosuccinc Acid (or ”ligand”) molecule. In order

to reach this purpose, a ligand molecule was placed in the center of a cubic

box with side of 4 nm, as shown in figure 2.11.

Figure 2.11. Mercatposuccinid Acid in the box center
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Five boxes with this dimension were created, with a ligand molecule in the

center, and filled with the solvents previously described and water. Then,

the boxes were simulated with and without electric field.

Potential of Mean Force setup

The final and more elaborated main step of this thesis work was to study

how two ligand molecules interact in function of their distance and of the sol-

vent used. In order to make a study depending from the distance, the goal

was to calculate the potential that gives the average force over the configu-

rations, containing a different ligands distance each. This potential is called

Potential of Mean Force (PMF) and it is usually calculated using the um-

brella sampling approach. The umbrella sampling method plans to generate

many configurations along a reaction coordinate. Through the windowing

technique the configurations are selected in order to form an appropriate dis-

tance spacing. Than the configurations extracted are equilibrated, simulated

and, finally, the Weighted Histogram Analysis Method (WHAM) [47] is used

to compute the Potential of Mean Force [48].

Unfortunately, this method brought to wrong results because during the con-

figurations generation the two molecules were moving too far away from the

starting configuration, thus the impossibility of forming appropriate sam-

pling windows. Modifying the parameters used for the umbrella sampling

procedure still brought to unsatisfying results, so a different approach was

used. Thirty-one configurations were then created manually using Packmol

[49], an open source package specifically designed to create initial configu-

rations for Molecular Dynamics simulations. The two ligand molecules were
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placed specular with respect to a symmetry plane orthogonal to the line con-

necting the center of mass (COM) of the two molecules. Then, keeping one

molecule (Ligand 1) fixed in space and shifting the second molecule (Ligand

2) along the z-axis, 31 configurations were created. This set of configurations

was created so that the line connecting the COM of the two molecules was

coincident with the z-axis, in order to have the same molecule orientation

for each configuration. The spacing between the two ligand molecules was

initially set to 1 nm, so that the COM distance between the two ligands was

ranging from 3.4 nm to 0.4 nm through the 31 configurations.

Then, each of this configuration was placed in a rectangular box of dimension

4x4x8 nm, with the bigger length oriented along the z-axis. The COM of the

fixed ligand molecule (Ligand 1) was placed at coordinates 2x2x2 nm, while

the COM of the second ligand molecule was shifting along the z-axis, with

fixed x and y coordinates of 2 nm both. The shifting of Ligand 2 inside the

box is shown in figure 2.12.

Figure 2.12. Procedure used to create the configurations used for PMF com-
putation: the image shows the first configuration, with maximum ligands
COM distance and, in transparency, the shifting of Ligand 2 along the z-axis

Each of this box was then filled with a solvents and simulations were carried

on for all the solvents used. After the post processing, it was clear that

the configurations with COM distance bigger than about 1.5 nm were not
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relevant, since they were having a null force value. Because of this, the

spacing was shortened to 0.5 nm and 32 configurations were created with a

COM distance ranging from 0.2 to 1.8 nm. The procedure described allowed

to bypass the umbrella sampling windowing technique and permitted to have

the configurations necessaries to compute carry on the analysis. In order to

compute the PMF of the systems, reminding that the force is equal to the

negative gradient of the potential:

þF = −þ∇U (2.11)

Considering moreover that the object of study was the interaction between

the two ligands placed along the z-axis, the component of the force acting

along the z-axis was extracted (figure 2.13).

Figure 2.13. Force acting on Mercaptosuccinic Acid molecules along z-axis

The mean force was then computed for each configuration and the PMF was

calculated using the trapezoidal rule [50]:

Ú b

a
F (x) dx = h

2

f (a) + 2
m−1Ø
i=1

f (a + ih) + f (b)
 + Rm (f) (2.12)

Where a and b define the extremes of integration. In the domain [a, b] F (x) is

discretized into m equally spaced panels of length h = b−a
m . The trapezoidal
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rule approximates the area situated under the graph of a function as a sum of

trapezoids with an error Rm (f) of order h2. In this thesis work, the function

is represented by the mean force plot and the trapezoids are constructed

according with the ligands COM distance.

2.5 Energy Minimization and Dynamics Runs

In this section are explained the following steps used for the MD study of

the configurations previously described. All the control volumes, regardless

if containing only solvents or ligands and solvents, were simulated using the

following procedure:

1. Energy Minimization

2. NVT

3. NPT

4. MD run

Since all these steps require a high computational power, the procedure im-

plemented in Gromacs consists in the following passages: first at all the user

sets the run parameters in a .mdp file. Then this file, together with the

information coming from the previous ensamble, are translated by Gromacs

through the command gmx grompp in a .tpr file, written in a binary code.

This last file contains all the necessary information for the molecular dynam-

ics run and it is then given to the software through the gmx mdrun command

for the proper run. In the following subsections the steps necessary for the

box equilibration are explained.
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2.5.1 Energy Minimization

Once the control volumes were assembled, before proceeding with dynamics

simulations, it is necessary to reduce the system to a lower potential energy

value. This process is necessary since, during the box assembly, it is possible

that molecules were placed in positions with high potential, thus non accord-

ing with a natural disposition of a real system. The process used to reduce

the potential energy is called Energy Minimization. In order to reach the

purpose of reducing the system potential energy, Gromacs individuates the

molecules with higher force values and shifts them to a position with lower

force values. This process is repeated in an iterative way until the maximum

force is lower than a threshold number set by the user. A maximum number

of minimization steps is also set, so that, if the target force is not reached,

the algorithm stops without a calculator crash. In figure 2.14 it is possible to

see the decreasing of potential energy in function of the Energy Minimization

Steps for a box of water containing lysozyme.

Figure 2.14. Decrease of Potential Energy during Energy Minimization steps [51]

38



2 – Materials and methods

The algorithms implemented in Gromacs for Energy Minimization are:

1. Steepest Descent

2. Conjugate Gradient

3. L-BFGS

Since the steepest descent algorithm is the most robust and efficient, it has

been chosen for all the Energy Minimization used in this thesis work. More in

detail, for boxes containing one solvent each a maximum force of 400 kJ
mol∗nm

and a maximum of 50000 steps were set. The maximum force threshold was

then reached after few hundreds of iterations. In boxes containing one and

two ligands immersed in solvents, the maximum force was raised to 1000
kJ

mol∗nm , while the maximum steps number was maintained at 50000. Because

of the dimension and the complexity of these systems, the number of steps

required to reach the threshold force number was bigger, but still lower than

the maximum.

2.5.2 Equilibrations

Once the systems were brought to a lower potential energy value, the dy-

namics simulations could start. The Molecular Dynamics approach requires

the two following steps, also called ensambles:

1. NVT: during this run, the particles number N, the volume V and the

temperature T are kept constant. In particular, the internal energy and

pressure can change, while temperature is maintained constant through

a temperature coupling.

2. NPT: in this ensamble, particle number N, pressure P and temperature
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T are kept constant, while the volume is free the change. In particular,

the pressure is maintained constant through a pressure coupling.

Temperature and pressure are kept constant through the use of thermostats

and barostats. Both works to bring temperature and pressure to reference

values, even if fluctuations are present due to the dynamics of the system.

During the NVT and NPT steps, since the system is still not equilibrated,

restraints are used to keep atoms in a fixed positions. It is not necessary to

restraint all the atoms located inside the box, but a selection can be done

according with the simulation purpose. The restraints are set as force values

and written for each direction of each atom of interest in an .itp file. This file

has to be included in the topology and written in the .mdp file if used. In this

thesis work, no restraints were used for the equilibration of the boxes contain-

ing only solvents. Restraints of 1000 kJ
mol∗nm were applied to all the atoms of

the ligands, both for boxes containing one and two ligands. Moreover, all the

thermostat were set to the temperature of 300 K and all the barostat were

set to the pressure of 1 bar. Let’s now describe the other parameters used for

NVT and NPT equilibrations, in particular the duration of the simulations,

the time step used and the time constant set for temperature and pressure

couplings.

Polar and Non-polar Solvents

For boxes with only solvents, the NVT ensamble was lasting 150 ps, with a

time step of 2 fs. As thermostat, V-rescale scheme was used, with a time

constant of 0.1 ps. For the NPT run, the same duration and time step of
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150 ps and 2 fs were chosen. The Nose-Hoover thermostat and Parrinello-

Rahman barostat were chosen, with temperature time constant of 0.4 ps and

pressure time constant of 2 ps. Since these boxes were relatively simple, since

were containing only one molecule type each, the equilibration phases didn’t

presented particulary issues.

Mercaptosuccinic Acid in solvents

Boxes containing one ligand molecule immersed in solvents, instead, were

treated with a different approach: after the NVT run, two NPT simulations

were carried on in order to have more equilibrated results. For NVT a time

step of 1 fs and 100 ps of simulation duration were chosen. The thermostat

used was again the V-rescale, with two groups for coupling: one for the

solvent and one for the ligand. For both the coupling a time constant of 1 fs

was set. As previously stated, two NPT simulations were run, both with the

same duration and time step of 100 ps and 1 fs. For the first NPT run V-

rescale thermostat and Berendsen barostat were used, with temperature time

constant of 20 fs and pressure time constant of 2 ps while Nose-Hoover and

Parrinello-Rahman were chosen for the second NPT run, with temperature

and time constants equal to the first NPT simulation.

Two Mercaptosuccinic Acid molecules in solvents

The boxes with two ligands immersed in solvents were simulated for longer

time: both NVT and NPT were lasting 1 ns, with a time step of 1 fs. For

the NVT runs, V-rescale thermostat was used, while for NPT simulations

Nose-Hoover thermostat and Parrinello-Rahman barostat were chosen. For

both the runs, two groups coupling for temperature bath were chosen and
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the time constants used were 0.1 ps for NVT and 0.2 ps for NPT. The time

constant in pressure coupling was, instead, of 2 ps. Moreover, as outlined

in the previous chapter, despite the restraints the two ligands were shifting

too much during the dynamics runs. In order to avoid this, a freezing was

introduced along the three spatial directions acting on the sulfur atom and

on the carbon atom attached to it. These two atoms were listed in the index

file in the groups SC_1 for the ligand 1, thus the each one mantained fixed

through all the configurations, and SC_2 for ligand 2, the shifting one.

Both NVT and NPT, even if are dynamics runs, are still a preparation phase

for the proper Moleular Dynamics simulation, that is the last phase of the

dynamics simulation.

2.6 Molecular Dynamics run

After the NVT and NPT steps, the system reached the equilibration at the

required temperature and pressure. In this last dynamics run, also called MD

run, it is then possible to remove the restraints used during the equilibration

and to collect data for the post processing.

In the MD run carried on during this thesis work, as in the equilibration

phases, the reference temperatures and pressures were set to 300 K and 1

bar.

The simulations of boxes containing solvents only were lasting 200 ps with a

time step of 2 fs. V-rescale thermostat and Parrinello-Rahman barostat were

used, with time constants of 0.1 ps and 2 ps respectively. A second MD run

was then performed, with the same parameters as the previous simulation,
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plus the addition of an electric field acting along the z-axis direction with

intensity of 1 V
nm .

The boxes containing one ligand molecule immersed in solvents were simu-

lated for 1 ns with 1 fs as time step. Nose-Hoover thermostat was used and,

as for the equilibration runs, two coupling groups for the ligand (now not re-

strained as it was during the equilibration process) and for the solvent were

chosen and the time constants were set for both at 20 fs. Parrinello-Rahman

was chosen as barostat with a time constant of 2 ps. As for the boxes with

solvents only, a second MD simulation was run with the addiction of an

electric field with the same direction and intensity as in the previous case.

The simulations of boxes containing two ligand molecules immersed in sol-

vents were lasting 2 ns with a time step of 0.5 fs. Nose-Hoover thermostat

with two groups coupling and 0.2 ps of time constant were chosen. Parrinello-

Rahman barostat with 2 ps as time constant was set. Again, simulations were

carried on also in presence of an electric field.
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Results

3.1 Solvents

The main purpose of simulating control volumes containing one type of sol-

vent was to validate the models used to describe the molecules and to verify

if equilibrations and MD runs brought to successful results.

3.1.1 Temperature and Density

The temperature of the solvents were ranging around 300 K during the entire

MD runs, with fluctuations of ±5 K as visible in figure 3.1. Oscillations of

this magnitude are acceptable for molecular dynamics simulations; it is then

possible to state that the boxes were well equilibrated under a thermal point

of view.
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Figure 3.1. Solvents’ temperature during MD simulation

A relevant measure that could give important information about the accuracy

of the atomtypes and force field used, was the density value. The densities of

the solvents during the entire simulations were then extracted from the .edr

file and plotted, figure 3.2.

These trends are more variable if compared to the temperature plots, but

still no relevant changes, that would mean a not stable simulation, occur

during the run. Similar plots of temperatures and densities were obtained

from simulations in presence of electric field with intensity of 1 V
nm . Also in

case of electric field, the temperature mean values were ranging at 300 K

(±)5 K and the densities shown comparable fluctuations.

The averages of the densities were then calculated for all the solvents, both

for simulations with and without electric field. Thereafter these numbers,
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Figure 3.2. Solvents’ density during MD simulation

with corresponding standard deviation, were compared with density values

existing in literature, as shown in table 3.1.

DENSITIES
ρ, kg

m3 ρ∗, kg
m3 ρ, kg

m3

SOLVENT (Ex.) (Ex.∗) (Lit.)

CHLOROBENZENE 1139.0±5.0 1144.3±4.6 1096
CYCLOHEXANE 765.1±4.1 763.9±4.2 769
HEXANE 650.8±4.8 651.5±4.2 652
TOLUENE 877.8±4.4 880.8±5.3 820
WATER 996.9±4.2 997.3±4.5 1000

Table 3.1. Solvents’ density comparison between Experimental (Ex.)
and Literature (Lit.) data [52], [53]. The ∗ means that the simulation
was run in presence of electric field

As it is possible to observe from the table, the density values obtained from
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the MD simulations were similar to the each one found in literature. In

particular, the biggest gap between experimental and literature values was

reached by chlorobenzene, which average from the simulation was 1139.0 kg
m3

while literature was asserting 1096 kg
m3 . The reason why the gap is bigger in

this solvent rather than in the others is probably due to the higher number

of chlorobenzene molecules contained in the control volume box. Still, this

difference is quite small, with a relative error of 1.93%, absolutely acceptable

for a dynamic simulation run. The solvent which density average is closer to

the literature one is, as expected, water. This happens since water is one of

the most used solvents for MD simulations and its model, already contained

in the force field folder, is more accurate. The solvents density mean values

obtained in presence of electric field do not vary significantly from the other

simulations, with cyclohexane, hexane and water densities that become closer

to the literature values while chlorobenzene and toluene density gaps slightly

increase. In conclusion, this analysis gives a remarkable indication about the

accuracy of the models used to describe the solvents molecules.

3.1.2 Radial Distribution Function

Another important data extracted from these simulations is the radial dis-

tribution function, indicated with g (r). It describes the variation of density

in function of a given point. In order to find the radial distribution function,

for example, of A with respect to B, Gromacs uses this formula [12]:

4πr2gAB (r) = V
NAØ
iÔA

NBØ
iÔB

P (r)

where V is the volume of the box and P (r) is the probability to find a B
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atom at the distance r from an the position of atom A.

The radial distribution functions were calculated giving as reference the cen-

ter of mass of each molecule contained in the control volume. These functions

were extracted from the trajectory file through the Gromacs command gmx

rdf and plotted. In figure 3.3 it is possible to see the function of each solvent.

Figure 3.3. Solvents’ Radial Distribution Function from MD simulation

As it is possible to observe, all the functions have a peak at the distance of

roughly 0.6 nm and smaller peaks with at higher distances. This means that

the molecules distribute themselves in order to have preferably a distance

of 0.6 nm between their centers of mass. From the graphs it is clear that

the hexane radial distribution function is the one that most differs from the

others. This happens since it is the only molecule with a linear structure,

while all the other molecules have a circular shape due to the presence of
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an aromatic ring. Because of this reason, if compared with the other sol-

vents, hexane have a different density variation inside the box. The radial

distribution functions with center of mass reference were computed also for

simulations in presence of electric field, but these plots did not show a sig-

nificant difference from the each one already shown, as visible in figure 3.4

Figure 3.4. Solvents’ Radial Distribution Function from MD simulation
in presence of electric field

The radial distribution function of water was also calculated and compared

with images found in literature. The similarities of the two images confirmed

the correct procedure and parameters used during the equilibration and the

final MD run. In figure 3.5 it is possible to observe the comparison of oxigen-

oxigen radial distribution function water SPC/E model obtained from MD

simulation and literature.
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Figure 3.5. Oxigen-Oxigen Radial Distribution Function of Water SPC/E
model from MD simulation (left) and literature (right) [54]

A similar plot was obtained from water MD simulation run in presence of

electric field, as visible in figure 3.6.
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Figure 3.6. Oxigen-Oxigen Radial Distribution Function of Water SPC/E
model obtained from MD simulation with electric field
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3.2 Mercaptosuccinic Acid in solvents

Firstly, a check on temperature and density values was done. Once verified

that the results obtained were reliable, it was possible to assert that the

simulations were stable and correclty conduced and a further analysis was

carried on.

In order to undertand how the Mercaptosuccinic Acid interacts with the var-

ious solvents, the energies acting between a ligand molecule and the solvents

were analyzed. Gromacs compute the calculation of Coulomb and Lennard-

Jones energies in each time step of the simulation and these energies can be

extracted from the .edr file once the simulation ends. The Coulomb energy

trend value in case of ligand molecule immersed in toluene is shown in figure

3.7.
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Figure 3.7. Coulomb energy trend value between a Mercaptosuccinic Acid
molecule and toluene during MD simulation

The averages over time of the Coulomb and Lennard-Jones energies acting

between one ligand molecule and the solvents were calculated and their values
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are shown in the table 3.2

SOLVENT Coul. Energy, kJ
mol L-J Energy, kJ

mol

CHLOROBENZENE -21.36 -93.88
CYCLOHEXANE -0.97 -79.35
HEXANE -1.02 -71.25
TOLUENE -35.18 -85.64
WATER -130.02 -33.88

Table 3.2. Colomb and Lennard-Jones energies acting between one Mercap-
tosuccinic Acid molecule and each solvent during MD simulation

In order to better understand the Coulomb and Lennard-Jones energies com-

position in the various solvents, the percentages were computed and repre-

sented as pie charts in figure 3.8.

Figure 3.8. Percentage values of Coulomb and Lennard-Jones energies acting
between one Mercaptosuccinic Acid molecule and the solvents

As it is possible to observe from the pie charts, for non-polar solvents the

Lennard-Jones influence is much higher than Coulombian one. In particular,
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the Coulomb energy in case of ligand immersed in cyclohexane and hexane

is almost null. On the contrary water, the only polar solvent, show a clear

prevalence of Coulombian energy. This result proves that the polarity of the

solvents have a great influence on the ligand-solvent interactions.

The Coulomb and Lennard Jones energies were calculated also for the entire

system. Meanwhile in the previous case only the forces acting between the

ligand and the solvent molecules were extracted, the image 3.9 shows the en-

ergies calculated for the whole system, thus also the each one acting between

the solvent molecules.

Figure 3.9. Colomb and Lennard-Jones energies acting in a box containing
one Mercaptosuccinic Acid molecule and a solvent

As it is possible to notice, highly negative values of Lennard-Jones were
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obtained for all the solvents. Great difference is instead notable for Coulomb

energies: these are slightly negative for chlorobenzene, highly positive in

cyclohexane and hexane and highly negative for toluene. Much different

values were obtained in the calculation of total energies acting in case of

ligand immersed in water: the coulomb energy was -129750 kJ
mol and the

Lennard-Jones energy was 21451 kJ
mol . So, again a huge difference exists

between the simulations of polar and non-polar solvents.

3.3 Mercaptosuccinic Acid interactions

The purpose of this analysis is to understand how two Mercaptosuccidic

Acid molecules interact between them. In particular, the main goal is to

understand how the center of mass distance between two ligand molecules

influence their interactions. Obviously high interest is put in the comparison

between the solvents in which the ligans are immersed.

3.3.1 Coulomb and Lennard Jones Energies

First at all, the Coulomb and Lennard-Jones energies acting between the

two ligand molecules were extracted from the .edr files of each of the 32

configurations created. The mean values were then calculated and plotted in

function of the center of mass distance between the two ligands. A negative

energy value is attractive, while positive numbers correspord to repunsion. In

figures 3.10 and 3.11 the ligand-ligand Coulomb and Lennard-Jones energies

computed for ligands immersed in the solvents studied are shown with the

relative standard deviations.
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Figure 3.10. Colomb energy averages acting at different COM distances
between two Mercaptosuccinic Acid molecules immersed in different solvents

In the images the colored dots represent the mean energy values calculated for

each configuration, while the continuous line links the dots in order to define

a continuous function. The vertical bars represent the standard deviation

for each mean force calculated. As it is possible to observe from the graphs,

both the Coulomb and Lennard Jones energies are null for center of mass

distance higher than about 0.9 nm. Then, for Coulomb energies, the energies

become negative and define clearly minimum points. For ligands immersed

in toluene, the trough is clear, with a minimum force value of -48.25 kJ
mol at

a COM distance of 0.64 nm. In the other plots, instead, the trend is more

fluctuating and relative minimums are identifiable. The Coulomb energies

become then close to a null value for ligands COM distance close to 0.2 nm.

The plots representing Lennard-Jones energies, instead, show an uncertain
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Figure 3.11. Lennard-Jones energy averages acting at different COM
distances between two Mercaptosuccinic Acid molecules immersed in
different solvents

evolution with decreasing and increasing values, some also positive. Still, it

is possible to individuate minimum values at different COM distances. The

point with minimum value corresponds to the distance where the energy is

higher, thus where the two ligand molecules more interact one with the other.

In order to understand which is the distance where the maximum energy play

the role, the Coulomb and Lennard-Jones energies were summed. The plots

that take in consideration both the energies are shown, with the relative

standard deviation, in figure 3.12.

From the figure it is possible notice that the plots where Coulomb and

Lennard-Jones energies are summed show a well-defined trough. The points

with higher interaction between the two ligand molecules show different min-

imum energy values and COM distances according to the solvents in which
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Figure 3.12. Coulomb plus Lennard-Jones energy average acting at
different COM distances between two Mercaptosuccinic Acid molecules
immersed in different solvents

the ligands are immersed. The table 3.3 lists the minimum energy values,

calculated over the sum of the Coulomb and Lennard-Jones energies, and the

relative standard deviations, together with the corresponding ligands COM

distances.

SOLVENTS Minimum Energy, kJ
mol COM Distance, nm

CHLOROBENZENE -63.49 0.44
CYCLOHEXANE -68.86 0.39
HEXANE -63.34 0.49
TOLUENE -47.28 0.54

Table 3.3. Minimum energies acting between two Mercaptosuccinic
Acid molecules immersed in solvents and corresponding COM ligand
molecules distances
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It has to be taken into account that the minimum energy comes from the

simulations of the configurations crated. Thus, the energies are exact values

computed at the molecules COM distance and, since the configurations were

created with a COM distance sampling of 0.05 nm, the real minimum can be

situated in an approximation of 0.1 nm. For example, the actual minimum

energy for chlorobenzene is situated at 0.44 nm ±0.05 nm. From the results

listed in table 3.3 it is possible to observe that the higher energy is acting

on the two ligands immersed in cyclohexane, at the distance of 0.39 nm.

All the others minimum energy points are located at higher COM distances,

in particular toluene, whose the minimum energy point, if compared with

the ones of the other solvents, is located at the higher distance of 0.54 nm.

Furthermore, it has also the higher energy value: -47.28 kJ
mol . Thus, the

ligand molecules interactions, when immersed in toluene, are lower than when

immersed in the other solvents.

3.3.2 Forces

A study similar to the each one described in the previous paragraph was

done for the forces analysis. The forces acting on each atom of every molecule

contained in the control volume were calculated in every dynamics simulation

step. The forces could be extracted with the command gmx traj from the

.trr file: Gromacs produced an .xvg file containing, for each time step, three

values corresponding to the forces acting on the three spatial directions. The

forces acting on the first ligand, the fixed one through all the configurations,

were extracted and the force values acting along the z-axis direction were

selected. According with the molecules disposition, as visible in figure 3.13,

a positive force value correspond to attractive force between the two ligand
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molecules.

Figure 3.13. Force acting on one Mercaptosuccinic Acid molecule along z
axis direction in a box containing two ligand molecules andchlorobenzene

A plot of the force acting during the entire MD simulation in case of ligands

immersed in chlorobenzene is shown in figure 3.14.
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Figure 3.14. Force acting on one Mercaptosuccinic Acid molecule along z
axis direction in a box containing two ligand molecules andchlorobenzene
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As it is possible to observe in figure 3.14, the variation is very high, rang-

ing roughly from -2000 kJ
mol∗nm to 500 kJ

mol∗nm . Since the variation was so

important, the mean values computed had a very high standard deviation,

making the mean force value not reliable. So a higher sampling during MD

simulation was chosen, in order to reduce the standard deviation. In order

to have a check, for some of the configurations the average of the forces act-

ing on the second ligand molecule along the z axis direction were calculated.

The averages computed on the two ligands of the same configuration had,

as expected, the same absolute value with opposite sign, as visible in figure

3.15, thus meaning that not asymmetric inaccuracy occurred.

Figure 3.15. Comparison between mean forces acting on the fixed
(above) and shifting (below) Mercaptosuccinic Acid molecule along z
axis direction at different ligands COM distance, in a box containing
two ligand molecules and toluene

Finally, the force averages and the standard deviations were performed for
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each of the configurations. The mean forces and the related standard de-

viation for each configuration were plotted in function of the ligands COM

distance, as shown in figure 3.16.

Figure 3.16. Mean forces and standard deviations acting on one Mercap-
tosuccinic Acid molecule along z axis direction at different ligands COM
distance, in a box containing two ligand molecules and non-polar solvents

From the plots, it is possible to observe that the forces were almost null for

distances higher than roughly 0.9 nm. Then, the forces had an uncertain

trend, with positive and negative values. Highly negative numbers were

obtained in configurations where the COM distance was very short, thus

meaning highly repulsive forces between the ligands were occurring. The

same observation could be done in case of MD simulation of ligands immersed

in water whose mean forces plot is shown in figure 3.17.
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Figure 3.17. Mean forces and standard deviations acting on one Mercap-
tosuccinic Acid molecule along z axis direction at different ligands COM
distance, in a box containing two ligand molecules and water

Nevertheless, neglecting the highly negative values located at very close COM

distances, it was possible to find the minimum mean force values, listed in

table 3.4 together with the corresponding ligands COM distances.

SOLVENTS Minimum Force, kJ
mol∗nm COM Distance, nm

CHLOROBENZENE -437.78 0.39
CYCLOHEXANE -336.85 0.34
HEXANE -343.39 0.34
TOLUENE -366.42 0.34
WATER -15.08 0.34

Table 3.4. Minimum force acting on one Mercaptosuccinic Acid molecule
along z-axis direction and corresponding ligands COM distance

From the table it is clear that the minimum force values obtained in case of

ligands immersed in non-polar solvets were much lower compared with the

scenario of ligands solvated in water. Furthermore, it is possible to notice

that the minimum force values were situated at the ligands COM distance of

0.34 nm for ligands immersed in all the solvets, except for ligands solvated
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in chlorobenzene, where the minimum force was occurring at 0.39 nm.

The computation of mean forces was done also in MD simulations in presence

of electric field. The plots obtained are shown in figure 3.18.

Figure 3.18. Mean forces and standard deviations acting on one Mer-
captosuccinic Acid molecule along z axis direction at different ligands
COM distance, in a box containing two ligand molecules and non-polar
solvents with electric field

Again, as for MD simulations without electric field, the plots show null forces

for ligands COM distances longer that 0.9 nm and highly repulsive forces for

short ligands COM distances. The plot of ligands immersed in water in

presence of electric field is show in figure 3.19
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Figure 3.19. Mean forces and standard deviations acting on one Mer-
captosuccinic Acid molecule along z axis direction at different ligands
COM distance, in a box containing two ligand molecules and water
with electric field

The table 3.5 lists the minimum forces acting on the first ligand molecule

and corresponding ligands COM distance.

SOLVENTS Minimum Force, kJ
mol∗nm COM Distance, nm

CHLOROBENZENE -336.43 0.35
CYCLOHEXANE -107.24 0.44
HEXANE -109.67 0.44
TOLUENE -110.46 0.44
WATER -26.83 0.34

Table 3.5. Minimum force acting on one Mercaptosuccinic Acid
molecule along z-axis direction and corresponding ligands COM dis-
tance in presence of electric field

The results changed significantly from the simulations without electric field.

The minimum force value was lower for simulations with electric field in

case of ligands immersed in polar solvents, thus water. Instead in ligands

solvated in non-polar solvents scenarios, the minimum force values were much

higher if electric field was present. In particular for cyclohexane, hexane
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and toluene, the minimum force values raised from less than -300 kJ
mol∗nm

to slighlty less than -100 kJ
mol∗nm . Furthermore, for these three solvents, the

ligands COM distance shifted from 0.34 nm for simulations without electric

field to 0.44 nm when the electric field was present. In case of simulations

with chlorobenzene, the minumim force still rased, from -437.78 kJ
mol∗nm to

-336.43 kJ
mol∗nm , but the COM distance, on the contrary with respect of the

other solvents, diminished from 0.39 nm to 0.35 nm. In case of ligands

immersed in water, instead, the minimum force value was 0.34 nm both for

simulations with and without electric field. Finally, it is possible to state that

the influence of electric field significantly modified the forces acting between

the two ligands. In particular, ligands immersed in the polar solvent increased

the repulsive forces, while ligands solvated in non-polar solvents diminished

it, with a higher electric field influence in case of the solvents cyclohexane,

hexane and toluene, with respect to chlorobenzene.

3.3.3 Potential of Mean Forces

In order to evaluate the potential value that generate the forces acting during

the MD run, the potential of mean force, also called PMF, was calculated.

Reminding that the force is given by:

þF = −þ∇U (3.1)

A decreasing PMF trend for positive mean force values and increasing evo-

lution for negative mean forces are expected.

The plot of PMF values for two ligand molecules immersed in non-polar

solvents is shown in figure 3.20.
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Figure 3.20. Potential of mean force acting on one Mercaptosuccinic
Acid molecule along z axis direction in a box containing two ligand
molecules and non-polar solvents

As expected from the force analysis, also the potential of mean force is almost

null for configurations with ligands COM distance higher than 0.9 nm. After

that, a trough is defined by the potentials calculated in each COM distance

step. Finally, the increasing PMF values situated at shorter ligands COM

distance highly increases. These correspond to the minimum force values:

when the ligands COM are very close, the two molecules initiate overlapping

one over the other, thus resulting into highly repulsive forces. In figure 3.21

the PMF of two ligand molecules solvated in water is shown.

The values of minimum PMF with related COM distance, both for polar and

non-polar solvents, are listed in table 3.6.
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Figure 3.21. Potential of mean forces acting on one Mercaptosuccinic Acid
molecule along z axis direction at different ligands COM distance, in a box
containing two ligand molecules and water

SOLVENTS Minimum PMF, kJ
mol COM Distance, nm

CHLOROBENZENE -16.10 0.69
CYCLOHEXANE -19.83 0.69
HEXANE -22.04 0.78
TOLUENE -19.69 0.69
WATER -5.90 0.34

Table 3.6. Minimum potential of mean force acting on one Mercaptosuccinic
Acid molecule along z-axis direction and corresponding ligands COM distance

The minimum PMF values and the corresponding COM distances for lig-

ands immersed in non-polar solvents were similar. In particular, for ligands

molecules immersed in chlorobenzene, cyclohexane and toluene, the mini-

mum PMF was computed in the configuration corresponding to a ligands

COM distance of 0.69 nm. The minimum value of PMF was acting in case

of ligands immersed in hexane, with -22.04 kJ
mol at the ligands COM distance

of 0.78 nm.

Given that the Coulomb and Lennard-Jones energies take in consideration
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enthalpic effects, while the PMF computations consider the free energy, and

reminding the Gibbs free energy equation:

∆G = ∆H − T∆S (3.2)

a comparison between the Coulomb and Lennard-Jones energy values listed

in table 3.3 (page 57) and the PMF results shown in table 3.6 is significant.

From the results, it is possible to state that a reduction of attractive in-

teraction between the ligand molecules is evident in the PMF computations,

resulting in entropic effects of the solvent molecules situated between the two

ligands, which screened the attractive interactions. Furthermore it is notable

that for ligands immersed in non-polar solvents, the minimum Coulomb and

Lennard-Jones were obtained for ligands COM distances situated between 0.4

nm and 0.5 nm (table 3.3), while the minimum PMF values were computed

at ligands COM distances of roughly 0.7 nm (table 3.6). This difference

is due to the solvents molecules obstruction that do not allow the ligands

molecules to get closer. In order to have a ligands self-assembly it is then

necessary to overcome the solvents barrier that, as visible from the solvents

radial distribution functions shown in figure 3.3 (page 48), is prevalent at

a distance of roughly 0.6 nm. The PMF results also highlighted the differ-

ence between polar and non-polar solvents: the minimum PMF values were

about -20 kJ
mol for ligands immersed in non-polar solvents and only -5.90 kJ

mol

in ligands solvated in water scenario. The lower value obtained for ligands

immersed in water signifies that the polar solvent screened more intensely

the ligands interactions. Moreover, the minimum PMF in case of ligands im-

mersed in water is localized at a ligands COM distance of 0.34 nm, according
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with the radial distribution function obtained for water molecules.

The same procedure was used to elaborate the forces obtained from simula-

tions in presence of electric field. In figure 3.22 the PMF of ligands immersed

in non-polar solvents are shown.

Figure 3.22. Potential of mean force acting on one Mercaptosuccinic Acid
molecule along z axis direction in a box containing two ligand molecules and
non-polar solvents with electric field

As for the previous plot, almost null values were computer for ligands COM

distance higher than 0.9 nm. The PMF values than shown a trough, situated

between 0.4 nm and 0.5 nm, and increased significanlty for shorter ligands

COM distances. The PMF trend computed in case of ligands immersed in

water in presence of electric field is represented in figure 3.23.
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Figure 3.23. Potential of mean forces acting on one Mercaptosuccinic Acid
molecule along z axis direction at different ligands COM distance, in a box
containing two ligand molecules and water with electric field

In table 3.7 are listed the minimum PMF values and the related ligands COM

distances for ligands immersed in polar and non-polar solvents.

SOLVENTS Minimum PMF, kJ
mol COM Distance, nm

CHLOROBENZENE -11.42 0.44
CYCLOHEXANE -14.59 0.49
HEXANE -19.95 0.49
TOLUENE -19.30 0.49
WATER -2.57 0.34

Table 3.7. Minimum potential of mean force acting on one Mercaptosuccinic
Acid molecule along z-axis direction and corresponding ligands COM distance
in presence of electric field

As for the minimum force computation, also in the potential of mean force

study the minimum values obtained from of simulations with electric field

are higher with respect to simulations without it. In particular, a relevant

increase is notable in case of chlorobenzene: its minimum PMF raised from

-16.10 kJ
mol to -11.42 kJ

mol .
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For ligands immersed in cyclohexane, hexane and toluene, the minimum

PMF values were situated at a ligands COM distance of 0.49 nm, while for

ligands solvated in chlorobenzene it was located at 0.44 nm. These values are

significantly different if compared with the minimum PMF values obtained

without electric field, where the ligands COM distances for minimum PMF

values were located at roughly 0.7 nm. Thus meaning that the electric field

permitted the ligands to overcome the obstruction given by the presence of

non-polar solvents molecules. In case of ligands immersed in polar solvent,

instead, the ligands COM distance related with the minimum PMF value was

0.34 nm both for simulations with and without electric field. Remarkable

difference is instead notable in the minimum PMF values: the minimum

PMF obtained from simulation with electric field was halve the minimum

PMF computed during simulation without electric field, thus resulting in a

minor entropy level when electric field was acting.

71



Chapter 4

Conclusions

The main purpose of this thesis was to perform a primary analysis about

the behaviour of Mercaptosuccinic Acid molecules immersed in polar and

non-polar solvents.

First, MD simulations of boxes containing chlorobenzene, cyclohexane, hex-

ane, toluene and water were carried out. The successful comparison between

the results and the literature data proved that the solvent models and the

force field chosen in this work were reliable. The solvents behaviour under

the electric field was also studied, but no relevant differences were noticed in

the molecules distribution. Interactions between one Mercaptosuccinic Acid

molecule and the solvents were then analyzed. The results have shown a

remarkable difference between polar and non-polar solvents: the attractive

interactions for non-polar solvents were mainly due to Lennard Jones energy,

with a minor component given by Coulomb energy; instead for polar solvent

the ligand-solvent interactions were much higher and Coulomb energy played

a major role over Lennard-Jones energy.

The simulations of two Mercaptosuccinic Acid molecules immersed in polar
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and non-polar solvents showed that the interactions were null for ligands

COM distance higher than 0.9 nm, independently from the solvent in which

the ligands were immersed. The simulations of ligands immersed in non-polar

solvents highlighted that the attractive energy due to Coulomb and Lennard-

Jones potentials was much higher than the calculated PMF interactions.

Through the Gibbs free energy equations ∆G = ∆H − T∆S, it was possible

to state that the differences between enthalpic and free energies were due to

entropy. The entropic effects were given by the solvents molecules located

between the two ligands and screened their attractive interactions. Also,

from simulations of ligands immersed in non-polar solvents, the maximum

attractive Coulomb and Lennard-Jones energies corresponded to the ligands

COM distances located between 0.4 nm and 0.5 nm, while the minimum

PMF values were obtained at ligands COM distances of roughly 0.7 nm. This

difference was again related to the solvents molecules obstruction, which did

not allowed the ligands to spontaneously get closer. The ligands, in order to

self-assembly, must overcome the solvents barrier that, as suggested from the

rdf calculation, was located at 0.6 nm. Comparing the PMF values computed

from simulations of ligands immersed in polar and non-polar solvents, it

resulted that water had a more intense screening effect on the interaction

energies acting between the ligands. Finally, the presence of electric field

reduced the ligands free energy interactions both in simulations with polar

and non-polar solvents, with higher influence for ligands immersed in water.

In fact, in this case the free energy value halved the each one obtained from

simulations without electric field.
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