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ABSTRACT

The aim of this thesis is to introduce a new concept of distributed radiating
and oscillating device by investigating and manipulating some dispersive
properties of particular periodic structures based on planar technology.

Floquet-Bloch modes describe the propagation of electromagnetic waves
in periodic transmission lines. Two-port periodic guiding structures allow
the occurrence of regular band edge (RBE), that is a fundamental class of
exceptional point of degeneracy (EPD). Under these special dispersion con-
ditions, both the two system eigenvectors and eigenvalues coalesce. This rep-
resents a standing wave where energy is not flowing through the periodic
circuit.

A description of the wide range of applications in which dispersive de-
generacy conditions have crucial importance is presented. As an example
the reader will notice how it is possible to have better control of beam and
directivity in fast travelling wave radiators, to allow the design of high Q-
factor and high spectral purity oscillators and obtain sensors with enhanced
sensitivity.

After a basic introduction to radio frequency and microwave oscillators,
leaky wave antennas and to the basis of the periodic structures mathemat-
ical model, the attention is eventually focused on the general transmission
line theory of exceptional points of degeneracy. For these structures, the
central concept of gain (introduced by active devices) and loss (ohmic and
radiation) balance is presented, pointing out how symmetries are involved
in determining whether or not an EPD can exist.

As a final result of the study, two microstrip ladder oscillators schemes
based on regular band edge are proposed. Microstrip lines, interdigitated
capacitors and non-linear active devices are conveniently arranged in asym-
metric and folded structures able to provide a stable oscillation, high spec-
tral purity, high loaded Q-factor, ability to radiate at the oscillation frequency
along with a simple design.

Finally, a last section presents some considerations about the possibility
of having oscillation in looped ladder structures. Where the behaviour of an
infinitely long periodic structure is reproduced, EPD can be ideally retrieved
by providing gain. Operating near such special degeneracy conditions fur-
ther improvements appear, leading to potential performance enhancement
in a broad variety of microwave and optical devices.

il






ACKNOWLEDGMENTS

Part of this thesis was carried out in prof. Filippo Capolino’s research labo-
ratory at Department of Electrical Engineering and Computer Science, Uni-
versity of California, Irvine (U.S.A.).

I would like to thank from the bottom of my heart all those who made to
write this Thesis possible. Special thanks to my supervisors Prof. Ladislau
Matekovits and Prof. Filippo Capolino, for their patience, for their availabil-
ity and their precious teachings, which will accompany me in my future
professional life. Special thanks to Hamidreza Kazemi, Dmitry Oshmarin,
Ahmad Almutawa and in particular to Tarek Mealy and Ahmed Abdelshaty,
who guided me in the preparation and realization of my project, sharing
with me their knowledge, some laugher, and their, already little, time. Spe-
cial thanks to prof. Franco Maddaleno, unique and inimitable guide and to
Ermanno Citraro and Alessio Berto, who were exceptional travel and ad-
venture companions in California. Special thanks you to Fabio and Lorenzo,
irreplaceable friends. And least but not last, a warm thank you to Sofia, al-
ways present, dulcis in fundo.






CONTENTS

II

INTRODUCTION 1
1.1 Background and Thesis Aim 1
1.2 Thesis outline 3

THE STATE OF THE ART

THE STATE OF THE ART 7
2.1 Exceptional Points of Degeneracy: Overview and Applications
2.2 Thesis Motivation 12

THEORETICAL BACKGROUND

RF AND MW RESONATORS 15

3.1 Series and Parallel resonant circuits 15
3.1.1 Series resonant circuits 15
3.1.2 Parallel resonant circuits 16

3.1.3 Loaded and unloaded Q-factor 17
3.1.4 The Coupling Coefficient and Critical Coupling 17
3.2 Interdigitated Capacitor as Resonant Unit 18

RF AND MW OSCILLATORS 21

4.1 Kurokawa'’s criteria for oscillation 21

4.2 Negative Resistance From Active Elements 23
4.2.1  Negative Resistance from Tunnelling Diodes 24
4.2.2 Negative Resistance from Transistor Model 25

4.3 Q-factor in oscillators 25

4.4 Noise in Oscillators 26

4.5 Some Oscillator Design Considerations 27

PERIODIC STRUCTURES AND EPDS 29

5.1 Infinite Periodic Structures 29

5.2 Discrete Periodic Structures 33

5.3 Dispersion Diagram of a Periodic Structure 34
5.4 Phase and group velocity 35
5.5 Floquet’s Theorem and Spatial Harmonics 35
5.6 N-th order EPDs 37
5.7 EPDs in practice 39
5.8 Regular Band Edge, RBE 40
ANTENNA THEORY AND LEAKY WAVE ANTENNAS 43
6.1 Antenna Parameters 43
6.1.1 Radiation Power and Intensity 43
6.1.2 Beamwidth, Directivity, Efficiency and Gain =~ 44
6.1.3 Polarization 46
6.2 Leaky wave antennas 47
6.3 Field Behaviour of Leaky Waves 48
6.3.1 Field Behaviour in Periodic LWA 51

vil



viil

| CONTENTS

IIT DESIGN AND SIMULATION

7

O M m o o W > <

DESIGN AND SIMULATION OF TWO SINGLE-LADDER RBE RADIATING
OSCILLATORS 57
7.1 Motivation 57
7.2 RBE Oscillator at fd = 0 58
7.2.1  Unit Cell Design 59
7.2.2 Frequency response of the passive ladder circuit 64
7.2.3 Active single-ladder circuit and RBE 68
7.2.4 Modes Analysis 76
7.2.5 Oscillation and Radiation Analysis 81
7.3 Folded ladder design 86
7.4 Closed Loops and Distributed Gain 87

CONCLUSIONS
CONCLUSIONS 91

APPENDIX

PROOF OF KUROKAWA'S STABILITY CONDITION 95
ENERGY FLOW THROUGH A PERIODIC STRUCTURE 97
FARFIELD FIELDS DERIVATION 99

TRANSMISSION LINE CIRCUIT MODEL 101

RBE OSCILLATOR AT ﬁd: 0, SIMULATION SETUP 103
EIGENMODE SOLVER MODES FIELD CUTS 111

8 CELL ARRAY SIMULATION SETUP 119

BIBLIOGRAPHY 121



LIST OF FIGURES

Figure 2.1

Figure 2.2

Figure 2.3

Figure 2.4

Figure 2.5

Figure 2.6

Figure 3.1
Figure 3.2
Figure 3.3

Figure 3.4
Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4

Figure 4.5

Sketch of the dispersion diagram with three different
degeneracies: second order (RBE), third order (SIP)
and fourth order degeneracy (DBE), respectively [4].
(a) FPC realized in [8] (top) and giant transmission
gain obtained compare to standard and RBE FPC (bot-
tom).(b) CROW structure used in [4]. 9

(a) Second order degeneracy retrieved by the addition
of gain [10]. (b) Fourth order degeneracy retrieved by
adding gain [7]. 9

(a) Two uniform coupled transmission lines: one is
lossy whereas the other one is active. (b) A second or-
der EPD is obtained (the metric | det(U)| is close to
zero where degeneracy appears). (c) Extremely nar-
row beam LWAs can be conceived with EPD coupled
transmission lines. (d) Beamwidth varying with dif-
ferent values of mutual capacitance C,, [10]. 10
Design proposed in [7]: (a) unit cell, (b) realised dis-
crete periodic structure, (c) simulation and measure-
ment of dispersion diagram, (d) shift from w; in re-
flection and transmission parameters 11

(a) Double ladder oscillator realised in [6]. (b) Mini-
mum driving admittance scales as 1/ N® for DBE struc-
ture. (c) Q-factor versus the number of cells for differ-
ent loads. 11

Series RLC resonator. 15

Parallel RLC resonator. 16

(a) Printed interdigital capacitor in microstrip technol-
ogy with microstrip access lines [29]. (b) Interdigital
capacitor design parameters [29]. (c) Interdigital ca-

pacitor equivalent circuit. 18
Equivalent circuit for a microstrip interdigital capaci-
tor provided with access lines. 20

Negative resistance (a) series and (b) parallel oscilla-
tor circuit model. 21

Example of V-I non linear third order characteristic
around a given bias point. 23

(a) Esaki diode small signal equivalent circuit model
and (b) output characteristic [37]. 24

Negative resistance BJT with capacitive feedback equiv-
alent circuit. 25

Noise power versus frequency for a transistor ampli-
fier operating at frequency fo [28]. 26

ix



X

I LIST OF FIGURES

Figure 4.6

Figure 5.1
Figure 5.2

Figure 5.3

Figure 5.4

Figure 5.5

Figure 5.6

Figure 6.1

Figure 6.2

Figure 6.3

Figure 6.4

Figure 7.1

Figure 7.2

Figure 7.3

Figure 7.4

Figure 7.5

Modulation of the oscillation frequency f. due to phase
noise [28]. 27

Infinite periodic structure blocks model. 29
Dispersion diagram for a lossless unitcell where stop
and pass bands are highlighted. (a) Phase shift (prop-
agation constant). The first three harmonics are plot-
ted and frequencies w,; limit the boundaries between
passbands and stopbands. (b) Attenuation constant.
Visual difference between phase velocity v, and group
velocity v,. 36

Dispersion diagram expanded in for n spatial har-
monics. Solid lines are for forward propagating modes,
dashed lines for backward propagation. 37
Coalescence of two Floquet harmonics at FBZ edge
(Bd = m) in a lossless structure. 38

Detail on half FBZ edge (Bd = ) for a periodic lossy

structure with and without loss and gain balance. 39

Polarization plane for an electromagnetic wave and its
polarization ellipse as a function of time [42]. 46

Ray picture used as a physical interpretation of field
behaviour and radiated power in leaky-wave anten-
nas: (a) forward leaky wave and (b) backward leaky

way [43]. 49

34

Brillouin diagram plotted as kod vs B,d in which shadow

and radiation region are highlighted. Radiation cone
is defined above the solid yellow lines. 52

Closed stop band occurs at By = 71, corresponding to
bounded modes. Open stopband occurs around Sy =
27, where radiation is possible [43]. 53

(a) Interdigital capacitor microstrip printed model. (b)
Simplified model for describing radiation from inter-
digital capacitor fingers. (c) Layout of the symmetrical
unit cell realised in ADS with the parameters in table
7.2. 60

(a) Dispersion diagram for the lossy symmetrical unit
cell (table 7.2). (b) Bd = 0 and Zp are compared. (c)(d)
Bloch impedance for the forward and backward prop-

agating mode. 62
Input impedance of the cascade of 8, 16, 32, 96 uni
cells (last cell terminated on a short circuit). 63

Layout of the asymmetrical unit cell extracted in ADS
with parameters in table 7.3. 64

(a) Dispersion diagram for the asymmetrical lossless
unit cell (table 7.3). (b) pd = 0 compared with Zp.
(c)(d) Bloch impedance for the forward and backward
propagating mode. 65



LIST OF FIGURES | «xi

Figure 7.6 (a) Dispersion diagram for the asymmetrical lossy unit
cell (table 7.3). (b) Bd = 0 compared with Zp. (c)(d)
Bloch impedance for the forward and backward prop-
agating mode. 66

Figure 7.7 (a) Lossless structure. Discrete structure input impedance
varying the number of unit cells: input resistance (above),
input reactance (below). (b) Lossless structure. Dis-
crete structure input impedance varying the number
of unit cells: input resistance (above), input reactance
(below). 67

Figure 7.8 (a) Simulation setup in ADS for Q-factor evaluation
(b) Total loaded Q-factor for the passive ladder struc-
ture. 68

Figure 7.9 Block scheme for the time domain simulation of the
circuit with asymmetrical unit cell. 69

Figure 7.10 (a) Time domain response of the lossless ladder os-
cillator based on asymmetrical unit cell (N = 8). (b)
Fourier transform of the time domain response showen
in (a). As i appears the spectrum is very pure in a very
large bandwidth. (c) Detail on the voltage wave form
and to the associated phase. 71

Figure 7.11 (a) Time domain response of the lossyladder oscillator
based on asymmetrical unit cell (N = 8). (b) Fourier
transform of the time domain response showen in (a).
As i appears the spectrum is very pure in a very large
bandwidth also in the lossy case. (c) Detail on the volt-
age wave form and to the associated phase. The phase

shift is 72

Figure 7.12 (@) Unit cell simulated with gain element. (b) Dis-
persion diagram for the unit cell with and without
gain. 73

Figure 7.13 (a) gs parametrization as a function of the number of

cell. The driving admittance can is fit by 1/ N27 sug-
gesting the presence of a RBE. (b) Voltage exponential
decay along the line for N = 8,16. The voltage re-
mains almost constant by varying the number of cells.
(c) Peak voltage value is slightly changed by varying
8e- 74

Figure 7.14 (a) ADS MoM simulation is compared with CST FD
and TD solver with employing discrete face ports.
(b) ADS MoM simulation is compared with CST FD
and TD solver with employing waveguide ports and
deembedding the scatterign parameters. (c) ADS loss-
less simulation versus CST eigenmode solver. 75



Figure 7.15

Figure 7.16

Figure 7.17

Figure 7.18

Figure 7.19

Figure 7.20

Figure 7.21

Figure 7.22

Figure 7.23

Figure 7.24

Figure D.1

Mode 2: electric field distribution for interdigital ca-
pacitor at f,. The high value of the electric field are
non physical and due to the eigenmode solver, in which
losses are ignored. A different color map is used in
this plots in order to better understand the field dis-
tribution in the capacitor. 76

(a)(b)(c)Mode 2: electric field distribution for the unit
cell at f,. The high value of the electric field are non
physical and due to the eigenmode solver, in which
losses are ignored. (d) Electric field surrounding the
unit cell at different cutting planes. 79

(@)(b)(c) Mode 2: magnetic field distribution for the
unit cell at f,. The high value of the electric field
are non physical and due to the eigenmode solver,
in which losses are ignored. (d) Magnetic field sur-
rounding the unit cell at different cutting planes. 8o
8 cell array used as resonant-radiating device. Port 1
is used to feed the structure, whereas port 2 is used
as load. Port 1 is used to feed the structure, whereas
port 2 is used as load. 81

(a) Driving point impedance for the lossy designed
array. (b) Output impendance for the designed array.
(c) Voltage in time domain response at the input port.
(d) Output spectrum: oscillation is located at f,s =
2.6145GHz. 82

Scattering and loss parameters for (a) lossy and (b)
lossless structure: reflection coefficient (top lef), trans-
mission coefficient (top right), total loss (bottom left)
and VSWR (bottom right). 83

(a-d)Farfield radiation pattern and related cuts on the
main planes for the lossy array. Radiation efficiency is
very low because of the large amount ohmic and di-
electric losses. (e) Axial ratio: the polarization is mainly
elliptical in the main radiation direction. (f) Broad-
band radiation loss for lossy N = 8 array. (g)Broadband
radiation loss for lossless N = 8 array. 85
Radiated field in the vicinity of the array at various
phase steps showing the existance of a travelling wave.
The cylindrical surface on which the electric field is
evaluated is oriented along th x axis centered around
the device. It has radius equal to 20cm and height
equal to 1m. 86

(a) Realised folded unit cell. (b) Voltage waveform of
an 8 cell structure. (c) Output spectrum at each oscil-
lator node. (d) Zoom on voltage waveforms. 87
Looped structure mimicking an infinitely long struc-
ture. 88

Transmission line T-circuit equivalent. 101



LIST OF TABLES |

LIST OF TABLES

Table 7.1
Table 7.2

Table 7.3
Table 7.4
Table 7.5

Table 7.6

Rogers RO6010 main technological parameters. 59
Symmetric unit cell design parameters. The total num-
ber of fingers is Ny=80. 61

Symmetric unit cell design parameters. The total num-
ber of fingers is Np=60. 63

Main result from simulation of the 8 cells ladder loss-
less array. 69

Main result from simulation of the 8 cells ladder lossy
array. 70

Main result from full wave simulation of the 8 cells
ladder array. 81

xit






1 INTRODUCTION

1.1 BACKGROUND AND THESIS AIM

An exceptional point of degeneracy (EPD) is a singularity in waveguiding struc-
tures dispersion diagram (DD) at which eigenvectors are collinear and eigen-
values degenerate [1]. Waves travelling in systems able to operate at these
points experience substantial reduction of group velocity. Hence, structures
capable of supporting these extremely slow modes, exhibit very high quality
factor Q [2], [3] and spectral purity, being also very well suited for appli-
cation including filters-resonators [4], high-power microwave generation [5]
and oscillators [6].

BACKGROUND  Coupled periodic transmission lines [7], periodically loaded
waveguides [8], anisotropic dielectric stacks and microwave cavities [3] are
some example of one dimensional periodic structures exhibiting EPDs. All
the information regarding wave propagation and frequency dispersion are
contained in the unit cell, the basic block defining the periodicity, and can be
extracted through its ABCD parameters, also known as transmission matrix
(T) [9]. The diagonalization of T provides the system eigenvalues A and its
associated eigenvectors ¢, (z). This set of parameters represents the complex
wave number A = & + jB and the associated orthonormal basis that defines
all the possible combinations of waves that can propagate in the structure,
expressed as ¥(z) = Poe™"?. Wherever two or more eigenvalues and they
relative eigenvectors degenerate in the DD, i.e. they collapse in a set of one
only (A,i.), there an EPD is found [10]. Moreover, the number of coalescing
eigenvalues defines the order m of the EPD, for instance: 2"¢ order in case of
a reqular band edge (RBE), 4™ order in case of degenerate band edge (DBE) [2].
If the degeneracy appears T becomes defective and looks as a Jordan Block
[10]. These degeneracies usually are located at the edges of first Brillouin
zone (FBZ) where the propagating wave phase shift is fd = 0, 7r, and disper-
sion relation can be approximated as (w — w,) « (B — B)". Group velocity
vy = dw / dBis null at (we, Be) and much more smoother close in the vicinity
of this point for increasing values of m. Therefore, at EPDs group velocity
vanishes, group delay dramatically in a narrower bandwidth inducing an
increment in quality factor Q and frequency selectivity of the periodic struc-
ture. EPDs do not exist in practice both because infinite periodic structures
do not exist and because the presence of losses and the and in RE, MW and
optic devices. By compensating losses through gain [10] or manipulating
structures topology [4] an EPD can be ideally retrieved also in real cases.

MOTIVATIONS AND AIM OF THE THESIS Recent research interest in struc-
tures exhibiting EPDs has arised in a number of applications, spanning from
particles sensing [11] ad high transmission gain Fabry-Pérot lasers in optics



[3] to narrow beam antennas [10] and high power electron beams [5], [12] in
electronics. Many research papers have laid the foundation and the formal-
ism to better understand how to engineer and recognise the presence of an
EPD in finite periodic structure and coupled transmission lines [4], [7], [13].
In particular, the design of EPD oscillators has recently received a surge of
interest thanks to their capability of exhibiting ultra-high quality factors, ex-
tremely pure oscillation spectra and very low noise characteristics [8], [14].
An example is in [6], where two topologies of ladder oscillators are realised
by means of purely LC circuits exhibiting oscillation around RBE frequency
for the former and DBE frequency for the latter, respectively. In particular, it
must be recalled that the order of degeneracy is at most equal to the number
of terminations of a given cell (two in case of a single ladder and four, in
case of a double ladder).

The single ladder, has N cascaded cells closed on a termination load and
its topology exhibits some very peculiar properties uniquely related to the
presence of an RBE, namely: the minimum driving point admittance, g,
scales as 1/ N?, the total Q-factor is proportional to N3, the voltage waveform
peak is barely independent on the used driving point admittance above sturt-
up threshold and load change are very well sustained and mode jumping is
not present. Besides, the oscillation frequency w;, shift from RBE frequency
w, is proportional to 1/N2. Even if this structures have been proven to ex-
hibit EPDs they are or realised with lumped elements, or by means of loaded
waveguides. No mention in literature is present about the realization of this
kind of topology by means of microstrip lines. Relying on the previous as-
sumptions, one question may be posed: (i) is it possible to design any other EPD
oscillating structures based on microstrip technology?

Another challenging aspect can be brought to light. Previously it has been
mentioned that loss (conduction, dielectric and radiation) can be ideally com-
pensated by inserting gain in the structure. At input port this would make
the circuit to look very similar to a purely reactive resonator. However, loss
compensation would not be distributed, but rather present in a discrete lo-
cation. Therefore, a consistent part of the circuit could still present radiation
loss if conveniently designed. Moreover, it is necessary to recall that an high
Q-factor implies a small amount of losses, whereas the presence of radiation
resistance is in contrast to this. So, the next design question would be: (i)
is it an EPD condition sufficient oscillator also able to radiate, even if this is in
contrast to having a large Q-factor?

The aim of this Thesis is then to answer to both design questions (i) and (ii)
through the derivation, simulation and characterization of novel oscillator schemes
based on exceptional points of degeneracy.

PERSONAL CONTRIBUTION In order to answer to design questions (i) and
(ii) an eight cells single ladder RBE oscillator have been realised. The EPD
is located at Bd = 0. The first design step of a suitable resonating element.
An interdigital capacitor has been employed and designed to maximise its
radiation resistance and minimize phase shits among radiating edges on its
surface. After that, two access lines have been added to realise the unit cell.
Asymmetric access lines turned out to be more convenient to obtain EPD at
centre FBZ. The final layout area is approximatively 18 mm x 18 mm. Then,



the unit cell is then simulated in full wave simulator and characterized to
successfully verifying that an EPD could be retrieved by adding gain.

Next, a certain number of unit cell is cascaded to realize the actual res-
onator. The characterisation of the loaded quality factor suggests that using
8 cells loaded with a short circuit the structure behaves almost as an infinite
periodic structure. After gain is added, provided by means of the equiva-
lent model of a nonlinear cubic voltage controlled current source, it is then
proved that the structure is an RBE oscillator. In fact, the figures of merit
related to single ladder RBE oscillators are verified to be featured by the de-
sign (for instance g = 1/N?7). In particular the phase shift between each
cell is 8deg, meaning that the oscillator is actually working very close to
Bd = 0, i.e. the band edge (each cell in phase with the others). Moreover,
resonance frequency f, = 2.535GHz is slightly shifted from EPD frequency
fe = 2.4561 GHz. Besides, maximum loaded quality factor is Q¢ ax ~ 2000
and minimum driving point impedance is g, i = 5.8 mS.

The next step it to perform eigenmode simulation by means of fullwave
simulator to verify the T-matrix method validity and analysing field topol-
ogy of the radiating mode. The radiating mode turns out to be the first
n = —1 Floquet harmonic (see Chapter 5 for reference).

Full wave frequency domain simulations eventually suggest that the os-
cillator does not show particularly remarkable radiation properties. In fact
even if the radiating mode is a leaky wave and the structure is working
as leaky wave antenna (LWA), radiation efficiency is low due to large con-
duction and dielectric losses (17, >~ —15dB for the lossless structure versus
ne = —30dB in lossy). This result suggests that the oscillator may be used
as nearfield source rather than farfield (|[Eyx| ~ 0.7V/m at 0.5m from the
structure, with an excitation of 0.5 W). Keep in mind that this result has been
obtained without the addition of gain, because of simulation limitation. The
actual structure could therefore present significant enhancements. Further
steps such as a prototype realization and topology improvements are under
investigations.

1.2 THESIS OUTLINE

The Thesis is organized in eight chapters:

Chapter 1: an overview on the work developed is outlined, along with
the Thesis motivations and aims.

Chapter 2: the state of art about the research on EPDs is presented,
along with some applications based on this concept.

Chapter 3: some basic details about RLC resonators are given. The
interdigital capacitor resonator is presented.

Chapter 4: theory of oscillators is presented along with some figure
of merit. Some configurations of negative resistance oscillators are de-
scribed.



4 | INTRODUCTION

o Chapter 5: the detailed and rigorous mathematical model for periodic
structures based on transmission matrix method is presented. EPD the-
ory in periodic structures is deeply analysed. This is the core theoreti-
cal chapter and the reader is invited to start the reading from here.

e Chapter 6: basic antenna theory and formalism is developed. Working
principles of periodic leaky wave antennas are explained in detail.

o Chapter 7: the design and characterisation of an RBE oscillator is pre-
sented. At the chapter end two more circuits are introduced and they
are currently under investigation.

o Chapter 8: conclusion about the developed work and future works are
introduced.
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2 THE STATE OF THE ART

2.1 EXCEPTIONAL POINTS OF DEGENERACY: OVERVIEW
AND APPLICATIONS

In literature an exceptional point of degeneracy (EPD) is defined as a point
in the parameters space describing frequency dispersion of a structure, in
which two or more system eigenmodes and eigenvalues coalesce [1]. This
particular condition usually takes place at singularities of the dispersion
diagram, where group velocity vanishes and some properties of the system
may be enhanced. In practice, they can be found in lossless waveguides
operating at cutoff frequency or at the band edge of periodic structures and
more in general in both electronic [7], [8], [12] and optical [2], [4], [15] devices
conveniently engineered.
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Figure 2.1: Sketch of the dispersion diagram with three different degeneracies: sec-
ond order (RBE), third order (SIP) and fourth order degeneracy (DBE),
respectively [4].

Simple degeneracy, regarding eigenvalues or eigenmodes only is a much
weaker state than what one has with EPDs. In fact, the former condition
originates a diabolic point (DP) or double semi-simple eigenvalue, where two
eigenvalues coalesce in the dispersion diagram [11]. Whether the former
condition is less demanding, on the contrary to have an EPD two conditions
must concurrently verify [10]:

o Eigenvalues, A;, geometrical multiplicity is larger than algebraic multi-
plicity, i.e. they degenerate;

e Figenmodes, 1;, associated to A; coalesce (they are superposed).

Another key difference between the two kinds of singularities lies in the
different response that a system operating around and EPD shows in case of
different perturbation. A perturbation & can be a change in the system design
parameter, a variation in working condition or in external excitations. The
effect produced by ¢ traduces in a degeneracy disappearance and also known
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as mode splitting. In case of DP the eigenmode splitting is proportional to
perturbation strength ¢, whereas in case of EPD the splitting scales as ¢'/™,
with m the order of degeneracy, i.e. the number of coalescing eigenmodes
and eigenvectors. The result is that for a sufficiently small perturbation ¢, the
splitting at the exceptional point is larger meaning that they exhibit larger
sensitivity to external stimuli, if they are sufficiently small [11]. Though, this
property represents both a benefit and a drawback. In fact, EPDs result to be
extremely sensitive to change in system and external parameters, meaning
that they are very difficult to observe in practice.

A first proof of EPDs existence and measurability has been observed in
microwave microcavities by Dembowski et al. in 2001 [16]. After this experi-
ment, a surge of interests on this topic arised in solid state physics, and EPDs
have became to be observed in many different systems such as in coupled
atom-cavity systems [17], microwave cavities [18], [19] and optical microcav-
ities [20], [21].

The simplest EPD can be found in uniform hollow waveguides, having
in mind the dispersion relation close to cutoff frequency [8]. In this case
backward and forward modes coalesce approaching g = 0 in the dispersion
diagram. In this instance, two eigenmodes and two eigenvalues degenerate
represents a 2"! order degeneracy (figure 2.1), i.e. a regular band edge (RBE)
[22]. Applications of RBE can be also found in high power electron beam
oscillators such as [5]. Similarly a 3 order degeneracy, or stationary inflec-
tion points (SPI), can be defined if the degeneracy is threefold. Evidences of
third order degeneracies can be found for instance in coupled resonator op-
tical waveguides [4]. The same applies to a fourth order EPD, also known as
degenerate band edge (DBE), that can be observed for example in Fabry-Pérot
cavities based on anisotropic stratified dielectric stacks [2] and coupled trans-
mission lines [7].

The feature that makes EPDs so valuable if present in a system, is a set
of properties related to frequency dispersion. For instance, a structure that
exhibits an EPD of order m, shows a dispersion relation that can be asymp-
totically approximated around the singularity as:

(W —we) < (B—Be)" (2.1)

where w and B are the angular frequency and the guided wavenumber,
whereas the point (8., w.), designed by the subscript e, defines the degen-
eracy location [10]. Moreover, modelling a device operating with its system
matrix, one has that it is defective at EPD. Under this assumption (demon-
strated in [10]) the matrix is a Jordan block, whose solution eigenmodes
can be expressed as y(z) « z1-le**yl(z), with ¢ = 2,3,...,m, and ¢](z)
the generalized eigenvector [23]. As a matter of fact, RBEs usually occurs at
band edge and this condition is associated with slow-wave properties, mean-
ing that group velocity reduces there, eventually vanishing when reaching
B = 0,7t/d [24]. This is one of the key properties of EPD systems. For in-
stance distributed and waveguide resonators exploiting this working prin-
ciple can support modes with extremely high group delay, featuring very
high quality factors [2], [25], [26], being hence suitable to application like
narrowband filters, high power microwave generation [5], [8], ultra high-
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Figure 2.2: (a) FPC realized in [8] (top) and giant transmission gain obtained com-
pare to standard and RBE FPC (bottom). (b) CROW structure used in

[4].

Q resonator [3], ultra low-threshold oscillators [6] and narrow-beam leaky
wave antennas [7].

An example of giant Q-factor can be found in [8], where a Fabry-Pérot
cavity (FPC) resonator made of unconventional photonic crystals, composed
by three anisotropic dielectric layers, is realised (figure 2.2a). The structure
is periodic and each unit cell is a stack of three misaligned anisotropic (bir-
infrangent) layers. This kind of structure, unlike a standard or two-layers
unit-cell structure (RBE) FPC, is proved to support DBE and the authors
demonstrate that the giant enhancement in the Q-factor and transmission
power gain is related to this property.

Exceptional point of degeneracies do not exist in practice, since losses and
imperfections are omnipresent in real devices [10]. Moreover, as previously
mentioned, EPD systems are extremely susceptible to parameters variation
and perturbation.

Real systems may be reconducted to EPD by introducing gain (figure 2.3),
in a localized or distributed way, retrieving the degeneracy. This require-
ment also satisfy the Parity-Time (PT) symmetry to develop exceptional
points with gain and loss balance [7]. Coupled uniform waveguides (CW)

4th order

~
\/ v I v exceptional point of degeneracy (EPD)
loss ko - — ~
| A . Y

varying a system parameter

complex modes real modes
w < w, Q> @,

(a) (b)

Figure 2.3: (a) Second order degeneracy retrieved by the addition of gain [10]. (b)
Fourth order degeneracy retrieved by adding gain [7].

have been demonstrated to sustain second order EPDs thanks to gain and
loss balance condition. Normally, CW do not show EPDs except from zero
frequency, where four eigenmodes are collinear. Suppose now to have the
system in figure 2.4. One can observe that two coupled lines are present:
one of them is lossy and the other one is fed by distributed gain element.
In this condition, energy is transferred from the active line to the lossy line,

9
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and a second order EPD can be obtained [10]. Moreover, the use of such
a structure, paved the way to new concept of leaky wave antennas (LWA)
where ultra narrow beam and enhanced directivity can be achieved. By con-

- = ~Isolated LWA e CTL, €, =09 C,,
@ e CTL G =08 C,, CTL.C, =099 C
——CTL. C, - 09999C, _
S

,,,,,,

Far-field pattern F(6)

-10 0 10 20 30 40
0 (degrees)

Figure 2.4: (a) Two uniform coupled transmission lines: one is lossy whereas the
other one is active. (b) A second order EPD is obtained (the metric
| det(U)] is close to zero where degeneracy appears). (c) Extremely nar-
row beam LWAs can be conceived with EPD coupled transmission lines.
(d) Beamwidth varying with different values of mutual capacitance C;,

[10].

veniently designing periodic coupled transmission lines it is also possible
to theoretically observe fourth order degeneracy [7]. Figure 2.5 shows that
the periodic structure unit cell is made of a modulated line coupled to a
uniform microstrip by means of a metal connection. Also in this case gain
is needed to retrieve the EPD, but degeneracy can be achieved even if no
perfect PT symmetry is respected. The DD obtained is meaningful for an in-
finite structure only. Experimental demonstration of the dispersion diagram
exhibiting four quasi-coalescing eigenmodes have been reported. To obtain
resonance close to EPD frequencies, th realisation of a discrete structure re-
quires enough cascaded unit cells. The effect of having finite structure is the
shift induced in resonance frequency. Gain elements are still required induce
the EPDs and the design is currently under investigation [27].

Some coupled structures such as coupled resonator optical waveguides
(CROW) also exhibit the possibility to sustain second, third, fourth and even
sixth order EPDs, depending on the employed design [4]. The added value
of this device, showed in figure 2.2b, is the possibility to induce EPDs with-
out the need of satisfying gain and loss balance, thus breaking PT symmetry.
The proposed geometry consists of a chain of coupled ring resonators with
outer radius R. They are coupled side-by-side to a uniform optical waveg-
uide. Coupling is assumed to be present in discrete points , where the rings
are close to each other and to the uniform line. By conveniently design the as-
pect ratio of these structures large Q-factors a giant scaling can be obtained.
The word giant is used referring to the anomalous scaling law that can be
encountered dealing with geometries supporting DBEs. In particular, in this
structures Q-factor is inversely proportional to Floquet-Bloch mode group
velocity, i.e. Quy = const, therefore, approaching a DBE, where vg = 0 one
ideally has Q = oo as reported in [4].

Lately, also the possibility to have EPDs induced by time-varying parame-
ters, rather has been proposed in [13]. A recent practical application of EPDs
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Figure 2.5: Design proposed in [7]: (a) unit cell, (b) realised discrete periodic struc-
ture, (c) simulation and measurement of dispersion diagram, (d) shift
from wj in reflection and transmission parameters.
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Figure 2.6: (a) Double ladder oscillator realised in [6]. (b) Minimum driving admit-
tance scales as 1/ N> for DBE structure. (c) Q-factor versus the number
of cells for different loads.

is reported in [6], where a double ladder oscillator is realised using lumped
elements (figure 2.6). Moreover single and double ladder are compared. A
gain element is introduced at the node in which the driving point impedance
is minimum, compensating for losses and guaranteeing oscillation. Being a
double ladder, this structure support four modes. In particular, thank to
DBE the double ladder presents also some enhanced features with respect
the single ladder, such as:

¢ Minimum value of the driving point impedance proportional to 1/ N°.

o Total quality factor proportional to N° (with maximum value propor-
tional to 10%).
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e Lower oscillation threshold compared to a single ladder structure.

e Strong reduction of mode jumping, meaning that the oscillation fre-
quency is independent on the load value.

Currently a printed elements variant of the circuit is under investigation.
Even if this application is particularly well suited for low power (low thresh-
old) and low noise purposes (large Q-factor, [28]), EPDs can be also exploited
in high power applications such as distributed backward wave oscillators [5].

2.2 THESIS MOTIVATION

Even if the presence of EPDs is known since the last two decades [16], [18],
[19], a recent research interest in EPDs has arised in a number of applications,
spanning from particles sensing [11] ad high transmission gain FPC lasers in
optics [2] to narrow beam antennas [10] and high power electron beams [5],
[12] in electronics. Many recently published papers have laid the foundation
and the formalism to better understand how to engineer and recognise the
presence of an EPD [4], [6], [7], [10], [13].

As mentioned in the previous section, in many application related to ra-
diofrequency, microwave electronics and optics the presence of EPDs is a
benefit. Many of the properties related to devices operation may be enhanced
because of the coalescence of system eigenmodes, paving the way to a new
class of sensors, filters, pulse forming networks. In particular, the dramatic
reduction of group velocity and the increase in loaded quality factor is a
crucial enhancement in the realization of novel oscillator schemes in which
giant resonance and ultra high spectral purity are both present, along with
low oscillation thresholds and load effect minimization.

Although some example of EPD oscillators can be found in literature [6],
[12], they are mainly based DBE and usually designed as periodic structures
of lumped elements or in bulky hollow metallic waveguides. Moreover, no
mention to radiation properties in this devices has been highlighted till now.

The aim of this Thesis is to study new single ladder oscillator schemes
based on EPDs in a simple monolithic microstrip technology, analysing how
the main figures of merit behave with respect design parameters and demon-
strating, if possible, the evidence of exceptional points of degeneracy. Fur-
thermore, the design is oriented toward topologies also able to provide ra-
diation, in order to verify if oscillation and radiation may be concurrently
present in an EPD system.
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3 RF AND MW RESONATORS

3.1 SERIES AND PARALLEL RESONANT CIRCUITS

RF and microwave resonators are widely employed in the design of filters,
frequency meters, tuned amplifiers and oscillators [9]. Although these cir-
cuits undergoes to distributed parameters circuit theory in short wavelength
regime, their working principles are very similar to those of series and par-
allel lumped RLC circuits. Figure 3.1 and figure 3.2 show two basic circuit of
series and parallel resonator respectively.

3.1.1  Series resonant circuits

Zin

L:—’\/\/\/uuuu

R jwL
1/jwC _——

Figure 3.1: Series RLC resonator.

Looking at figure 3.1, the input impedance is given by:
Z; —R-l-'wL—'L (3.1)
in = ] loC 3

with complex power delivered equal to:

1. 1., . 1

Py, = EVI = E\I| <R—|—]wL ]wC)

= Pioss + 2jw (Wi — We) (3-2)
-1
w?C
is the total electric energy stored in C and W,, = ;|I|’L is the total mag-
netic energy stored by the inductor. Substituting 3.2 in 3.1 and recalling that
resonance appear when W,, = W,, on has:

where P,;s = 3|I|*R is the power dissipated by the resistor, W, = 1|I|?

_ Ploss + 2]W(Wm - We)

Zin
1
Z|112
2

=R (3-3)

Moreover, having W,, = W, one has the resonant pulsation defined as wy =

1/VLC.

15
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An important figure of merit is the resonant circuit quality factor, Q, de-
fined as:
0- o, AVerage stored energy
power loss
P loss

(3-4)

From which it appears that the higher is the loss the lower is Q. At resonance,
if no additional resistive loads are connected to the resonator, Q has the
maximum possible value and it is called unloaded Q, denoted by Q. In fact:

2Wm - wOL o 1
P R woRC

Qo = w (3-5)

Next, considering a small variation from wy given by w = wy + Aw one can
rewrite Z;, as:

w? — w? 2RQoAw
> ~ R —l—]QiO (3.6)

— ; 0
We can finally define the half-power fractional bandwidth as the bandwidth

at which the power is 3dB below the power delivered at resonance. At this
condition wop &+ BW/2, then Aw/wy = BW /2 and:

|Zin|2 = 2R2
IR + jRQo(BW)|* = 2R?
1
BW = o) (3.7)

A series resonant circuit acts as a stop band filter at pulsation wy [9].

3.1.2 Parallel resonant circuits

R jwL> 1/jwC_—_

Figure 3.2: Parallel RLC resonator.

Looking at figure 3.2, the input impedance is given by:
-1
1 1 ,
Zin=Y;' = ( + —]wC> (3-8)

2
Given Pjs = %% the power dissipated by the resistor, W, = %\V\ZC the
2
total electric energy stored in C and W,, = %% the total magnetic energy
stored by the inductor, one has at resonance (or antiresonance):
_ Ploss + ij(wm - We)

1
~ 112
11

Zin =R (3.9)
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The unloaded quality factor at antiresonance wo = 1/+/LC is given by:

2W,,, R
e = — = RC .
Qo = wo Pow @il wo (3.10)

Close to resonance the input impedance can be approximated as follows:
R

=17 2Q0bw/wo

Moreover the half-power fractional bandwidth is BW = 1/ Q.

Zin (3.11)

3.1.3 Loaded and unloaded Q-factor

The addition of a series or a parallel load R;, has the effect of lowering the
total resonator Q-factor, which takes the name of loaded Q, or Q;. If a series
connection of a load with a RLC resonator is present then external Q is given

by:

. (,U()L

Qe = R, (3.12)
whereas, in case of parallel RLC group Q, is:
Qe = m (3-13)

The total loaded quality factor is thus:

1 1
QL= <Qe + QO> (3-14)

3.1.4 The Coupling Coefficient and Critical Coupling

With coupling it is intended how much a resonator is matched to its attached
circuitry and how effective is the power transfer between them (not to be
confused with coupling in coupled transmission lines). A measure of the
amount of coupling is given by the coupling coefficient, defined as:

= = 1
§=0, (3.15)
Depending on the two Q-factors three conditions can hold:

o g < 1: undercoupled resonator.
e g = 1: critically coupled resonator.

e g > 1: overcoupled resonator

Moreover, the loaded Q-factor is:

Q= _o 8 (3.16)

T 11y 1+g
Power transfer is maximum provided that a resonator is matched with its
feeding line at resonance frequency. The resonator is said critically coupled if
this happens [9] . Moreover, it is possible to define the normalized frequency
shits corresponding to the quality factors as:
1 1 1
dp =t— op = +— 0p = £— 1
Ty YTra YT 617
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3.2 INTERDIGITATED CAPACITOR AS RESONANT UNIT

Electromagnetic coupling between closely placed lines can be exploited to
obtain capacitors in printed technology (figure 3.3a shows an example). Sev-
eral strips (fingers) are put in parallel separated by a thin gap in order to
form a periodic structure whose electrical parameters are dispersive and
nonlinear functions of the number of coupled elements. The advantage of
printed capacitors is that they can be fabricated in monolithic microwave
integrated circuits (MMIC), besides the possibility to have higher quality
factors [29]. Actually, the model describing this kind of devices is quite com-
plex, [30][29] therefore only the main approximated results are shown here.
Supposing to having a microstrip technology operating in sub-wavelength

(9)

Figure 3.3: (a) Printed interdigital capacitor in microstrip technology with mi-
crostrip access lines [29]. (b) Interdigital capacitor design parameters
[29]. (c) Interdigital capacitor equivalent circuit.

regime whose parameters are defined in figure 3.3b, a possible equivalent
circuit that describes a center-tap interdigitated capacitor, CIDC, is shown
in figure 3.3c. The circuit is valid for low frequency, in order to consider
the circuit as lumped. Having a substrate with thickness h, dielectric relative
permittivity €, and N fingers with length [ < A/4, the total gap capacitance
is given by:

Cic = (e, + 1I[(N —3)A; + As]  (pF) (3.18)
where:
0.45
A1 = 4.409 tanh [O.55<W> } x 107%  pF/um (3.19a)
b\ 05
Ay =9.92tanh [0.52<W> ] x 107® pF/um (3.19b)
Instead, for what concerns the series resistance R is:
R = éLRW (3.20)
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where Ry, is the sheet resistivity in ohms per square for the employed con-
ductor used in the technology. Series inductance LY and shunt capacitance
Cy are calculated through transmission line theory:

. ZovEn
LS = %ewl (3.21a)
cic = Lv/ere, (3.21b)

P2 Zoc

It is now useful to notice that the circuit in figure 3.3c is the II-equivalent of
the interdigital capacitor, with components:

Y5, = V{5, = jwCy (3.22a)
- jwcic
Yiis = {30l RE — PLECE (-22b)
whose associated Y matrix is given by [31]:
i (1 08) < (0 )
i Ya Yz Yo+ Y
(3-23)
where:
vie _ yis _ jw(C¥ + Cif) — w?RELECY — jwPLECECY (3.240)
11 — £22 — 1 —i—jCURéCLéC _ szécLéC 3-24
) . ; ic
Y15 = Yy Jws (3.24b)

21 ™ "1 jwCieRE — 2LicCic

for which transformation to transmission matrix parameters can be easily
performed following well known conversion rules [9]. The quality factor Q'
and the series resonance frequency f,e for the resonator are given by:

1 3WN

ic __ —
Q= SCIRE ~ wCralR,, (-253)

1

f se — W (3.25b)
Depending on the interdigitated capacitor area and number of fingers, the
obtainable value of series capacitances and inductances are around hundreds
of fF and pH, respectively. Usually these devices are treated as lumped ele-
ments in the majority of their applications, a part for some special cases, such
as J-inverter networks used for filtering purposes [29]. Being sub-wavelength,
many loss contributions can be neglected, such as radiation losses. However,
conduction loss is kept into account through R;, even if it can be minimized
by increasing the number of fingers. This also produces an increment in the
series capacitance. However, the capacitor could be employed as unit cell in
periodic structures. In this case, radiation could be present since electromag-
netic properties, would depend on the topology of the new circuit rather
than the single element.
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The integrated capacitor can be used as unit cell resonanting element in
a microstrip resonator. To do so, it must obviously connected to two mi-
crostrip access line. Transmission matrix satisfy the group property, there-
fore, given the series cascade of two two-ports whose transmission matrix
are T ,(zo,z1) and Tg(z1,27), the overall transmission matrix is defined as
T,,(20,22) = Tg(z1,22)Tp(z1,22)- Therefore, by connecting the interdigital
capacitor, transmission parameters T'¢, to two access lines whose T-matrix is
T"one has:
T = THTi°T! (3.26)

where the expression and the derivation for T is reported for simplicity
in appendix D. The complete circuit representing the cascade of the three
blocks is reported in figure 3.4.

tl ic tl tl
Z T1 YH3 Z T1 Z T

4 5!2 2
-] e
4 %3 YIl"il YﬁZ 4 #3

Figure 3.4: Equivalent T — I — T circuit for a microstrip interdigital capacitor pro-
vided with access lines.
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4.1 KUROKAWA'S CRITERIA FOR OSCILLATION

Oscillators are nonlinear circuits in which the interplay between an active
device and a resonating circuit produces as a result an output waveform
whose frequency content and amplitude are fixed by the circuit itself. In
particular, the purer is the output spectrum (ideally one-tone), the better is
the oscillator performances.

Usually, this kind of system can be described as an amplifier circuit in
which part of the output energy is fed back though the feedback loop (whose
feedback gain is F) to the active device (with open-loop gain A) in phase with
the input signal. The linear feedback circuit has closed-loop gain:

V, A
Ap= 2 = .
"=V T1_AF (4.1)

The simpler requirement to have a stable oscillation without waveform dump-
ing or saturation is the Barkhausen stability criterion on loop gain AF [32],
that reduces to:

|AF| =1 (4.2a)
arg(AF) =2nm, n=0,12... (4.2b)

Therefore the loop gain must be unitary and the loop phase equals zero,
guaranteeing the presence of a pole of the transfer function right half-plane
(unstable region). However, the presence of a pole in the unstable region
only allows any perturbation or noise to start-up a sinusoidal oscillation
that exponentially diverges to infinite amplitude. A more detailed analysis
requires to keep into account nonlinear behaviour too, that are in fact re-
sponsible of gain saturation. In fact, this phenomenon self limits the output
and decreases (increases) the gain in which 4.2 are satisfied, self-regulating
the process.

Rs +jXs
]
L 1
Is
VsT@ R;, +jXL Gg +jBS GL +jBL
(a) (b)

Figure 4.1: Negative resistance (a) series and (b) parallel oscillator circuit model.

To have a simpler and complete description of the system under analy-
sis, Kurokawa introduced the concept of negative resistance oscillators [33].
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Figure 4.1a and 4.1b represent the model of a one-port negative resistance
oscillator,in series and parallel configuration respectively. It is possible to
distinguish two sides, namely: the active device (on the left) and the fre-
quency selective load, that is a resonator, on the right. The active device can
represent a two-port solid state device, such a Gunn or a tunnel diode, ex-
hibiting negative output conductance in some working regions [34]. Other
possibilities include the use of operational amplifier in negative resistance
configuration or FET equipped with a phase inversion network [32].

Referring to figure 4.1a, the load impedance Z (I, jw) = Rp(lp, jw) +
X1 (Io, jw) is linear, whereas the active device output impedance Zs(Iy, jw) =
Rs(Iy, jw) + Xs(Io, jw) is in general nonlinear with respect the fundamental
current component Iy. Both the quantities also linearly depend on frequency.
Zs can be considered linear with respect I if the current high order harmon-
ics are weakly effective in the source output waveform. A first necessary
condition to have oscillation [9] in the circuit is:

Ry (Io, jwo) + Rs(Io, jwo) =0 (4.3a)
X1.(Io, jwo) + Xs(Io, jwo) =0 (4.3b)

Usually start-up requires |Rg| > 1.2R [28]. Since load is a passive device
with Ry > 0, implying energy dissipation, the condition Rs < 0 must
be satisfied, meaning that the source is providing energy to the system.
Given the start-up oscillation frequency wy, it is initially necessary that
Rr 4+ Rs(I,jwy) < 0. The condition suggests that the system is unstable
at start-up and it eventually encounters a transient due to noise or a given
external excitations. As the current I increases, |Rg| decreases, stabilizing to
a value of current Iy, that finally brings the circuit to steadily oscillate at
wo # wp. The drop of |Rg| is a necessary condition, since, waveforms cannot
reach infinite amplitude as I rises. The difference in the final frequency is
due to the resonator reactance, that is both current dependent and responsi-
ble of selecting the oscillation frequency (Xs(losc, jwose) # Xs(lo, jwo))-

Figure 4.1b shows the equivalent parallel model of a negative resistance
oscillator. Here, it is possible to distinguish two sides, namely: the active de-
vice, whose input admittance is Ys(V, jw) = Gs(V, jw) + Bs(V, jw) and the
frequency selective load, embodied by Y1.(V, jw) = GL(V, jw) + BL(I, jw). In
this case, the condition to have oscillation is given by:

GL(Vo, jwo) + Gin(Vo, jwo) =0 (4-42)
YL (Vo, jwo) + Yin(Vo, jewo) =0 (4.4b)

Usually start-up requires |Gg| > 1.2Gy, [28]. A stable oscillation is only en-
sured by systems where every perturbation is dumped out. In practice active
device reactive impedance (admittance) reactive components are due to para-
sitic that often happen to be nonlinear with respect to device operating point
[35]. The behaviour of this elements is known, not the exact value though,
meaning that conditions 4.3b and 4.4b could be valid for frequency other
than wy. However the use of high-Q resonators makes this effect often negli-
gible [32], since ImZ| rapidly vary close to resonance avoiding frequency de-
viations. Another condition to determine if the oscillation is stable at a given
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Figure 4.2: Example of V-I non linear third order characteristic around a given bias
point.

frequency, is proposed by Kurokawa [9] and demonstrated in Appendix A.
It gives:
%I?SJZU(XL+XS)—%}EJL%I{IS >0 (4-5)

The condition 4.5 is valid, provided that Z; (Y1) is slow varying with respect
to the current (voltage). Since dRs/dI > 0 and 90X + Xs/dI >> 0 the re-
sult is always verified if resonator quality factor is large, confirming what is
stated above. It is important to notice that the concept of stability has not to
be intended in its classical significance. In this case - and only with nonlin-
ear circuits - the whole system is unstable in order to allow oscillation and
the effort is focused in obtaining a bounded waveform, whose magnitude
returns to its steady state even if perturbations appear.

Equivalent conditions for oscillation can be derived by using scattering
parameters measured at the source output port and reflection coefficient at
the input of the tank, S}, and I';, respectively [28]. Having:

;_ Rs+jXs—2Zp

U~ R+ jXs + Zo (4.6)
Ry +jXc — Zo
In=——"""-— .
L R+ jXc + Zo (4.7)
then, if 4.3 holds:
—Rp —jXr—2Zyp R i Xc — Z
.S}, = L—JAL 0 KL+]Xg 0 (4.8)

—RL—jXL+Z0 R;, +jXG+Z0 -

4.2 NEGATIVE RESISTANCE FROM ACTIVE ELEMENTS

The modelling of the source into oscillators often require to consider that
as a two-port network. This two port needs to be unstable in the classical
sense and many well known stability criteria such as the, Nyquist, k-Ag or
the two p parameters model [36] . The alternative approach is to consider
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diodes, transistors or other active circuits as one-port networks with negative
output conductance or resistance.

Regardless of the two-terminal circuit, that can be described as controlled
generator or a non linear resistor, the required output V-I in case of negative
output resistance device is:

o(t) = Iy — i (Io)i(t) + anr(Io)i(t)® — Bur (Vo)i(£)° + ... (4.9)

whereas for negative output conductance devices the I-V relations is ex-
pressed as:

i(t) = Vo — rm(Vo)i(t) + ane(Vo)o(£)® — Bre(Vo)o(£)® + ... (4.10)

From figure 4.2 it appears that the output characteristics above, depict the
general case in which a circuit is operating around its DC operating point,
presenting a odd non linear behaviour. High order terms - larger than the
third order - can be in general neglected, unless information about harmonic
distortion are required (as in non-linear amplifier design [36]).

4.2.1  Negative Resistance from Tunnelling Diodes

(a) (b)

Figure 4.3: (a) Esaki diode small signal equivalent circuit model and (b) output
characteristic [37].

Tunnel diodes are elements well suited for RF and low millimeter appli-
cations. They are mainly fabricated in GaAs technology and they and the
range of application spans from hundreds of MHz to some tens of GHz [28].
Microwave diodes are another class of one port semiconductors devices, often
used in high frequency applications. Examples of these kind of devices are
Gunn diodes, and transit time diodes. In this case oscillation, derives from
the built-in physical mechanism rather than the presence positive feedback
loops [36].

Esaki diodes main feature regards the output I-V characteristic depicted
in figure [tunnel diode IV and equivalents], to which the linear circuit model
is associated . In fact, although the diode junction resistance is positive, the
differential resistance can be negative for a certain range of input voltages.
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The reduced equivalent circuit in figure 4.3 [37] is a series impedance whose
real and imaginary parts are:

R

Ro=Rs = 1oz (4-112)
wCR2
Xo=—Trcre (4.11b)

Where R_ is the negative junction resistance and it can be obtained by the
diode model itself by calculation at the resistive cutoff frequency, at which
Ro becomes null.

4.2.2 Negative Resistance from Transistor Model

In Iy
—_a

> RL

sﬂ
—
Q
= \
o
A

Figure 4.4: Negative resistance BJT with capacitive feedback equivalent circuit.

A feedback loop can be used to provide negative resistance in a circuit
with transistors. An example, using a BJT transistor linear model is reported
in figure 4.4 where a capacitive loop is employed [28]. In this case the input
impedance is:

—gm 1
Lin ~ . :

in = 20, | jw[CiCa/ (Cr+ Co)] (4-12)

where, besides R;,, = —gm/ (w2C1 C,) an equivalent series capacitance C;,, =

C1C2/(Cq + Cp) appears. BJT transistors are usually preferred in microwave
applications, thanks to their superior phase noise characteristic [36].

4.3 Q-FACTOR IN OSCILLATORS

The quality factor of an oscillator strongly depend on the presence of a load,
different from a the standard 50 () termination. This traduces into an os-
cillation frequency and phase shift. For an external load whose VSWR is
S, oscillation frequency fo and frequency deviation Af, the external quality
factor is:

fo

Qext = W <S - ;) (4~13)

This figure of merit is a measure of the average stored energy into the oscilla-
tor circuit and it different from the external Q of the resonator. The definition

follows: )
time-averaged stored energy

energydeliveredtotheloadpercycle

Qext =271 (4.14)
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That is different from the definition of Qr that considers the power dis-

1/f noise 1/f noise at carrier

Noise power (dB)
5

/Tharmul noise floor
f

54 |~ -
? e e -

Figure 4.5: Noise power versus frequency for a transistor amplifier operating at
frequency fy [28].

sipated by the whole oscillator per each cycle. Even though the oscillator
output power is difficult to predict, it is expected to to be less than the satu-
rated power that the employed active element would have in a large signal
amplifier application [28].

4.4 NOISE IN OSCILLATORS

Practical oscillators can have short term amplitude and frequency instabili-
ties due to noise. In particular there are:

¢ Intrinsic noise, mainly due to thermal effect, shot noise and Flicker
noise.

¢ Extrinsic noise, due to power supply and substrate noise.

Real oscillators output waveform suffer both amplitude and phase modula-
tion. Therefore, one has:

Vout = Vo(1 4 A(t)) cos(wot + ¢(t)) (4.15)

Noise can be seen as a random input to the oscillator and can affect the
oscillation frequency, modulating the instantaneous working point. Flicker
noise is ubiquitous and present in many physical systems. It is associated
to a variety of causes [36] and its typical power spectrum is depicted in
figure 4.5. This noise, whose law is proportional to 1/ f is effective until the
corner frequency, f., that is the point at which white (thermal) noise, power
spectrum becomes higher. Being f. around few GHz, Flicker noise is only
effective in RF circuits [36]. Diodes offer noise too, mainly due to shot noise,
proportional to diode bias and inverse saturation current.

Low frequency noise is up-converted in oscillators. Having a carrier at
frequency fp and a modulating signal at frequency f,,, two frequency con-
tributions appear at fi = fo — fu and fo = fo + fm (figure 4.6). A useful
formula introduced by Leeson gives the ratio of sideband power in 1 Hz
bandwidth at f,,. Sideband power power level is measured from f; [28]:

1 w2 [ P 1 Py \? w. \ FkTy
R 14— 16
46‘]%1 (WOWe Qo woW, Wi ) Pays (4-16)

L(fm) = 2
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Figure 4.6: Modulation of the oscillation frequency f. due to phase noise [28].

where: wy, is the pulsation offset (with respect to the carrier), wy the centre
frequency, w, the Flicker corner pulsation, Qp the unloaded Q, F the noise
factor of the transistor, kT the thermal noise per unit bandwidth (at 300 K),
Pays the average power at oscillator output, Ps;, the signal power, P;, the
input power and woW, the reactive power.

4.5

SOME OSCILLATOR DESIGN CONSIDERATIONS

A part for satisfying Kurokawa’s stability and oscillation conditions, some
other design considerations can be pointed out [28]:

Maximize the unloaded Q employng well suited free running sources
for the desired frequency band operation.

Maximize the reactive energy by means of high ac voltage drops across
the resonator or by minimizing the LC ratio. The limits are set by the
operation limits of the active device.

Avoid saturation to a prevent Q and spectral purity degradation.
Choose active devices with a low noise figure.

High impedance devices such as FETs can minimize phase perturba-
tions.

Use devices with low corner frequency. Usually BJT are preferred in
these applications, since they have a lower corner frequency than FETs.
Systems that use feedback benefit of a strong noise reduction.

Energy should be coupled to the resonator, rather than other parts of
the circuit. This allows the resonator to also limit the bandwidth of the
circuit, being it a filter.
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PERIODIC STRUCTURES AND EPDS

One Transmission lines and waveguides if loaded at periodic intervals with
identical obstacles are referred as periodic structures. Besides the possibility
to have a variety of shapes, these structures are interesting for two aspects

[38]:
Passband and stopband characteristics;

Capability of supporting slow-waves whose propagation depends on
the topology of the whole structure.

A passband is a frequency range in which a wave can propagate without
attenuation, whereas stopbands are bands through which wave is cut off
and does not propagate.

5.1 INFINITE PERIODIC STRUCTURES

1,(2) L (2)
""""""" UNIT + UNIT K UNIT
CELL V,(2) CELL Voa(2) CELL
,,,,,,,,,,,,, N-1 - N - N+1
! —
0 d

Figure 5.1: Infinite periodic structure blocks model.

First, the propagation of waves in a one dimensional, reciprocal, infinite
and periodically loaded line is derived. The basic constitutive element, called
unit cells have length d. The structure is oriented along the z axis, as depicted
in figure 5.1. The line can be considered as a cascade of identical two-ports,
modelled by a transmission matrix. Current and voltages at the input and
output of a single cell are related as follows:

Vi(w)
In(w)

A(w) B(w)
C(w) D(w)

Vn+1 <w)

InJrl (w)

=T

Vn+1 (w>] (5‘1)

In+1 (w)

For a reciprocal network, the T-matrix determinant is unitary, [9] therefore
det(T) = AD — BC = 1, the matrix T is non singular and diagonalizable.
Being a piece of transmission line, the two-port supports wave propagating
in both forward and backward direction, with complex propagation con-
stant £y (w). The + sign stands refers to backward propagation, whereas
the minus sign refers to forward propagation. Moreover, since the structure
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is periodic, voltages and current will be periodic as well passing from the
n-th to the n+1-th cell. Supposing to start the propagation from the initial
position z = 0, one has the following boundary condition:

V(z,w) = V(0)e 7w (5.2a)
I(z,w) = 1(0)e~ @)= (5.2b)
Therefore after passing n cells of length d:
Vasa(@) = Va(w)e ") (5.32)
L (@) = I (w)e ™7 (5.3)

The propagation constant v = « + jB takes into account both the harmonic
(periodic) and lossy behaviour of the line, with B and & respectively. Notice,
from now on all the quantities will be considered function of frequency w,
so for the sake of simplicity the notation f(w) will be drop. Obtaining V,
and [, from 5.3 and substituting into 5.1, one has:

T | Var1] — Vn+1€7d] _ v |V (5.4)
L Lin Iy i1 L1
Therefore, by defining:
Vi1 (W) = Vi1 (w) As (w) = e=r@id
In—i—l (w)

the following 2 x 2 eigenvalue problem is obtained:

T(w)pn(w) = Mw)Itpy (w) (5:5)

where 1, is the state vector, A+ is the eigenvalue of the system and I is the

2 x 2 identity matrix. Moreover, the transfer matrix satisfy the group prop-
erty T(z,20) = T(z2,21)T(z1,20), the symmetric property T(z1,z0)T (z0,21) =
I and the J-unitary property:

IJr(leZO) = 1171<21/ZO)11 1: 171 = l+ = [g ;] (56)

that comes from the reciprocity restriction on the two-port [10]. Being the
two-port reciprocal, the system is diagonalizable. Given that, the matrix T
can also be rewritten in term of its similarity transformation as:

T=UAU"' (5.7)
where:
Vef Ve+

e 0
L. I, 0 et
Where U is a nonsingular transformation matrix. The columns of this ma-

trix represent the set of two column eigenvectors [e—, Yot that form one
orthonormal basis for the system. They are defined as follows:

Ve+(w)]
1g+ (CU)

U= A=

Ve (w)

Pl )

] Yot (C‘J) =
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Each normalized eigenvector also represent the voltage and current eigen-
modes that can propagate along the line. Since they are associated to their
relative eigenvalues - i.e. to their propagation constants - it is possible to no-
tice that: 1, is a forward propagating mode related to A— = ¢~ 7 and
is a forward propagating mode related to A = ¢™79. To solve the eigenvalue
problem in 5.5 the characteristic polynomial is derived:

(T — AL, =0 (5.8)

Excluding the trivial solution %, = 0, one has:

A —er B
C D — e
AD +¢e* — (A+D)e"™ —BC =0
21 — tr(T)e" + det(T) = 0

det(T — AIl) = =0

where tr(T) = A + D si the matrix trace and det(T) = 1. Then:

e —tr(T)e™ +1=0 (5.9a)
e" e~ = tr(T)

tr(T)

)
5 (5.9b)

-

coshyd =

N

E

r

cosh ad cos Bd + jsinh ad sin fd =

Alternatively it is possible to solve for 5.9a as follows, looking for the roots
of the second order polynomial:

i _ M(T(w)) + /tr(T(w))? — 4

e = > (5.10)

The right-hand side in 5.9ab is in general a complex quantity. In that case
a # 0 and B # 0. However, if tr(T) is real two cases exist:

e & = 0,8 # m: this case correspond to a non attenuated propagating
wave (no loss), defining the pass band of the periodic structure. More-
over, equation 5.9ab reduces to:

tr(T)  A+D .

cos fd = > 5 Re (5.11)
Since | cos fd| = |(A+ D) /2| <1, thus:
|A + D| < 2 = no attenuation (5.12)

that is the condition for a two-port to allow propagation without atten-
uation, meaning that either the two-port does not contain resistances
or positive and negative resistance are balanced so that the overall re-
sistance is null (A = D). If no loss is present, it can be proved that
both A and D are real, whereas B and C are both imaginary quantities

[39]-
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e a # 0, B = 0,7 this condition defines the stop band of the periodic
structure. Power is reflected back rather than dissipated and 5.9ab re-

duces to: 1)
tr
— ‘ >1 (5.13)

coshad = >

which has solutions for positively travelling waves, &« > 0, and back-
ward travelling waves, a < 0.

It is important to notice that voltages and currents defined by 5.4 are defined
only if measured at the terminals of the unit cell. Under this assumption
the structure has similar properties to any uniform transmission line. Wave
having this behaviour in periodic structures are called Bloch waves [38] .

It is also possible to define a characteristic impedances for these waves,
the Bloch impedance:
Va(w)
In(w)
where V,, and I, are normalized quantities. To obtain Zp; the system 5.5 is
solved for the state vector ¢,:

ZprL(w) = Zo (5.14)

(A—e"™)V, +BL, =0
CVy+ (D—e")I, =0

that, from the first equation, yields:

v, B D — e

I, A—ed ~ C

hence, in two equivalent forms:

L 2B
Zy = ZOtr(I) G (5.15)
z;:zéi;A—Dﬁw¢y-hA+Dﬂ (5.16)

That are the general expressions for the two Zp referring to the forward
mode (+) and backward mode (-). The two quantities are in general different,
provided that the network is asymmetrical. On the contrary, if the network
is reversible one has A = D and then:

+B(w)Zy B(w)

ZE (W) = ————t—e = + 70| =% 1
In case of pass band and no loss B = jb and C = jc, therefore Zp, is real. By
converting transfer matrix parameters to transmission matrix parameters [9],
the following relations for propagation constant and Bloch impedance hold:

Z V4
coshyd = 112;222 (5.18)
Z11—Z
Zi = % + Zipsinhyd =+ Z (5.19)
where: 7 7
g Y Z =71 sinh'yd

2
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5.2 DISCRETE PERIODIC STRUCTURES

A more realistic description of infinite periodic structures refers to the case in
which they are truncated, having then a discrete number of cells and closed
on a load Z;. At the terminals of the n-th unit cell operating in a pass band
one has:

V= Ve B L ymetiPrd — v Ly - (5.20a)
I, = IFe P  [-etibrd — vy, — Vit + Vi (5.20b)
Y ’ Tz Zy '
then, at the load terminals, after N cells, one has:
v Vo
Vn=Vy+Vy =ZIn=71 (ﬁ + ff) (5.21)
Zg,  Zp

It is now possible to define the characteristic voltage reflection coefficient at
the load as:

ZL 4
F_Viﬁ__ZgL
L=y=-7="2

oo b

ZBL

Z-0Z1—-Z-(
CZHCZ1+Z-(

(5.22)

At the nth terminal, the Bloch wave reflection coefficient is:

+
T, = V—’i = T e 2(N-m)d (5.23)
Vi

Whereas the input impedance seen at the nth two port is:

Vi  Vi4Vy
I L+
V4T
Vi /Zy + Vi [ Zy
_ Zp+Zp(1+Ty)
C Zp ++ZT,

Zn:

(5.24)

Discrete periodic structures used for filtering or as frequency selective cir-
cuits could require a matched load, in order to deliver the maximum power
delivery. Any matching network can be used as termination [9], recalling
that:

o Symmetric discrete structures require a load Z; = Z; = Zj.

o Asymmetric structures require a load Z;, = Zj at the end of the
positive z-direction termination (right side). On the contrary, a load
Z; = Zjg is used if matching is required for backward waves, i.e. to
negative z.
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Figure 5.2: Dispersion diagram for a lossless unitcell where stop and pass bands
are highlighted. (a) Phase shift (propagation constant). The first three
harmonics are plotted and frequencies w,; limit the boundaries between
passbands and stopbands. (b) Attenuation constant.

5.3 DISPERSION DIAGRAM OF A PERIODIC STRUCTURE

A useful visual representation of the dispersive behaviour of the propagation
constant v, for both real and imaginary part, can be obtained by plotting
the dispersion diagram (DD), also called Brillouin Diagram. This graph is
meaningful for infinite periodic structures only [39]. Frequency is mapped
as a function of the phase delay, i.e. the Bloch wave vector imaginary part
like:

w = f(B(w)) (5.25)

of which, on example is plotted in figure 5.2. Equation 5.25 is often difficult
to express explicitly and the solution of the eigenmode system 5.5 could not
be unique, meaning that different frequencies may share the same wave num-
ber B, producing the characteristic band structure of the diagram [40]. The
number of bands is, as rule of thumbs, equal to the number of resonating
element contained in the unit cell [39]. The reason why Bd is called phase de-
lay, comes from equation 5.5: supposing to be in passband and in a lossless
system, i.e. « = 0, Bd is the argument (phase) of the harmonic eigenfunc-
tion e/, that represents that delays the Bloch wave from input to output
terminal though the unit cell.

Equation 5.11 is the function that describes the behaviour of the propaga-
tion constant in pass band. It is a bounded function whose limits are [0,+1]
for the forward mode and [-1,0] for the backward mode, in fact:

—1<cospd =tr(T(w))/2<1 (5.26)

Equation above is real and defined provided that the right-hand side has
value in the interval [-1,1] only. The set of Bd values for which the relation
above is true is —7r < Bd < 7. This interval is also known as first Brillouin
zone (FBZ) or irreducible BZ. Figure 5.2 shows that the limit of pass and
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stopbands occur at multiple values of 7t and that this is the periodicity of the
FBZ. In particular, one edge of the passband always occur when the electrical
spacing between discontinuities (two-port terminals) is equal to one half of
the guided mode wavelength, or, more in general, where symmetry in the
system are defined [41]. Since the structure is continuous and 5.11 periodic,
solution with Bd = Bd + 2nrt, with n arbitrary integer, are still valid and they
are associated to Bloch wave spatial harmonics, in which the guided mode
can be expanded.

5.4 PHASE AND GROUP VELOCITY
Recalling that the free space the following relation hold:
ko = w\/€opo = wc (5.27)

it is possible to define the phase velocity for a periodic structure as:

o, = @ _ kod
B pd
that, as depicted in figure 5.3 it represent the slope of a line from the origin
to a point P in the dispersion diagram. It represent the speed at which a
single harmonic (tone) moves in the periodic structure.
Recalling that - is a function of frequency, one has that the group velocity
is different from the phase velocity. The definition follows:

(5.28)

dw d(kod)
Ug_%_cd(ﬁd) (5-29)

Group velocity is equal to the slope of the function w(7y) and as it appear
from figure 5.3 it is null at FBZ and it tends to zero close to its edges. Ev-
ery time v, or v, deviate from equation 5.27, called light line, the system is
defined dispersive. Moreover, v, is the speed at which a signal can propagate
through a waveguiding structure, with a group delay:

d
T=— (5-30)

=2
It can be shown that the same rules are valid in periodic transmission line,
and that v, is the speed at which energy flows throughout the line [38]. The
demonstration is reported in Appendix B. Moreover, it is necessary to point
out that phase and group velocity are meaningful quantities as long as the
medium is purely dispersive, then w = w(p). If absorption also occurs, the
two quantities cease to have a physical meaning. On the contrary, energy
velocity meaning remains valid [39].

5.5 FLOQUET'S THEOREM AND SPATIAL HARMONICS

Floquet’s theorem introduces the possibility of expressing the field as super-
position of field harmonics in a periodic structure. Having the total electric
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Figure 5.3: Visual difference between phase velocity v, and group velocity vg.

(magnetic) field defined in the periodic structure, with periodicity d, as fol-
lows:

E(x,y,z) = E(x,y,z)e” " (5.31)
with E, periodic vector function along z such that:
E,(x,y,z+nd) =E, (5.32)

Then, the periodic field vector E,(x,y,z) is expressed through Floquet’s the-
orem as:

Y- Ep(x,y)e 778

n=—oo

= Y Bpulxy)e P

n=—oo

E,(x,y,2z) =

(5-33)

The amplitudes E,, are periodic vector function along z with periodicity d
associated to the n-th mode. Each element of the expansion is an Hartree or
spatial harmonic propagating with B, and phase velocity:
w w

B, PB+2nm/d

Notice that this quantity can be negative, depending on which # is selected.
The group velocity of each Hartree harmonic will be:

o) -(2) -

from where it is easy to notice that each harmonic propagates with the same
dispersive law, even if v, and v, could have opposite signs. A visual repre-
sentation of the Floquet expansion is given in figure 5.4.

Opn = (534)

(5-35)
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T +27 +3n

Bd

Figure 5.4: Dispersion diagram expanded in for n spatial harmonics. Solid lines
are for forward propagating modes, dashed lines for backward propa-
gation.

56 N-TH ORDER EPDS

Now that some of the mathematical and physical aspects of periodic struc-
tures have been highlighted, it is possible to focus on specific properties that
such a system can have and what are the necessary conditions to make them
appear. In particular, it is interesting to consider how to model and describe
a periodic circuit working at the edges of its pass and stopbands. It is also
useful to consider a more complete version of the dispersion diagram that
represents the FBZ only like the one in figure 5.2. As it appears both real
part Bd (phase shift) and attenuation ad are reported on the same graph.”
In a lossless structure, attenuation is null in passbands whereas Ry is non
zero. On the contrary the phase shift becomes null (and meaningless) in
stopbands, where ad is positive for forward Floquet modes and negative for
backward waves. It is also noticeable how the dispersion diagram of a peri-
odic structure exhibits a mirror symmetry around the band edges (namely:
Bd = 0, 7r); the origin of this fact comes from the Floquet theory, as presented
in the previous section. The dispersion diagram shows that there are two
independent periodic eigenstates, associated to four distinct periodic eigen-
values. However, a periodic structure, described by a two-port presents this
behaviour in all the dispersion diagram except to the points located at the
edges of each passband-stopband transition. These specific frequencies are
denoted as band edges. In fact, provided that the system is gainless and loss-
less, at this points both eigenvalues and eigenvectors coalesce originating a
degeneracy condition known as exceptional point of degeneracy, or EPD.[2]-[4],
[8], [10], [13] Notice that having an EPD is different than having just a degen-
erate eigenmode condition in a system. For example, two different uniform
transmission line can share the same eigenvalues, having though different
field distributions [10].

The simplest degeneracy condition can happen in two-ports described by
a 2x2 transmission matrix T, in which two Floquet modes with having eigen-

Notice that, conversely to the phase shift, attenuation exponential term is not a periodic
function, meaning that the graph only serves as qualitative reference to the following analysis
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Figure 5.5: Coalescence of two Floquet harmonics at FBZ edge (8d = ) in a lossless
structure.

values +f and —p + 27r/d coalesce (as in figure 5.5). Manifesting at the
border or at the centre of the FBZ, this condition represent a second or-
der degeneracy an it is referred as regular band edge (RBE) [8]. Higher order
degeneracy conditions can happen in circuit that can support more modes
[6], [7], [10]. Also in this case the idea at the basis of EPDs remains the
same: system eigenvectors coalesce forming a unique eigenvector for a spe-
cific frequency (that in this case can be far from FBZ edges), at which also
eigenvalues degenerate. Even though EPDs with order higher than four have
not been observed yet [7], a general formulation to model the mathematics
behind this problem exists, and it is proposed below.
Considering a generic N-port, whose state vector at port i is denoted by:

®i(z) = [¢1(2), P2(2), ..., Pu(2)]" (5.36)

its N x N transmission matrix T will be such that the following eigenvalue
problem can be written:

(T-¢h)®; =0 (5.37)

The diagonalizability of matrix T as been assumed. State vectors ®;(z) are
also called regular eigenvectors, corresponding to Floquet-Bloch multipliers
& = etkid with i = 1,2,3,..., N, where both k and —k wave vector are
solutions, defined in the FBZ in [—7, 7t]. It is then possible to define the
diagonal matrix I as:

& 0 ... 0
. .
r-|? @ (5.38)
0
[0 ... 0 ¢n]
such that;:
T=VIV! (5.39)
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where V is a N X N non singular similarity transformation matrix that diag-
onalizes T. Outside band edge, each column of V contains one of the N inde-
pendent eigenvectors that are solution for the system, i.e. V = [®]|®j] ... |®P}/]
(the symbol * denotes the normalized eigenvector of the system).

Though, this condition is no more valid at an EPD: eigenvalues algebraic
and geometric multiplicity become equal, eigenvectors degenerate, T be-
comes defective and non diagonalizable and V become singular. From linear
algebra it is well known that Jordan Blocks exhibit one degenerate eigenvec-
tor only, and N-1 other generalized eigenvectors [23]. ({valid for each value
of N?}) The solution for the N generalized eigenvectors can be found by
solving the Floquet-Bloch form [7]:

[T - ®5(z) =0, q=1,23,..N (5.40)

where ®18 = ®q is the regular eigenvector, whereas <I>§, d>§,. .. ,d>§\] are the
generalized eigenvectors of ranks 2,3,...,N, respectively. It can be proven
that in such a condition the transmission matrix T is similar to a Jordan
canonical matrix, for which the following transformation is valid:

a1 1 0 0

T=srs?, =0 ¢ 10 (541
0 0 das 1
0 0 0 Caa
where V = [®%|®5]...|®3,]. Even in this case degeneracy can occur both at

centre or at the edge of the FBZ.

®
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Figure 5.6: Detail on half FBZ edge (Bd = ) for a periodic lossy structure with and
without loss and gain balance.

5.7 EPDS IN PRACTICE

It is important now to recall that a perfect degeneracy condition corresponds
to an infinite lossless structure and it does not exists in practice (figure 5.6).
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Whenever a discrete periodic structure is taken into account or losses are
present (substrate, conduction or radiation) external gain may be added in
order to retrieve, only at some frequencies, the main features typical of hav-
ing EPDs.

Moreover, EPDs are very sensitive to any kind of tolerances in components
parameters [7]. In particular, willing to design an antenna whose working
principle is based on EPDs, losses become a necessary presence, in a dis-
tributed form. Regardless the kind of perturbation that is affecting the circuit,
a certain degree of degeneracy can be still retrieved and evaluated through a
mathematical tool proposed in [7], where the concept of hyperdistance between
four eigenvectors of the transfer matrix is developed. This quantity, denoted by
Dy can be generalized to an N-th order degeneracy as follows:

1Y :
Dp(w) = k Z | Sin O | (5-42)

m=1,n=1,m#n

Bun () = acos <Re{<¢m|¢>}>

(5-43)
|| @] ||| D]

where k = N(N —1)(N —2)..(N —j+1). Where (®,,|®,) represents the
generalized scalar vector between complex vectors. The hyperdistance van-
ishes whenever the complex angle between all the eigenvectors becomes null.
This quantity is better suited for evaluating the degree of degeneracy than
det(U). In fact, to make the latter quantity approaching zero it is enough that
two only eigenvectors coalesce at a certain frequency w (this could be useful
to recognise a RBE, not higher order EPDs though). Conversely the former
quantity, keeps into account the angle between all the system eigenvectors.
Though, in case of a two-port with N=2, det(U) is sufficient to recognise co-
alescence, since two eigenvectors only are present. Dy (w,) is null in lossless
and periodic structures, though it can only approach zero in practical cases.
Therefore, a threshold €., whose value depends on the application, such that
an EPD is present whether Dy (w,) < €.

As mentioned, the particular condition that allows the existence of an
EPD requires the addition of gain. Basically, this gain is provided by means
of active elements, that can compensate part of the losses naturally present
in the circuit. The goal to be achieved is the perfect loss and gain balance, that
ideally would bring back the hyperdistance at zero at EPD frequency. Notice
that gain compensation condition does not imply parity-time symmetry in
the circuit [7], therefore gain and loss could not be exactly symmetric in
magnitude.

Moreover, loss and gain balance does not imply that the circuit is unsta-
ble, providing self-oscillation in a finite-length structure. One remark, is that
perfect compensation could not even be necessary to achieve the benefits
provided by an EPD [7].

5.8 REGULAR BAND EDGE, RBE

A regular band edge is a point of degeneracy in which two states present
the same eigenvectors and eigenvalues. Taking the graph in figure 5.5 as ref-
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erence, the EPD frequency is indicated as w, (associated to a wave vector S,).
It is possible to identify the transition from two states with phase progres-
sion at w < w, into two purely evanescent states for w > w,. The transition
frequency is represented by w = w,, in which the corresponding eigenstate
represents a standing resonant mode with infinite group delay [10]. It has
been demonstrated that a system working at EPD regime can offer much
sharper resonance, then higher Q-factor, compared to other system in which
degeneracy is not exploited. Working close to an EPD imply low group ve-
locity, increasing the round-trip travel time inside a resonator meaning large
quality factors [38]. Moreover, the higher the degree of degeneracy is, the
more properties related to frequency response of the circuit are enhanced
[4], [6], [7]. Although dispersion relation and dispersion diagram is exact for
infinite structures only, the benefits of EPDs are still noticeable with a dis-
crete number of unit cells. It has been demonstrated in [2] that resonances
take place in the vicinity of the band edge. Furthermore, fields behave very
similarly to standing wave at each of these frequencies. Under this assump-
tion the wave vector for both forward and backward Floquet-Bloch modes,
at resonance can approximated as:

T
Bs = Be £ NG SR (5.44)

where s is he order of the number of resonant peaks before or after w,, B, is
the wave number at FBZ edge, hence k, = 7t/d and N is the number of cells
employed in the discrete periodic structure. Below (or above) band edge, the
dispersion relation w(B) can be approximated by a quadratic parabola as:

1/
W R W+ 5 (ag;))”e(ﬁ — Be)? (5.45)

Where the second order derivative is negative if the passband is defined for
w < w, and positive if the passband is defined for w > w,. Substituting 5.44
in 5.45 one has:

ws(N) = w +1 az—w s 2 =1,2 (5.46)
S ~ e 2 aﬁz ﬁ:‘Be Nd 7 $=1,2,... 54

Equation 5.46 suggests that for a structure with a sufficiently high number
of unit cells, resonance frequency ws; would be close to w,. Notice that this
quadratic approximation is valid for second order degeneracy. Higher orders,
would bring to even more sharper response, thanks to the wider range of
for which the group velocity would be closer to zero (larger group delay).

As already stated, in RBE condition both eigenvectors and eigenvalues
must be degenerate. The former condition is guaranteed by:

|det(g(w3))| < € (5-47)

whereas the latter is obtained from the general case of equation 5.10, with

det(T) # 1
2

from where one has that A1 = A; if and only if #T/2 = +/det(T).
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6 ANTENNA THEORY AND LEAKY
WAVE ANTENNAS

6.1 ANTENNA PARAMETERS

This chapter aims to define the basic formalism useful to understand the
most important antennas parameters used to qualify the performance of
these structures in farfield. Farfield is define as a region in which longitu-
dinal component of the radiated field can be neglected and fields can be
approximated by their 6 and ¢ components only in the form:

e Jkr

E(r,0, ¢) ~ Bop(6, ¢)) (6.1)

4mtr

where: By is a quantity that includes information on field intensity and an-
tenna geometry, p(6, ¢)) is the generalized electric moment given by the
tield distribution on the source, and i;:: is the Greens spheric function. The
derivation of 6.1 can be found in appendix C. Commonly farfield region is
taken as a distance R fF > 2D124 /A to infinity from the antenna, in which D4

is the larger dimension and A the radiated frequency.

6.1.1 Radiation Power and Intensity

Electromagnetic waves are used to carry informations trough wireless or
guiding media, from one point to the other. The radiated power per unit
area can be evaluated by means of the Poynting vector, that is defined as
follows for both time domain (instantaneous) on the left and its complex
counterpart, on the right (phasor):

SL(x,y,z:t) =X A S(x,y,z)= %Re(E x H") (6.2)

Both relations are defined in [W/m?]. Weather the left hand side defines
an instantaneous value, the right hand side represent the averaged power
density per unit area. To obtain the total radiated power it is sufficient to
integrate over a spherical surface S as follows:

1
Pr:]{ss-ds:iyiRe(ExH*)-ds [W] 6.3)

One can now define the radiation intensity as the power radiated from and
antenna per unit solid angle as:

U =r*S| =r*w, [W/unit solid angle] (6.4)
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where W, is the radiation density ((W/m?]) and r the radius of the sphere. Re-
calling that W, = |E(r, 6, ¢)|?>/(2Zy) (Where Zj is the characteristic impedance
of the medium), one has:

72 72
u(, ¢) = 57-[E(r,9, ¢)* ~ 27, IEe(r/0, P)I> +[Ep(r.0,9)P] (65

~ [[Eg(6, ¢)|* + [ES(6, ¢)|*]
= BoF(0, ¢)

where E(r,0, ¢) = E%(6, ¢) &
antenna. The approx1mat10ns made in the equation before come from the
farfield fields derivation as reported in appendix C. Total radiated power
can be evaluated by integrating over the solid angle:

27T T
P, = ]{ UdQ = / / U sin 46 dg 6.6)
O 0 0

6.1.2 Beamwidth, Directivity, Efficiency and Gain

There exist two main parameters defined by IEEE to evaluate the beamwidth
of an antenna. The half power beam width, HPBW, is defined as "In a plane
containing the direction of the maximum of a beam, the angle between the
two directions in which the radiation intensity is one-half value of the beam"
[42]. The second important quantity is referred as first null beam width, FNBW,
that is the angle at which the first null of the main lobe is located.
Directivity is meaningful for non-isotropic sources and it is defined as:

D =
U() Pr

(6.7)

The quantity is dimensionless and it is calculated as the ratio between the
maximum of the radiation intensity in a given direction and the total power
radiated by the antenna as it was radiated by an isotropic point source. This
quantity is always greater than one in the direction of maximum radiation
and it is referred as maxy(D) = Dy. Actually, this is a figure of merit that
gives indications about the directional properties of an antenna compared
with those of an isotropic source radiating the same power [43]. To consider
sources whose farfield depend on spherical coordinates, one can define:

Upax = BOP(QI q))|mux (6.8)
therefore:
47E(0, @) |max
DO 27
I [T E(6, @) sin6d6 dg
4
= (6.9)
JF [T E.(6, 9) sin6d6 dg
where o
Fu(0,9) = _Fo.9) (6.10)

F(6, (P)|max
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is the normalized radiation pattern.

Simpler expressions are available to estimate directivity for antennas in
which sidelobes level is well below main lobe. Given that, the main lobe
HPBW is taken for the two main cuts (e.g. E-plane or H-plane') One has:

N 72.815
" HPBW2 + HPBW?,

Do (6.11)
where HPBWE and HPBWyg are defined for E and H-plane, respectively
(degrees).

Antenna efficiency is used to consider losses and the input terminal and
within the antenna itself:

1o = 1ea(1 = [T?) (6.12)

where (1 — |T|?) is the reflection missmatch efficiency, defined at the an-
tenna input terminals, whereas 7., is the radiation efficiency, that includes
information about the antenna loss due to conduction and dielectric. In
fact an antenna can be seen as a lossy one-port whose input impedance
is Zy = Ry + Rp + jX4, in which R, is the radiation resistance of the an-
tenna, i.e. the loss component converted in radiation. The remaining part of
the impedance is needed to take into account conduction losses and reactive
behaviour. Maximum power delivery, with I' = 0 is obtained in case of con-
jugate matching. In this case given a generator whose output impedance is
Z¢ = Ry +jXg, then Rg = R, + R and X, = —X4.

Radiation efficiency 7, is the link between directivity and antenna gain.
Gain, is defined as:

47U (6, @)

G= - -
P, (lossless isotropic source)

(6.13)

and it is the ratio between the radiation intensity of the antenna and the
input power accepted by an isotropic source. It can be also defined with
respect to power accepted by other kind of reference antennas (such as horn
antennas). Noticing that P, = 77.4/:

47U (0, @)
G0, ¢9) = ——~ =y.4D(0, 6.1
( QD) Pr/ncd Tlcd ( 4’) ( 4)
In the direction of maximum radiation:
GO = chDO (615)
Goabs = 10Do (6.16)

In case of input matching at antenna terminals, one has I' = 0, hence Gy =
Goaps In case of directive antennas an empirical estimation for Gy is:

30000

Go ~
0~ HPBW:HPBWjy

(6.17)

Actually, these two reference planes are defined for linearly polarized sources only, but they
can be used for other kind of polarizations [42].
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6.1.3 Polarization

Polarization of a radiated wave is defined as a curve traced by the end point
of the vector representing the instantaneous electric field, once it is observed
along the direction of propagation [43]. This quantity may vary depending
on which pattern direction is chosen. In particular, for distance large enough
from a transmitting antenna, an observer would receive the polarization of
a plane wave. In fact, increasing the radial direction of propagation, the ray
of curvature of a radiated wave approaches infinite, therefore appearing as
a plane wave front.

Major axis Minor axis

Figure 6.1: Polarization plane for an electromagnetic wave and its polarization el-
lipse as a function of time [42].

Field variables in time-harmonic regimes at any point appear like:

£ (5,9,2,1) = Re{(600 + G005 + Srgel=2)0f)
= Re{(E' + jE")e/0'} = Re{Ee/“0!}
= E' cos wot — E” sin wyt (6.18)

Therefore, the electric field can be defined as the sum of two vectors with
arbitrary directions on the polarization plane. This representation is useful
to have information about the vector polarization of a given time-harmonic
field. Depending on the phasors E’ and E” one can have three different con-
ditions:

e Linear polarization if E’ x E” = 0.
e Circular polarization if E' = E” and E’ - E” = 0.

e Elliptical polarization if E’ # E” and the two vectors are neither parallel
or perpendicular.

An example of polarization plane for an elliptical polarization is shown in
figure 6.1. The plot domain is the (6,¢) plane and the two main axis are
visible in the polarization ellipse: OA, the major axis and OB, the minor axis.
The ratio of the length of these two quantities gives the axial ratio [43]:

OA

= — < < .
AR OB’ 1< AR < (6.19)



where:
1
OA = \/2 [Eg +E2 + \/Eg + E$ +2E3E2 cos(ZAcp)} (6.20)
OB =[5 |E3+E3 - \/E(9 + Ef + 2E3E2 cos(2A¢) (6.21)

This quantity is calculated in CAD like CST MW Studio, and can be used to
understand the polarization. In fact, the field is:

Circularly polarized if AR = oo (Ap = £71/2).
Linearly polarized if AR =1 (A¢ = 0, 7).

Elliptically polarized otherwise.

6.2 LEAKY WAVE ANTENNAS

Leaky wave antennas (LWA) are a class of antenna based on travelling wave
and use them to obtain radiation. The main advantages of this kind of radia-
tors are the possibility of frequency controlled beam steering and beamwidth
sharpness along with feeding and structural simplicity (waveguide or printed
technology). Leaky wave antennas can support fast or slow waves where the
phase constant is less than the free-space wavenumber ko. This property al-
low the travelling wave to leak power in a continuous way along the guiding
structure. From there the name leaky. The propagation constant can only be
complex for this kind of waves since loss is required to have radiation. The
wavenumber along the propagation direction is defined by k, = B — ja.?
Depending on weather the structure is uniform, quasi-uniform or periodic dif-
ferent kind of physical mechanism take place leading the antenna to radia-
tion. Another way to classify LWAs comes by considering weather they are
one or two-dimensional. This chapter is focused on one dimensional leaky
wave antennas, since the main goal of the thesis is the development of such
a structure. Though the same principles can be applied to two-dimensional
structures that represent a possible development of the proposed design [44].

One-dimensional Uniform LWAs

The structure can be fed at one edge or in the middle. In both cases an
absorbing termination is required for residual propagating power. What vi-
sually characterize this antennas is a longitudinal uniform geometry along
the propagation direction, z (the structure can be uniform or even tapered
for beam shaping purposes). This kind of structure supports wave radiation
in one quadrant only, with a continuous power leakage along the extension
of the aperture. Radiation is forward directed if f > 0 or backward directed
if B < 0. In case of centre feeding, the radiation is mirrored with respect the
symmetry axis (x). Broadside radiation is possible with composite right/left-
handed structures only [44].

Here the convention is opposite to what is used in chapter 5, where the wavenumber is
indicated by v = a + jB.
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One-dimensional Periodic LWAs

The antenna can be fed at its centre or at the edges and power matching loads
are required. One-dimensional periodic LWAs present uniform structures
where a slow propagating wave with f > kg is periodically modulated along
the longitudinal direction. Radiation takes place along the structure where
the slow wave encounters discontinuities introduced by the periodic mod-
ulation. In chapter 5 the theory behind Floquet waves has been presented
and it now clear how a periodic modulation allows one to expand the prop-
agating field in a superposition of infinite harmonics whose wavenumber is
represented by k,, = ko + 27n/d, where d is periodicity, and kg = B — ja
the wave vector of the fundamental Floquet mode (n = 0). The fundamental
mode must be a slow wave incapable of radiation, but one of the higher order
harmonics is usually designed to be fast and produce radiation. Usually the
n = —1 harmonic is used for this purpose, for which —kg < f_; < ko. The
wavenumber sign decide the direction of propagation and usually this LWA
can support both forward and backward modes. Beam steering is controlled
by tuning the operation frequency spanning from the negative (z < 0) to the
positive (z > 0) quadrant. Radiation at the edges of the radiation (endfire) is
usually conically shaped, whereas the broadside farfield approaches a donut
shaped. Unfortunately, radiation is usually degradated at broadside since
this direction corresponds to the edge of the periodic structure stop-band in
frequency domain. Previously, stop band condition has been analysed, point-
ing out that it correspond to a zero-group velocity point, hence to a standing
wave into the structure. The same happens here, where the LWA turns into
a standing wave antenna, where, having attenuation constant close to zero,
radiation is degradated. An additional drawback is that the same radiator
used as LWA presents a different radiation pattern if used as standing wave
antenna. Moreover, matching is usually difficult in the second design [43],
requiring also the presence of reactive loads to obtain the correct field phase
in each radiating element.

One-dimensional Quasi-Uniform LWAs

Feeding is can be provided at both one edge or at the end of the line and
absorbers are also required. The main difference between periodic and quasi-
uniform LWAs is that the former has uniform geometry, whereas the latter
shows a periodic shaping along the waveguiding structure. Besides, the fun-
damental Floquet tone is a fast wave and radiation occurs because of this
one.

63 FIELD BEHAVIOUR OF LEAKY WAVES

In order to achieve radiation, a leaky wave antenna must support a fast wave
with B < ko. Given an infinitely extended aperture with a TM electric field
E,(x,z), at the metal-air interface (x = 0) one has:

Ey(0,z) = Ae k= (6.22)
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Figure 6.2: Ray picture used as a physical interpretation of field behaviour and
radiated power in leaky-wave antennas: (a) forward leaky wave and (b)
backward leaky way [43].

where the wave vector the wave vector is k, = f — ja and A a constant. The
power leakage of such an LWA is associated to the attenuation constant a.
Above the aperture, for x > 0 one has:

Ey(0,z) = Ae Jkezelts (6.23)

where the x component of the wavenumber is:

ky = /K2 — K2 (6.24)

where kg = w,/€ppip is the free space wave number. Defining k, = By — jay,
squaring and equating imaginary parts in 6.24:

Pa = — Py (6.25)

Supposing forward propagation along z, one has § > 0 and a > 0, there-
fore it follows that a, < 0, meaning that the wave in the air region is
exponentially increasing (figure 6.2). As it appear, a decaying propagation
along z, must be accompanied by an exponential increase in the surround-
ing medium. This behaviour is often referred as improper or non-spectral [43].
The reason why the imaginary part of the wave vector vertical component is
negative, can be easily explained. Being the LWA radiating, the power flow
is directed outside the boundary of the guiding medium, along a direction
pointed by the phase vector:

B = &Py + £B. = Re(k) = Re(&ky + k) (6.26)
in which B = B;. One can define:

tan 6y = & (6.27)

B-
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the angle between the phase vector § and the guiding medium (yz plane).
Provided that the attenuation factor is small, one has:

cosBy = b [rad] (6.28)
ko
that is a useful relation to understand the radiation inclination for the LWA.
Moreover, half power beam width (HPBW) can be evaluated by means of an
empirical formula proposed by Oliner in [45]:

HPBW =~ [rad] (6.29)

where L is the length of the LWA. Equation 6.28 predicts weather radiation
takes place or not. In particular, whenever |B| < ko it exists a real value 6 at
which the LWA radiates. On the contrary, if || > ko the propagating mode
is a slow wave whose leakage angle is complex, meaning that no leakage
angle exist in the visible space. The corresponding mode is a surface wave
whose amplitude is exponentially decaying and diffused in near field only
above the aperture. Slow waves are still able to radiate at discontinuities (for
example from the source), but they are referred as non-physical and are non
likely to be physically significant (no radiation except for discontinuities).
Antenna length is usually chosen in order to satisfy specific requirement
on radiation efficiency. In fact, given «, usually a good design approach is
to look for a radiation efficiency around 0.90 — 0.95, with the remaining part
absorbed by the load [45]. Given P,(z) the power radiated along the LWA:

P(L) o204l _ —4r ik
P:(0)

e koo (6.30)

from where it appears that « and L should not be decided arbitrarily. Radia-
tion efficiency is then given by:

n=1-— e 2L (6.31)

Going back to relation 6.23, one has that the radiated power flow is stronger
from areas closer to the feeding point for forward propagating waves. In case
of backward propagating waves, group velocity is still directed along posi-
tive z direction, whereas phase velocity is directed in the opposite direction.
Although in this case By is still positive, a, is positive as well and in this
case the fields are called proper, since they attenuate moving far from the
source. In both cases power leakage is more intense close to the antenna
feeding, only the phase shift of the radiated field will be different in the
two radiation mechanisms. The same reasonings can be applied in case of
periodic LWA, where the first negative harmonic can be proper or improper
depending on which radiation quadrant is chosen. For centre fed LWA the
TM; field at x = 0 is given by:

E,(0,z) = E,(0,0)e /%I (6.32)

and in this case field is propagating from z = 0 to z = £oo. In this case,
radiation takes place within a cone defined by an angle 6 (starting from yz
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plane). For angles 0y < 6 < /2 a shadow region appear, shadow boundary,
in which field intensity is strongly reduced. The TM field distribution in 6.32
can be calculated as:

E = L B (0, ke e 6
y(xrz) - 27T oo y( ’ z)e e z ( 33)

where the Fourier transform on the aperture is:

i 2jk
E,(0,k}) = A { 2 ]_Zkz} (6.34)

with the vertical wavenumber given by k, = |/k3 — k2, that can be either a
positive real number or a negative imaginary number [43].

6.3.1 Field Behaviour in Periodic LWA

A previously mentioned this antenna exploits a travelling wave, whose fun-
damental mode is slow and periodically modulated along thee structure.
Because of Floquet theorem, the modal field can be expanded in a Fourier
series as follows:

E(v,y,2) = Y, Au(x,y)e /= (6.35)
n=—oo
with 5
T
kzn = kzO + 7 (636)

wavenumber of the n-th Floquet harmonic. Fundamental mode has k;o =
Bo — ja = B — ja. Radiation is achieved provided that the LWA unit cell pe-
riodicity is well designed (see later) and that one of the high order space
harmonics is a fast wave, usually the space harmonic with n = —1. In this
case the first negative harmonic wavenumber is the one of a fast wave, there-
fore: —koz < B_1 < ko with B_1 = Bo — 27t/d. The beam direction is auto-
matically controlled by means of frequency from backward to forward end-
fire. Provided that, n = —2 space harmonic must remain a slow wave with
B—2 < —ko as well as the fundamental tone with By > ko [43]. This condition
requires two constraints: the first regards the LWA unit cell periodicity that
must be decided so that d/Ag < 1/2, where A is the wavelength correspond-
ing to the higher forward endfire frequency [44]; the second condition is a
limit on the effective relative permittivity experienced by the guided mode.
For a TEM mode one has:

eF>9 (6.37)

that is equivalent to the condition Bo/ko > 3 [44].

In general, broadside radiation can be challenging to be achieved by means
of LWA, since this beam direction corresponds in frequency to the open stop-
band of the periodic structure, at which: f_; = 0 that is fod = 27 (FBZ
edge). The name comes from the fact that at this frequency the harmonic
n = —1 would radiate, though this is not possible since the attenuation
constant a drops to zero. What happens is that a perfect standing wave
ideally sets up within each cell (each cell is in phase with the others) of the
periodic structure, without radiation. [to be clarified] As a matter of fact, in
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LWA with pure series or shunt radiating elements only, stop-band problems
cannot be reduced effectively [44]. A solution to avoid this is to put two
radiating elements per each cell, spaced by d/4 or to use composite right/left-
handed metamaterials, CRLH metamaterials, in which radiation occurs from
the fundamental and scanning is continuous from endfire to broadside [43].

kod
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Figure 6.3: Brillouin diagram plotted as kod vs B,d in which shadow and radiation
region are highlighted. Radiation cone is defined above the solid yellow
lines.

Brillouin diagram, BD, can be used to identify at which frequency, guided
modes radiate. As mentioned in chapter 5, the plot for each n-th mode, is
shifted by 27t from the others. Moreover, Floquet theory suggests that it is
sufficient to print the diagram within the FBZ to obtain all necessary in-
formation about the modes sustained by the periodic structure. Figure 6.3
shows the BD for the n-th harmonic.3 The bold lines represent the light line,
defined by the linear relation kg = p,. Basically, it divides the BZ into two
regions: one above the cone, where fast modes radiate, being coupled to the
surrounding medium modes, the radiation region; one underneath the cone
(shaded area), in which modes are bounded, o slow and cannot propagate.
The diagram indicates that if a mode has frequency high enough, hence
kod > m, it is a leaky mode.

Graph in figure [DD n=0 and n=-1] may help in understanding some of the
concepts presented above. As it appears, mode n = 0 phase shift starts from
Bod = O reaching at Bod = 7t the closed stop band, that is usually located below
light line. Basically, this means that the mode is bounded and non-leaky;,
even if Bod is not perfectly constant and the stop-band is not well defined. In
particular, the condition is equivalent to have a perfectly shielded periodic
structure, then closed without possibility of radiation leakage. Actually, in
this region fields are reactive with an evanescent decay from the guiding
structure.

The open stop band occurs instead for p_; = 0 (the same as By = 2m),
in this region there is a sharp phase shift transition and a fast variation of
the attenuation constant, that is null at the stop-band null points. Propagation,

The BD shows kod, not w, as a function of the phase shift §,d. The two representation are
equivalent.
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Figure 6.4: Closed stop band occurs at By = 7, corresponding to bounded modes.

Open stopband occurs around By = 277, where radiation is possible [43].

along with loss, produces then leaky wave radiation, i.e. B_; # 0 and a # 0.

Moreover, modes are proper when f_; < 0 and improper when f_; > 0.
In addition, to obtain the scan angle for a given frequency, relation 6.28can
be adapted as follows:

cos By ~ P [rad] (6.38)
ko
Hence, by substituting f_1 = Bo — 27t/d:
B0 2m
cos 0y ~ ko kod (6.39)

that exhibits the possibility to change the beam direction depending on how
the right hand side elements compare to each other [45].
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DESIGN AND SIMULATION OF
SINGLE-LADDER RBE RADIATING
OSCILLATORS

7.1 MOTIVATION

Is it possible to design an RF periodic structure based distributed oscillator,
whose topology allows also to have acceptable radiation? To give an answer
to this question it is necessary to recall that a device capable of performing
this task should be able to:

1. Exhibit a high Q-factor in order to have a sharp frequency response at
the required oscillation frequency;

2. Exhibit low conduction losses, in order to maximise the time during
which power is maintained inside the resonant structure;

3. Exhibit high radiation losses in order to increase radiation efficiency
(along with low conduction losses);

4. Exhibit, depending on the application, a large area in order to improve
gain and beamwidth.

As it appears, the first two conditions stated above are in antithesis with 3
and 4. In fact, 1 and 2 are necessary conditions to have a good oscillation. A
large Q-factor is hallmark of good frequency selectivity and a small amount
of loss insides a resonant structure. Moreover, it is worth to recall, that the
energy "flow" into an oscillating ideal LC circuit is purely reactive. This result
can only be achieved by compensating the resistive part of the resonator
input impedance and requires the employment of low loss technologies. In
case of monolithic or hybrid microstrip technology, this is translated into
substrates with low loss tangent, 61, and very good conductors for the metal
layer [36].

On the other hand, a good radiating device, i.e. an antenna, is usually a
lossy structure, in which radiation losses are preferred and maximized with
respect to conduction and substrate losses [42]. The measure of how good a
radiator operates is the radiation efficiency, close to 1, if loss if unwanted loss
is minimized. Basically, this parameter quantify the amount of input power
that is converted into radiated power. Besides condition 3, 4 Moreover, an-
tenna gain can be somehow related to the area occupied by the radiating
elements [42]. Unfortunately, larger circuit are translated in higher conduc-
tion losses. Therefore, condition 3 requires something obviously in contrast
with 1 and 2.The obvious conclusion is that a compromise between the above
requirements must be found.

In chapter 2 and 5 it has been presented how periodic structures and EPDs
can help in achieving high performances in oscillators, resonators, sensors
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and even antenna designs. In particular, the following sections of this chapter
are focused on the realization of two different oscillator topologies in which
an interdigital capacitor is used either as resonant unit and radiating element.
Both the topologies are designed so that RBE oscillation is preferred:

e RBE oscillator at fd = 0: in this case the oscillation frequency f.0 close
to the frequency at which the n = —1 Floquet harmonic eigenvalue
exhibits a degeneracy, at the centre of the FBZ.

e RBE oscillator at fd = 7: in this case the oscillation frequency fer

is located in the neighbourhood of frequency at which the n = —1
Floquet harmonic eigenvalue exhibits a degeneracy, at the edge of the
FBZ.

Whether the former design uses a straight ladder, in which all the capaci-
tors are aligned in the same direction, the latter employs a folded structure.
The reason of this difference stands is explained in section 7.3. The main
difficulty operating close to stopband edges is that a quasi-standing wave is
present in the circuit, ideally carrying no power except reactive one and mak-
ing radiation not efficient. However, the proposed designs tries to exploit
the array as a leaky wave antenna’, radiating in broadside direction. Both
the structures present subwavelength designs in which the area occupied by
the interdigital capacitors is maximised, in order to increase, if possible, the
radiation resistance.

7.2 RBE OSCILLATOR AT Bd =0

In chapter 3 it has been presented how an interdigital capacitor can be used
as resonant unit cell into a periodic structure, in order to realise a distributed
resonator. What allows the use of such a circuit in microwave technology for
this purpose, is the presence of a parasitic inductance and resistances at
RF frequency. Besides, two access line must be provided to each resonant
unit, adding so an equivalent LC circuit at both sides. The resulting unit
cell is a complex LC circuit whose parameters could be extracted by means
of formulas reported in [32]. The same circuit could also be considered as a
high order filter, for which design parameters and figure of merit are difficult
to extract since expression are somewhat cumbersome.

The reasons why a series interdigital capacitor is chosen comes from the
fact that it desired to The reason why a series interdigital capacitor is chosen
as resonant unit are:

e It acts as high pass filter, therefore all the possible oscillation frequen-
cies below a certain value are rejected;

¢ The topology can be compact (short) along the signal direction of prop-
agation;

o Capacitance can be increased playing on fingers width and number,
rather than their length;

1 The structure is not properly an array, since the devices has no signals fed at the input.
However in the following it referred as an array, for simplicity.
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e Simplicity of implementation.
On the other hand, this technology brings some drawbacks:

e The circuit model is cumbersome and simplifications may not be pos-
sible;

¢ Using small fingers (length or width below 0.1 um) the effect of tech-
nology tolerances could become significant.

In order to obtain high capacitance value with a large occupied area an high
dielectric constant is required. Moreover, small dielectric losses are required,
meaning that loss tangent must be limited. Rogers RO6010 has been chosen
as substrate [46], since its applicability to high frequency ranges. The main
technological parameters are reported in table 7.1. The design is carried on

Table 7.1: Rogers RO6010 main technological parameters.

Quantity Symbol  Value  Units
Dielectric permittivity €r 10.7

Dielectric loss tangent dg 0.0023

Metal layer thickness t 18 pm
Substrate height h 127 pm
Copper conductivity o 58 x 107 S/m

using Keysight Advanced Design System (ADS) and CST Microwave Studio.

7.2.1  Unit Cell Design

The design of the interdigital capacitor, figure 7.1a, is started by using a sym-
metric structure, with the two microstrip lines having the same width and
length. The access lines are directed along the x axis, whereas the capacitor
extension develops along the y axis. The capacitor is extended along one
preferred direction in order to:

1. maximize the number of fingers;
2. minimize the radiated electric field along the y direction;

The two requirements are related to each other. Suppose to connect a voltage
source to one side of the capacitor at x = 0 and to ground the other side, the
instantaneous electric field distribution would be the one in figure 7.1b. Sup-
posing that every dimension of the device is short with respect to the guided
wavelength, one can notice that the electric fringing field on the long sides
of each finger is in opposition of phase to the one distributed on the long
sides of the neighbour fingers, so that this components are cancelled. On the
other hand, the electric field on the width of each finger sums up to the other,
representing the main source of radiation. Actually, having a leaky wave, ra-
diation would be distributed along the whole structure, though losses along
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Figure 7.1: (a) Interdigital capacitor microstrip printed model. (b) Simplified model
for describing radiation from interdigital capacitor fingers. (c) Layout of
the symmetrical unit cell realised in ADS with the parameters in table

7.2.

the lines are considered negligible for now. If the approximation above is
valid each pair of fingers can be considered as a unique radiator. Referring
to the circuit in figure 7.1a, the geometrical parameter for the symmetric
unit cells are reported in table 7.2. Using ADS, the circuit layout is gener-
ated and simulated by means of Momentum Microwave simulator (method
of moments simulator), in order to keep into account every kind of loss



Table 7.2: Symmetric unit cell design parameters. The total number of fingers is

Np=8o.

Quantity Value [mm] Quantity Value [mm]
w 0.200 L, 23.975

G 0.100 Wy 1.800

Ge 0.125 L, 23.975
Wi 0.400 W, 1.800

L 1.000 d 50.000
Weap 23.900

Leap 2.050

present in the circuit (simulation parameters are provided in appendix E).
The same circuit is also simulated by means of a its circuital model (circuit
model provided by ADS) in order to have a comparison with the lossless cir-
cuit. Notice that the outcome of this kind of simulation is a touchstone file,
therefore the circuit is represented by means of its scattering parameters in a
broadband frequency range. Starting from this representation, the transmis-
sion matrix of the system T is extracted by converting the S-parameters in
ABCD parameters. After that, the dispersion diagram is therefore calculated
referring to the theory presented in chapter 5. Figure 7.2 shows the main re-
sults obtained from the simulation of the symmetrical unit cell. As it appears
in figure 7.2a the circuit presents a first passband located in the frequency
range PB; = [0.65,0.9]GHz and after a large stop band a second pass band
in the frequency range PB, = [1.9,2.1]GHz. Whereas the former is related
to the fundamental Floquet harmonic(n = 0), the latter is due to the n = —1
spatial harmonic. In particular PB; is the stop band in which this design
is interested in, being the first Floquet mode above the light line (red line),
therefore representing a leaky mode. The quantity det(U) is a measure of
how close the eigenmode of the system are close to each other (as presented
in chapter 5). The quantity is close to zero around the edge frequency of PB;
meaning that these points could be suitable for looking for an RBE. Previ-
ously, it has been mentioned that the Bloch impedance is the characteristic
impedance of an infinite periodic structure (transmission line equivalent).
Moreover, since the structure is symmetrical, one has Z} = Z;. In practice
it is not feasible to operate with such systems, and the first approximation is
to use a discrete number of unit cell. However, By incrementing enough the
number of cells, the input impedance of the discrete structure approaches
the Bloch impedance becoming a good approximation for this quantity (an
example is reported in picture 7.3). Looking at figure 7.2b it is possible to
notice that a zero of Im{Zp} is located close to PB; centre (Bd ~ 7t/2), mean-
ing that the oscillation frequency may not be close to the ideal RBE. This fact
suggest that this topology may not be ideal for the purpose of this design
(the proof of this fact is given in section [oscillation of structure]).

To overcome this problem and improve the frequency selectivity another
design is proposed. In this case an asymmetrical unit cell is employed. The
need of an asymmetry comes from the fact that it is not possible to move

61
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Figure 7.2: (a) Dispersion diagram for the lossy symmetrical unit cell (table 7.2). (b)
Bd = 0 and Zp are compared. (c)(d) Bloch impedance for the forward
and backward propagating mode.

the zero of Im{Zp} to the edges of the passband by simply modify the var-
ious aspect ratios of the interdigital capacitor. Table 7.3 reports the design
parameters for the new cell; the extracted circuit is instead shown in picture

7.4.
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Figure 7.3: Input impedance of the cascade of 8, 16, 32, 96 uni cells (last cell termi-
nated on a short circuit).

The circuit has been simulated with both method of moment microwave
(MoM MW) and method of moment RF (MoM RF). The former takes into
account all the losses present in the cell, whereas the latter only considers
conduction and dielectric losses. The MoM RF simulation is useful to con-
sider the ideal behaviour of the unit cell, that is close to the behaviour of a
lossless system and the results are shown in figure 7.5.

As it appears from the comparison of the DD for lossless (figure 7.5a) and
the lossy (figure 7.6a) unit cell, the dispersion changes accordingly to the
theory previously presented. In fact, considering the lossy case, no more
degeneracy is visible close to passbands edges, due to the perturbation in-
troduced by loss. Moreover, Bloch impedance behaviour approaching stop-
bands changes dramatically for the two cases. In particular, a significant
reduction for both real and imaginary part modulus is appreciable with full
loss. On the contrary, the frequencies for which Im{Z; } = 0 remain almost
constant. In addition, the new asymmetric design exhibits some different

Table 7.3: Symmetric unit cell design parameters. The total number of fingers is

Np=60.
Quantity Value [mm] Quantity Value [mm]
w 0.200 L, 8.088
G 0.100 Wy 0.700
Ge 0.163 L, 8.088
Wi 0.250 W, 1.62
L¢ 1.000 d 18.000
Weap 17.900
Leap 1.825

features with respect to the symmetric one. In particular, by looking at fig-
ure 7.6 it is possible to notice that:
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Figure 7.4: Layout of the asymmetrical unit cell extracted in ADS with parameters

in table 7.3.

¢ The two passbands have been shifted and reduced shrank. Now, PB; =

[1.1,1.25|GHz whereas, PB, = [2.4,2.5|GHz. This effect is probably due
to the lower capacitance obtained by reducing the number of fingers
(now 60).

The unit cell in shorter, therefore the portion of DD in which radiation
is possible is reduced. In other words, the light cone is restricted. How-
ever, the n = —1 Floquet harmonic is still able to radiate within this
region, close to the FBZ centre.

Z3 # Zz now, since the structure is not symmetric. Besides, the eigen-
mode are no more symmetric too (proof of this is reported in section
[RBE section]). Notice that the frequency for which Im{Z}} = 0 is
now moved to one edge of PB,, in particular toward the FBZ centre.
Figure 7.6b shows exactly this behaviour.

The last feature of the new structure suggests that by cascading N cells, the
input impedance of the circuit has a sharp frequency response around the
frequency for which Bloch reactance vanishes.

7.2.2 Frequency response of the passive ladder circuit

Now that the unit cell is characterised, it is possible to build the discrete
structure that is in charge to operate as distributed resonator. The circuit is
built as a ladder, with N cascaded elements. The design is divided i two

1. Simulating and characterising the discrete periodic structure by means

of its circuit equivalent. The circuit is realized cascading N two-ports
representing the S-parameters of the unit cell (figure 7.8a);
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Figure 7.5: (a) Dispersion diagram for the asymmetrical lossless unit cell (table 7.3).
(b) pd = 0 compared with Zp. (c)(d) Bloch impedance for the forward
and backward propagating mode.

2. Simulating and characterising the discrete periodic structure by means
of full wave simulation.

Being the circuit a resonator, the first thing that is useful to know is its in-
put impedance (admittance) and its frequency response (transfer function).
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Figure 7.6: (a) Dispersion diagram for the asymmetrical lossy unit cell (table 7.3).
(b) pd = 0 compared with Zp. (c)(d) Bloch impedance for the forward
and backward propagating mode.

In particular, figure 7.7a shows that the driving point admittance is stable
varying the number of unit cells. The analysis is carried on by closing both
terminations on 50 () excitation ports. As it appears, the main resonance
frequency is located where the impedance change more rapidly close to res-
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Figure 7.7: (a) Lossless structure. Discrete structure input impedance varying the
number of unit cells: input resistance (above), input reactance (below).
(b) Lossless structure. Discrete structure input impedance varying the
number of unit cells: input resistance (above), input reactance (below).

onance at f,,; = 2.53 GHz and this is valid for both the lossless (figure 7.7a)
and the lossy case (figure 7.7a). It appears that more than one resonance
frequency is present. However, using the circuit as resonant unit negative
resistance device would be connected at its input port, that can be modelled
with its Northon circuit equivalent. Supposing to reduce the output conduc-
tance of the device from zero to a finite negative value, the first value of
input admittance that is compensated is the one corresponding to the max-
imum of the input impedance. It is worth it to recall that the presence of a
resonance in the circuit is not a sufficient condition to have oscillation, as pre-
sented in chapter 5. Moreover, since the resonator is seen as a one-port from
the outside, the input impedance is the resonator transfer function itself.
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Figure 7.8: (a) Simulation setup in ADS for Q-factor evaluation (b) Total loaded
Q-factor for the passive ladder structure.

Figure 7.8b shows the behaviour of the total Q-factor for the resonator.
Since no analytical model is available for the circuit, the total Q factor have
been calculated be means of equation 3.1.1 as:

Qtot = ZfK} (7.1)

where Af is the half power fractional bandwidth calculated at the input of
the circuit. The lossless structure shows a Q factor close to 7000 for a short
circuit, whereas it becomes almost constant approaching 2200 by introducing
larger loads. On the contrary, the lossy structure shows a constant value, well
below the lossless case, probably because of the large amount of loss present
in the system. Moreover, it can be noticed, that Q; ~ 14.50 in the second
case, regardless the value of the applied load. This relatively low value is
not representing a problem for the oscillator operation, as it is presented in
the next section. Although the behaviour of the structures in different, it is
possible to conclude that:

e Using a number of cell N > 8 a discrete structure of this kind present
almost constant loaded Q-factor.

e A short circuit appears to be the best possible load.

¢ Resonance is expected around f,.s = 2.5GHz, close to the upper edge
of P Bz.

7.2.3 Active single-ladder circuit and RBE

Now that the passive resonator is characterized, one step further is to add
an active device in order to obtain oscillation. To do this, an ideal non linear
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Figure 7.9: Block scheme for the time domain simulation of the circuit with asym-
metrical unit cell.

source is connected in parallel at the input of the N cell ladder and a time
transient simulation is performed (figure 7.9 shows a sketch of the whole
circuit.). From Kurokawa condition for the input admittance one has:

Gs(fres) - _Gin(fres)
Bs(fres) = _Bin(fres)

therefore the active device must introduce a negative gain equal to —G;( fres)-
Notice that in this case it is supposed to have B;( frs) = 0, meaning that only
the resonant circuit is in charge of imposing the oscillation frequency and
paving the way for further future analysis. Basically, the gain source acts as
a negative non-linear conductance, whose output characteristic is:

_ &

3

Being an oscillator, the circuit is not receiving an input signal. In practice,
noise, that has a wideband spectrum (see chapter 4), would start the oscilla-
tion, after a certain initial transient, whose duration cannot be define a priori.
In this application a linear edge current step is injected at the circuit input
port as initial condition. The parameters are: current high level i, = 1nA,
current low value i; = 0, initial delay ¢t; = 0, rise time ¢, = 25ps, fall time
tr = 25ps, hold time t;, = 55ps and period f, = 10 pus. An example of the
simulated circuit is reported in figure 7.9. Even in this case both lossless and
lossy circuits are simulated. The main result from the transient simulation
are reported in table 7.4 and figure 7.10 for the lossless case and table 7.5
and figure 7.11 for the lossy case, respectively. =~ Considering the reported

i(t) = —gso(t) +av(t)’, w

Table 7.4: Main result from simulation of the 8 cells ladder lossless array.

Quantity Symbol Value
Expected resonance frequency NL 2558 GHz
Input conductance GNE 45.5nuS
Expected min. source conductance ~ gNF —45.51S
Actual oscillation frequency NL  2.563GHz
Actual min. source conductance gg\f,} —-3.95uS
Phase shift between cells ApNE —6.3deg
Total Q-factor QNE 1282
Oscillation start-up time tNE 58 us

data it is now possible to analyse the obtained results.
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Table 7.5: Main result from simulation of the 8 cells ladder lossy array.

Quantity Symbol Value
Expected resonance frequency i 2.534 GHz
Input conductance Gk 1.70uS
Expected min. source conductance gL, —1.70uS
Actual oscillation frequency 1L, 2.535GHz
Actual min. source conductance gk, —5.801S
Phase shift between cells APt —8.2deg
Total Q-factor Q% 422
Oscillation start-up time tk, 38ns

e For both the structure the actual resonance frequency is very close
to the expected oscillation frequency. Figures 7.5b and 7.6b show that
the oscillation takes place very close to the FBZ edge. This result is
confirmed by figures 7.11c and 7.10c. In fact the voltage phase shift at
the periodic structure nodes is small (in lossy case A¢"* = —8.2deg
and ApNL = —6.3deg in lossless one). The small phase shift should
produce a distortion in the waveforms giving a non monochromatic
oscillation. However, spurious frequency components are located well
far from f, in both cases.

e The actual gain required to trigger the oscillation in larger than what
is expected. Input susceptance vanishes close to, but not exactly, where
the input admittance minimum is located, therefore, larger values are
required.

o Waveforms are attenuated along the structure, by a an amount propor-
tional to e *U) at each cell. Even if all the cells oscillates almost in
phase, the voltage amplitude dramatically decreases moving toward
the load (around some pm at the last node).

e The total Q-factor for the ideal oscillator is decreased. However, the
lossy structure shows a Q-factor well above the value found for the
isolated resonator. This is a typical benefit provided by the presence of
an EPD [7].

The design has been started with the purpose of realising an RBE oscilla-
tor. As previously mentioned lossy discrete structures do not present EPD
because pass and stopbands cannot be sharply defined. The addition of gain
may eventually bring back the working condition close to an ideal opera-
tion even if perfect EPDs can not be retrieved. Consider now the circuit in
figure 7.12a. From chapter 5 it has been presented that unit cell transmis-
sion parameters can be extracted by scattering parameter simulation. The
reported circuit has to be intended as part of an infinite periodic structure in
which the non linear current source acts as distributed gain element. Notice
that S-parameters are simulated by exciting the circuit with a signal source
whose amplitude is small enough to make non linearities negligible. There-
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Figure 7.10: (a) Time domain response of the lossless ladder oscillator based on
asymmetrical unit cell (N = 8). (b) Fourier transform of the time do-
main response showen in (a). As i appears the spectrum is very pure
in a very large bandwidth. (c) Detail on the voltage wave form and to
the associated phase.
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Figure 7.11: (a) Time domain response of the lossy ladder oscillator based on asym-
metrical unit cell (N = 8). (b) Fourier transform of the time domain
response shown in (a). As i appears the spectrum is very pure in a
very large bandwidth also in the lossy case. (c) Detail on the voltage
wave form and to the associated phase. The phase shift is
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Figure 7.12: (a) Unit cell simulated with gain element. (b) Dispersion diagram for
the unit cell with and without gain.

fore, the given current source can be actually modelled as a conductance
resistor whose value is —g;. By simulating the circuit it appears that the
value of gain necessary to retrieve the degeneracy for both eigenvalues and
eigenvectors is exactly go = —5.8 uS. The chart in figure 7.12c shows this re-
sult. Notice that det(U) is proportional to 1073, therefore both eigenvectors
and eigenvalues show a non negligible value of degeneracy. The proof of the
eigenvectors degeneracy is in figure 7.12d. Another proof of the presence of
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Figure 7.13: (a) gs parametrization as a function of the number of cell. The driving
admittance can is fit by 1/N?7 suggesting the presence of a RBE. (b)
Voltage exponential decay along the line for N = 8,16. The voltage re-
mains almost constant by varying the number of cells. (c) Peak voltage
value is slightly changed by varying ge.

a RBE is in figure 7.12b, in which it is shown how w o — /32, showing hence
the presence of a second order EPD [2].

The oscillation frequency for the discrete periodic structure is still not
exactly located at f.. The reason is that only in the input cell losses are
recovered retrieving frequency selectiveness, whereas in the remaining part
of the array oscillation is imposed by the first cell.

The minimum value of the transconductance varies by changing the num-
ber of cells employed in the structure. In particular, figure 7.13a shows that
the the behaviour is proportional to 1/N27:

0.1
gs,min(N) ~ W + 0.0054 S (7‘2)

the fitting function above is very close to results reported in literature, for
example in [6], where it is shown that for RBE oscillators, the driving point
admittance is proportional to 1/N°.

Figure 7.13b shows instead the variation of the peak voltage at each node
of the array. The scale is logarithmic, and V,, linearly decreases suggesting an
exponential decay. Furthermore, changing the number of cells slightly affect
the voltage distribution at each node. Besides that, figure 7.13c shows that
by increasing g of 10 % peak voltage changes of less than 2 %, provided that
the variation is far from the threshold.
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Figure 7.14: (a) ADS MoM simulation is compared with CST FD and TD solver
with employing discrete face ports. (b) ADS MoM simulation is com-
pared with CST FD and TD solver with employing waveguide ports
and de-embedding the scattering parameters. (c) ADS lossless simula-

tion versus CST eigenmode solver.
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Figure 7.15: Mode 2: electric field distribution for interdigital capacitor at f,. The
high value of the electric field are non physical and due to the eigen-
mode solver, in which losses are ignored. A different color map is used
in this plots in order to better understand the field distribution in the
capacitor.

7.2.4 Modes Analysis

The unit cell is now analysed in order to understand how electromagnetic
tields behave at various frequencies. In particular the next steps are focused
on understanding the topology of electromagnetic modes around oscillation
frequency and how they could eventually participate in radiation. In chapter
5 a formalism based on the transmission matrix method as been presented to
study periodic structures. This method allows to obtain information about
frequency and time domain response. Anyway, in this study the procedure
has been strictly related to a circuital analysis until now, since each unit cell
is modelled by its scattering parameters. > Full wave simulations carried so
far are based on ADS MoM solver, that does not allow the direct calculation
of eigenmodes. To confirm the validity of the ADS MoM solution, CST is
employed with both frequency domain (FD) and time domain (TD) solvers.
Excitations are provided with both discrete face ports and waveguide ports
(simulation setup is in appendix E). Waveguide ports are located far from

2 The same analysis could be carried on by means of electromagnetic wave formalism [38],
however the complexity of the geometry does not allow to define fields in the unit cell a
priori and the calculation would be cumbersome and out of the scope of this study.



the unit cell and then scattering parameters are de-embedded at its inputs.
All the CST simulations show a good agreement with the result obtained
with ADS. In particular, DD from TD looks closer to DD from MoM than
what is obtained from FD, for both discrete and waveguide ports.

To obtain a more comprehensive description of the EM fields CST MW Stu-
dio eigenmode solver (EIG) is employed (solver set up in appendix E). This
kind of simulation allows to individuate higher order modes, that would
not be visible by simulating the unit cell as two-port. The same informa-
tion could be extracted by using a multi-mode waveguide port in fullwave
simulation. However, ADS does not include this feature and CST frequency
and time domain simulator would require a very large number of meshcells,
along with very large computational resource demand and simulation time.

The outcome of the EIG simulation is reported in figure 7.14c. Since CST
EIG solver does not take into account losses, the lossless circuit DD (no
conduction, no dielectric, no radiation losses) is also plotted for compari-
son. A good agreement between the two solver is found for the eigenvalues
of modes 1,2,3,7 that are related to the fundamental Floquet wave and its
higher order spatial harmonics. The cut-off frequency for n = 0 spatial har-
monic is located around 1 GHz for both the solver, whereas stop and pass-
bands appear to be similar in amplitude for n # 0. Group velocity appears to
be consistent in both the solver for this mode. As expected, harmonic n = —1
is a short wave whose phase velocity is negative approaching f. ~ 2.6 GHz,
where group delay tends to infinite.

The plot also shows the presence of three additional modes, namely num-
ber 4,5, 6, that could seem not expected given the previous results. They are
short waves whose cut-off frequencies are well above f,. They also exhibit a
change in group velocity around Bd ~ 7t/2 for 5,6 and close to fd ~ 0.77 for
4. Close to these corner points, group velocity vanish and the quality factor
of the system should increase, yielding strong resonance, leaving the possi-
bility for following investigations. Moreover, the presence of intersections in
modes 4 to 7 eigenvalues also predicts that energy can be exchanged among
them at crossing points [39]. Finally, being the microstrip a quasi-TEM line
[9], and although this modes arise above a certain frequency they are not
detrimental for operation of the oscillator, as it will be shown.

Attention is now focused on mode 2, since it is responsible of carrying
power in the oscillator close to f,. Figure 7.15 shows the electric field distri-
bution in the unit cell both in modulus and in the vector components. The
electric field is mainly concentrated in the capacitor and in particular the
maximum value is located at the end of the capacitor branches. For what
concerns the three field components one can notice that E, is mainly dis-
tributed along the external edges of the IC and in between the fingers, but
only along the short sides. On the contrary E, maximum is located in be-
tween the fingers longer side. It appears that the electric field is distributed
as a standing wave along y. The circuit is not periodic in the y direction and
no such an effect is expected. Anyway, it could be blamed to border effects
due to the small substrate (the whole structure is heavily sub wavelength:
Ay >~ 125mm < wg,; = 38 mm, where wg,;, is the substrate width3). E; turns

It is importante to notice that the structure is periodic only in the x direction, therefore only
there the periodicity of the cell is defined by the Bloch wave solution.
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out to be the main electric field component. This fact confirms that a large
part of the field can be coupled with the surrounding medium, generating a
leaky mode. Recall that for leaky mode propagating on a periodic structure
with negative group velocity, the generic field distribution is expressed as

[43]: o
E(x,y,z) — Eoe+]kxxe—]kzz (7_3)

Notice that the electric field maximum value is in the interdigital capacitor,
with values touching Ezy o 1019V /m for the fringing areas in between the
fingers. Besides, figure 7.16 shows that the electric field along the two access
lines is four orders of magnitude below with respect to E,,x. This strong
tield variation could be explained recalling that the lossless unit cell is very
close to its resonance frequency, where the total Q-factor is Qo ~ 10%.

By comparing the field in figure 7.16 and 7.17 one can notice that the
overall field distribution is neither a TE nor a TM, but rather a TEM, since all
field components are non null for both H and E on the whole UC extension.
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Figure 7.16: (a)(b)(c)Mode 2: electric field distribution for the unit cell at f,. The
high value of the electric field are non physical and due to the eigen-
mode solver, in which losses are ignored. (d) Electric field surrounding
the unit cell at different cutting planes at x = 6.2mm, x = 9mm (UC
centre) and x = 15mm. (e) Electric field surrounding the unit cell at
different cutting planes at x = 18 um, x = 1mm and x = 2.5mm.
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Figure 7.17: (a)(b)(c) Mode 2: magnetic field distribution for the unit cell at f;.
The high value of the electric field are non physical and due to the
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7.2.5 Oscillation and Radiation Analysis
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Figure 7.18: 8 cell array used as resonant-radiating device. Port 1 is used to feed
the structure, whereas port 2 is used as load. Port 1 is used to feed the
structure, whereas port 2 is used as load.

In the previous sections it has been shown how oscillation can be achieved
in this design, but can radiation be obtained as well with such a structure?
Can eventually the array also work as an antenna? We recall that the need
of having a high quality factor is in contrast to the presence of losses in the
system. Moreover, since the device is oscillating close to band edge, radiation
(broadside in this case), becomes intrinsically impracticable with a standard
periodic structure#.

An 8 cells array is built and simulated by means of CST FD solver, employ-
ing discrete face ports. This solver has proved to give results further than
the TD solver, anyway in this case simulation are faster with respect TD one.
Moreover, the mesh can be more easily customized and adapted to the small
geometry featured by the structure. Waveguide port exitation would bring
to more accurate results, however this method does not allow to impose the
port reference impedance arbitrarily. On the contrary, discrete face port does.
The simulated structure in in figure 7.18, whereas the simulation setup can
be consulted in appendix G.

Table 7.6: Main result from full wave simulation of the 8 cells ladder array.

Quantity Symbol  Value CST Value ADS
Expected resonance frequency fre 2.6145GHz  2.534GHz
Driving point conductance Gin 1.575uS 1.70 uS
Expected min. source conductance Ss,e —1.575pS —1.70 uS
Actual oscillation frequency fra 2.6145GHz  2.535GHz
Actual driving point conductance s, —5.6 uS —5.801S
Phase shift between cells A N.A. —8.2deg
Total Q-factor Or 1188 422
Oscillation start-up time tsu 25ns 38ns

4 As mentioned before, broadside radiation can be achieved with leaky wave employing right-
left hand transmission line, or through some modification of the unit cell.

81



| DESIGN AND SIMULATION OF SINGLE-LADDER RBE RADIATING OSCILLATORS

Z-Parameters [Real/Imaginary Part]

700 T T T T
L - (B B e RRERLI L, —— 71,1 (Re) [
R A | S Rt EEEEE 71,1 (Im) [
e § (26195, 639.89) |t
S 3004 18 (26153, 0.042663 )
g
o 200 -
o]
B 100 f---eeeoeeseenneenaes
o
g o0+ : *
E . H H
= 100 - R ¥
-200 1--
-300 1 : : : e
-400 i ; ; :
0 1 2 3 4 5 6
Frequency [ GHz
(a)
Z-Parameters [Real/Imaginary Part]
£
£
[=]
=
b
2
3
L)
a
£
Frequency / GHz
(b)
TD Voltages
8 '
=
-~
)
wm
8
[=]
-
-6 + t t t t t + t
0 20 40 60 80 100 120 140 160 168.49
Time / ns
(0)
FD Voltages [Magnitude in dB]
80 : ‘ I'l“> .
60
& 40
o
-
o 20 -3
B
S o1
,20 4
40 ;
0 1 2 3 4 5 6
Frequency / GHz
(d)

Figure 7.19: (a) Driving point impedance for the lossy designed array. (b) Output
impendance for the designed array. (c) Voltage in time domain re-
sponse at the input port. (d) Output spectrum: oscillation is located
at f,s = 2.6145GHz.
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Figure 7.20: Scattering and loss parameters for (a) lossy and (b) lossless structure:
reflection coefficient (top lef), transmission coefficient (top right), total
loss (bottom left) and VSWR (bottom right).
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The array is simulated and its scattering parameters are extracted. Each
port of the device have resistive input matching at resonance frequency. In
order to evaluate this frequency, the structure is simulated by means of CST
Design Studio transient solver (circuital). To do so, the scattering parameters
from the fullwave simulation are imported in the circuital simulator and then
analysed with the circuit in figure G.1a. The complete circuit shows result in
agreement to those presented in section 7.2.3. The comparison between the
two methods is reported in table 7.6. Resonance frequency is similar for the
two approaches, along with total Q-factor and driving point admittance.

Now that the oscillation has been verified to take place, it is possible to
proceed by evaluating the radiation properties. First of all, array ports are
matched to their input impedances at resonance frequency (driving point
susceptance is null at port one and not considered at port 2). The set of scat-
tering parameters related to this quantity are reported in figure 7.20 for both
lossy and lossless structure. As it appears loss becomes really large around
resonance frequency f, = 2.6145 GHz. It will be shown that such an impor-
tant loss is the reason why this structure cannot be used as antenna with this
substrate, since its radiation efficiency is very low. In fact, referring to figure
7.21, one can have some important information about radiation in farfield
for this device. Although the field distribution on each unit cell is exponen-
tially decaying, the radiation pattern is not the one typical of a leaky wave
antenna. The radiation pattern is almost broadside, with one main beam lay-
ing on the ¢ = 0 plane.> Side lobes level is around —2.4dB and HPBW is
36.7 dB in the direction of major radiation. Figure 7.21a shows that the maxi-
mum antenna directivity is D = 6.212 dB. However since radiation efficiency
is g = o = —36.71dB, maximum gain is only G = —30dB. Even if input
impedance matching is achieved, this gain reflects the presence of a large
loss in conductor and dielectric at the operating frequency. Besides, being
the radiating mode a quasi-standing wave and being the Q-factor of the ar-
ray very high at f,, only a small amount of the input power may be radiated.
A comparison on figure 7.21f and 7.21g helps in understanding conduction
losses are detrimental in determining the radiation efficiency. Close to oscil-
lation frequency, lossless case shows overall low efficiency, anyway this is
due to the frequency selectivity of the resonator and the vanishing group
velocity approaching f,. Some consideration could be done:

e The proposed layout is necessary to realise a frequency selective unit
cell. However some improvement are necessary in the unit cell in order
to increase the gain. For example by introducing ad additional two
resonators shifted by d/4 in the same unit cell may improve broadside
radiation [44].

e Beamwidth is proportional to antenna equivalent area. By increasing
the number of cells, the area occupied by the device would increase
eventually improving directivity.

e Fullwave simulator do not allow the use of non linear negative re-
sistance component, therefore the actual behaviour of the device can
not be tested. Adding a gain element would bring back the system to

5 Spherical coordinate system is used for simplicity.
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Figure 7.21: (a-d)Farfield radiation pattern and related cuts on the main planes for
the lossy array. Radiation efficiency is very low because of the large
amount ohmic and dielectric losses. (e) Axial ratio: the polarization is
mainly elliptical in the main radiation direction. (f) Broadband radia-
tion loss for lossy N = 8 array. (g)Broadband radiation loss for lossless
N = 8 array.

work as a RBE structure, having the benefits of EPDs and increasing
beamwidth [10].

e Low loss substrates may improve overall radiation efficiency.
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e The device could be used as nearfield source, rather than farfield.

The farfield pattern shape, would not suggest the presence of a leaky wave
travelling in the device. However, figure 7.22 confirms that actually a leaky
travelling mode is present. In fact, the electric field is sampled on a cylindri-
cal surface of radius » = 20 cm around the device. A phase variation corre-
sponds to shift in space of the electric field main beam and relative maxima.
Hence, it appears that the field around the radiator is not static, with a peak
value of ~ 0.7 V/m located along the normal to the antenna (z axis).

The conclusion is that a travelling wave is indeed present on the oscillator
surface and it is responsible of radiation. This fact may be explained by re-
calling that the device resonates close, but not exactly at, fd ~ 0. Given that,
the forward and backward travelling mode would be not perfectly coalesc-
ing, setting a travelling wave in the circuit (perfect coalescence would bring
to a standing wave).

(b) ¢ = 60deg

(c) ¢ =90deg (d) ¢ =120deg

g @ ]

(e) ¢ = 150deg (f) ¢ = 180deg

Figure 7.22: Radiated field in the vicinity of the array at various phase steps show-
ing the existance of a travelling wave. The cylindrical surface on which
the electric field is evaluated is oriented along th x axis centered
around the device. It has radius equal to 20cm and height equal to
1m.

7-3 FOLDED LADDER DESIGN

The following analysis contains results from design tasks that are still under
investigation. Here the aim is to obtain oscillation at the edge of the FBZ,
hence at Bd = +7. As it has been presented in the previous project, it is
possible to obtain a stable oscillation employing a unit cell made of an inter-
digital capacitor and two microstrip access lines. Although the first aim is
to obtain a sharp oscillation around RBE frequency, also radiation should be
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considered. In particular, being at band edge each node of the periodic struc-
ture is actually in opposition of phase with respect the other. The same can
be say about each resonator. Radiation would be ideally impossible having
each resonator-radiatior in opposition of phase with respect to the others. A
ploy, aimed to solving this issue, would be a 90 deg. rotation of each cell on
the plane (figure 7.23a).
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Figure 7.23: (a) Realised folded unit cell. (b) Voltage waveform of an 8 cell struc-
ture. (c) Output spectrum at each oscillator node. (d) Zoom on voltage
waveforms.

As it appear the structure looks symmetric, but also asymmetric designs
could be well suited for this application. This possibility is under investiga-
tion. At this time, the oscillation spectrum for this ladder structure is still
quite impure. Compared to 7.11a the voltage waveforms undergo less atten-
uation along the line. This could be due to the fact the oscillator is working
far from band edge, where losses are not too high. Since each node presents
a different voltage waveform, not in phase to the other, the structure could
still be able to radiate as a LWA. Improvements in oscillation properties is
under investigation for this structure.

7-4 CLOSED LOOPS AND DISTRIBUTED GAIN

Previously we mentioned that gain would be able to better compensate for
losses if provided in a distribute way. In particular, the structure presented
until now are designed so that one only gain element is used at one of
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the oscillator sides. However, gain could be provided at each node through
non linear elements. Discrete structures may still be used, provided that

Short circuit \

ERERENERE;

i(v) = ~GinVa + oV
Figure 7.24: Looped structure mimicking an infinitely long structure.

each termination is the Bloch impedance Zp seen at each side. Though Zp
is dispersive, hence a frequency dependent load should be used. Since this
would be difficult in practice, another solution could be applied. In fact, each
load could be substituted by means of a zero electrically long connection in

order to realize a looped device. Oscillators based on this kind of structures
are under investigation.
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8 CONCLUSIONS

This work have tried to find a solution to the following questions:

1. Is it possible to design any other EPD oscillating structures based on
microstrip technology?

2. Is it an EPD condition sufficient oscillator also able to radiate, even if
this is in contrast to having a large Q-factor?

An exact answer to both the questions would require a deeper study of
the proposed structures and also the exploration of new solutions.

In this design, a novel topology for an RBE oscillator has been realised.
An interdigital capacitor has been employed and designed to maximise its
radiation resistance and minimize phase shits among radiating edges on its
surface. After that, two access lines have been added to realise the unit cell.
Asymmetric access lines turned out to be more convenient to obtain EPD at
centre FBZ. The final layout area is approximatively 18 mm x 18 mm. Then,
the unit cell is then simulated in full wave simulator and characterized to
successfully verifying that an EPD could be retrieved by adding gain.

Next, a certain number of unit cell is cascaded to realize the actual res-
onator. The characterisation of the loaded quality factor suggests that using
8 cells loaded with a short circuit the structure behaves almost as an infinite
periodic structure. After gain is added, provided by means of the equiva-
lent model of a nonlinear cubic voltage controlled current source, it is then
proved that the structure is an RBE oscillator. In fact, the figures of merit
related to single ladder RBE oscillators are verified to be featured by the de-
sign (for instance ¢s = 1/N?7). In particular the phase shift between each
cell is 8deg, meaning that the oscillator is actually working very close to
Bd = 0, i.e. the band edge (each cell in phase with the others). Moreover,
resonance frequency f, = 2.535 GHz is slightly shifted from EPD frequency
fe = 2.4561 GHz. Besides, maximum loaded quality factor is Q¢ m.x ~ 2000
and minimum driving point impedance is g i, = 5.8 mS.

The next step it to perform eigenmode simulation by means of fullwave
simulator to verify the T-matrix method validity and analysing field topol-
ogy of the radiating mode. The radiating mode turns out to be the first
n = —1 Floquet harmonic (see Chapter 5 for reference).

Full wave frequency domain simulations eventually suggest that the os-
cillator does not show particularly remarkable radiation properties. In fact
even if the radiating mode is a leaky wave and the structure is working
as leaky wave antenna (LWA), radiation efficiency is low due to large con-
duction and dielectric losses (17, >~ —15dB for the lossless structure versus
ne =~ —30dB in lossy). This result suggests that the oscillator may be used
as nearfield source rather than farfield (|Epk] ~ 0.7V/m at 0.5m from the
structure, with an excitation of 0.5W). Keep in mind that this result have
been obtained without the addition of gain, because of simulation limitation.
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The actual structure could therefore present significant enhancements. Fur-

ther steps such as a prototype realization and topology improvements are
under investigation.



Part V

APPENDIX






A PROOF OF KUROKAWA'S

STABILITY CONDITION

Here the proof of Kurokawa stability criterion is given, as shown in [9]. Refer-
ring to figure [series oscillator], the load impedance is Z;(I,s) = Ri(I,s) +
X1(I,s), whereas the active device output impedance is Zs(I,s) = Rg(I,s) +
Xs(1,s). Both the quantities can generally depend on the complex frequency
s = a + jw and fundamental current component I. Given a small current
change JI and a small change Js, one has:

ZT(I,S) = Zs(l,S) —|—ZL(I,S)

V4
= Zr(lp,s0) + =T

= 51 =0 (A.1)

S
LTI

S0,1p

where Zr is null provided that the system is oscillating in Sy = jwp with
fundamental tone Iy. From A.1 it comes that:

ZT(IO,SQ) =0

0zr _ 0z
ds ]aw
Therefore:
_ . —0Zr/ol . —j(0Z1/9I)(0Z3./ow)
0s =+ jow = 977/ 95 6l = 9Z1/9w]2 61 (A.2)

Supposing that every oscillation transient produced by JI or és is decaying,
we must have da < 0 if 6 > 0. Therefore, from A.2:

Im{aZTaZT} <0 (A.3)

dl Jdw)

or

dRr dXy dX7dRr

dl dw) 9l Jw)

Supposing that the load presents dRy/dI = 90X /9] = dRy/Jdw and substi-
tuting in A 4:

>0 (A.4)

dRs d 39X, 9Rs

that is Kurokawa’s condition for a stable oscillation.
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B ENERGY FLOW THROUGH A
PERIODIC STRUCTURE

Given a periodic transmission line, its unit cell is considered and placed in a
bounded surface S modelling a perfect electric conducting (PEC) waveguide
walls (figure [unit cell with boundaries, collin]). The surface is chosen such
that S; and Sy boundaries coincide perpendicularly with the unit cell termi-
nations. Moreover a cylindrical surface S., with infinite radius, surrounds
the structure. The unit cell have dispersive parameters € and p.Since the
volume is bounded by a perfect conductor the boundary condition for the
electric field holds on the PEC:

n X E’s =0 (B-I)
From Foster’s reactance theorem, [38] one has:

oH* JE* . LOwp L dwe
fé(Ex — xH)-dS_—]/V<H-H - +EE 8cu>

= —4j(Wy + We) (B.2)

Where W, + W, is the total time-average energy stored in the volume bounded
by S. Poynting vector is null on S; and dS = zdS, where z is the unit versor
along z.

aH* aE* aH* aE*
jil (El 50 —I—a XH1>'ZdS— . (Ez 5w —|—a XH2)~ZdS—

= —4j(Wy, + We) (B.3)

Where Eq,H; and E; H, are the electric and magnetic fields on terminal 1
and 2, respectively. For Bloch modes:

E2 = Ele*”d H2 Hle jrd (B4)

where d is the phase shift introduced by the unit cell of length d for the
Bloch mode. Substituting in B.4, one has that the argument of the second
interval becomes:

oH; = OE; _
Ez X ow ow x Hz =
oH d oE; d
Eq1 X al+]dd5E1><H1 + o X Hi +]ddﬁEl xHy  (B5)

Therefore:

. d . . d .
— Z]ddf)Re{ fSEl x Hi*-zdS } = —4]d£P = —4j(W,, +W,) (B.6)

Where:

p— ;Re{ f{ E: x Hy* - zdS} (B.7)
S
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is the transmitted power from a terminal plane. Inverting B.6, one has:

B =, (B.8)

from which it comes that the group velocity v, times the energy density
(Wi + W) /d give the power flowing through one unit cell terminal. Hence,
v, is the energy flow’s velocity.



C FARFIELD FIELDS DERIVATION

It is given a finite volume with main dimension D, that contains magnetic
source (J,;) or electric sources (J.). Each point of the volume is reached by
means a vector r’. A generic point outside the volume is located at position
P at a distance r from the sources. The solution of the wave equation exited
by an electric or magnetic current densities, at this position P is given by the
convolution integral:

E(x) = —jwpo [ G(r =) Je(r')-dr' +j [V X Glr— 1) Ju(r') -dr’
' ' (C.1)
where G is the dyadic Green function, that for rhoky > 1 is given by:
ef]'kOP

(C.2)
ef]‘kOP
47mp

VXG(r—r")=—jkop x G(r — ') ~ —jko px1, (C.3)

e~ Tkop
4rmp

where is the scalar Green’s function and I, , is the dyadic transverse

identity defined by I,, = (@8 — 6p), with ¢ and 8 unit vector for the az-
imuth and zenith angles, respectively. The transverse dyadic for very large
p is almost constant and can be carried out of the integral. Since p = r — 7/,
the amplitude p is given by:

= \/(r—r/)(r—r/): V2 12— 2p gl

"\ 2 o
=7 1+<r> —27’-? (C.g)

that, in case that ¥’ < r can be approximated at the first order as:
p~r—r . (C.5)

that is called Fraunhofer approsimation. In this condition, called farfield condi-
tion each vector p is considered almost parallel to each other. The phase dif-
ferent introduced by this approximation can be estimated as an error given
by:

k(ﬂ‘/2
2
Each points inside the volume is in a position bounded by ' < D/2, there-
fore:

Ap = koAp = %[1”2 — (7)) < (C.6)

4D?
Y (C.7)

and considered Agp < 71/8 an acceptable error one has the Frounhofer ap-
proximation defined as:
DZ
r> T =r f f (C.S)
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Substituting the relations obtained till now in C.2, and recalling that p ~ r,
one has:

e*jko}’

G = (00 + pp)elol (C)
e B e piko(r )
V x G = —jko yp= (PO — 0p)el"™ (C.10)

which, substituted in C.1 yields:

lt,r . / Je (r/)ejko(rl.r) dr/
,’,/

. e*]‘kor
E(r) = TJWHO [

—YoP x 1, - / | A dr’} (C.11)

where the quantity closed in square brackets is the generalised electric moment,
GEM, indicated with p.(#), such that:

pe(?) =1, - / Je(r")e ) dy! — Yo x 1, , - / T ()R ) dy!(C.12)

Each integral in C.12 is a three dimensional Fourier transform computed for
k = ko7. The relation hence becomes:

pe(f’> = It,r 'fS{Je(r)}kof‘ — Yo X Lf,r : f3{]6<r)}ko’f’ (C-13)

Notice that the GEM is a vector that has only transverse components along
6 and ¢. The polarization of the resulting electric field can be derived by
separating variables as follows:

Pe(7) = pey (7)6 + pe, (7) (C.14)
To sum up, the electric field can be written in term of p.(#) as:

e*jkoi’
2rA

E(r,0,9) = —jZo———pe(?) (C.15)

whereas the magnetic field can be eventually found by means of the well
known conversion formula:

H(r,6,¢) — Zlok: x E(r,6,¢) (C.16)

For what concerns the equivalent electric and magnetic current, they can
be calculated by means of equivalence theorem.[42] Given an arbitrary field
distribution (electric, Es or magnetic, H) located on the aperture (extension)
of a radiator, the equivalent sources are given by:

J, = —2# x H, (C.18)

where 71 is the unit vector normal to the aperture.



D TRANSMISSION LINE CIRCUIT
MODEL

Telegraphers equation solution yields that voltage and current in a transmis-
sion line are given by the superposition of two travelling waves expresses
ad time-harmonic functions: one forward mode with wavenumber — and
one backward mode with wavenumber <. The wavenumber is expressed as
v = B+ ja. The expression for Voltage and current along the line is given
by:

V(z) = Ve 7% 4 Ve * (D.1)
I(z) =TTe /7 — e/ (D.2)

Relations above can be written in term of transmission matrix. In particular,
for a lossless transmission line we have the T-matrix defined as follows:

At gt cosyl  —jZpsinvyl
T = ( P .sin vl (D.3)
c* D —] Zo cos vl
Moreover,the conversion from T matrix to Z matrix yields:
Atl ATtl
Ztl Ztl —_— —
H_ (411 412) _ | ctl (Ct
ZT o (Ztl Ztl ) o 1 Atl (D4)
21 422 -
Ctl Ctl
1 B 1
_y | jtanyl jsinyl D
=24y 1 1 (D.5)

~jsinyl  jtanql

where AT = 1 since the network is reciprocal. The corresponding T-equivalent
network follows:

tl tl
Z T1 ZTZ

t ——
ZT3 —

Figure D.1: Transmission line T-circuit equivalent.

Where:
Ztl _ Ztl _Ztl _ Z ll
T1 = Z11 12 = JZo tan > (D.6a)
l
Zl, = 7 — 7t = jZytan % (D.6b)
. 2o
Zify = Zih = Zhy = —j v (D.6¢)
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Then Z, and Z1., are series inductive components, represented by L, whereas
the Z!., models a shunt capacitance C* in figure D.1.



RBE OSCILLATOR AT Bd =0,
SIMULATION SETUP

SYMMETRICAL UC: ADS MOM MW SOLVER SETUP

In the following the screenshots reporting the configuration of ADS in Mo-
mentum Microwave simulation. The total amount of meshcells is 17150.

Simulation Options
Preset: | <none> ~ | | SaveAs..
Description Physical Mode! Preprocessor Mesh Solver Expert
Global | Layer Specific  NetSpecfic  Shape Specific
Mesh frequency

(@ Highest smulation frequancy

() Mesh frequency 0 GHz

Mesh density Frequency Plan
O Maximum cellsize |0 mm Add s
@ cells/\Wavelength [sp —
Type Fstart Fstop Npts  Step  Enabled More...
[/] Edge mesh 1 Adaptive  0GHz 8GHz 300(max) -
@ Auto-determine edge width
() Use edge width |0 mm

Transmission line mesh

Number of cells in width |8

Mesh reduction
Thin layer averlap extraction

@® Mormal O Agaressive

(a) (b)

(c)

Figure E.1: (a)(b)Simulation configuration for ADS MOM MW solver. (c) Mesh used
for the simulation.
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wsw | [

S-PARAMETERS.

MSUB S_Param
MSubi SP1
NSy S S Star=0A GHz
=i - o o '\fAR. - - . . Siop=3GHz -
CMur=1 . . . . . UMART . Step=.
Cond=5.8e7. . . . . Leap=2054
Hu=1e+33 mm width=01 VAR
‘T20018mm 0 w_t=(L_tap-l_finger-2*G e)2 - WAR2 -
‘TanD=0.0023 ~ - - - Llin=(L-totl cap)2- - - - - X=05{] -
‘Reugh=0mm - - - . [lfinger=8{¢ . . . . . . . L1=C2%_lin.
Bbase=. . . . . . Ltes=s0 o 12= lin"25(1-X),
+ . Dpeaks= T
TermG . . . MLN - omicAaPt. . MUN 0 G,
Termgi . . L4 L.ct TS . TemG2
Nurn=1 SubsE"MSub1” * Subsi="MSub1®  StbsiE"MSib1” Num=2
Z=800hm =~ WS18mm - w=02nmim- 0 W=18mm-© - 7_gp g
L=L1 mm G=01 mm L=L2.mm
Ge=0.125 mm
L=1 mm
Np=40
Wi=0.4 mm {§

WS04 mm
Figure E.2: Circuit used for the layout extraction and lossless simulation.

ASYMMETRICAL UC: ADS MOM MW SOLVER SETUP

In the following the screenshots reporting the configuration of ADS in Mo-
mentum Microwave simulation. The total amount of meshcells is 22500.

Simulation Options
Preset: | <none> v | Savedls.
Descripion  PhysicalMdel  Preprocessor  Mesh  Solver  Expert
Global | Layer Specific  MetSpecific  Shape Speific

Mesh frequency

(@ Highest simulation frequency

() Mesh frequency 10 GHz *
Mesh density
(O Maximum cellsize o mm

@ Cells/Wavelength [ag

Edge mesh
@ Auto-determine edge width Frequency Plan
O Use edge width 0 mm Add Remove

[ Transmission line mesh Type  Fstat Fstop MNpts  Step  Enabled More...
Number of cells in width [7 1 Adeptive  OGHz 6GHz 500 (max) -

Mesh reduction

Thin layer overlap extraction

@ Normal O Aggressive

(a) (b)

Figure E.3: (a)(b)Simulation configuration for ADS MOM MW solver.
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(a)

ﬁﬁﬁﬁﬁ|@

SPARAMETERS | | o

S_Param
‘SP1
- Stat=0.1 GHz -
- Stop=10-GHz -
. . . . .5Step= T A
C TermG. . . . JMUN- o wmicApt. . MUN . .TermG .
e - . . Peme1 T4 oc1 TS TemG2.
WS Num=1 Subst="MSLib1 Subsi="MSub1 Slibst="MSLb1 Num=2
MSubi + -850 Ohmi W=07 mm it} - - wW=wwmm W=1.62mm {7250 Ohin
E:E{igﬁ;mm. . . . . . l=l1mm - - .G=GGmm - - -L=l2mm e e s e
=r=10. ¢ .. . . . .Ge=Geemm .
Mur=1 L=LL mm VAR
Corid=5.867 ° TEE ¢ c ¢ c 5 o oo Natip VARZ
- Hu=1e+33mm - - - LcapsLL+2"Wi+ZGee: - - ywiowigmm 0 0 Nep=30 -
. T=0M8mm . . . .L.ot=188 . . . . . . WEWRmm ww=0.2 .
o TanD=0.0023. . L_lin=(L_tot-L_cap)2, € L A
Rough=0 mm X=05 Gee=0.1625 {t}
B &% 2 ° SRR | ° C c ° c e e e oso e s (iEmone
Dpeaks= ~ - &~ - cL2=Ldir2*(-X) - - - - oo Wi=D25 ) -
5 6 6 o o [ o 85 8 8 ° o 8 o @ @ @ o3 oa a a a 3 a a o VWIELSH

(b)

Figure E.4: (a) Mesh used for the simulation. (b) Circuit used for the layout extrac-
tion and lossless simulation.
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ASYMMETRICAL UC: CST MW STUDIO EIGENMODE SOLVER
SETUP

High Frequency Mesh <
Tetrahedrons 504,154
Symmetry planes none

Mesh Properties - Tetrahedral

X

et
Model:
Automatic v| 4 = = Caneel
Cells per max model box edge: 10 =11 = Apply
Minimum cell Update
Simplify Model...
Meshing method: | Defauit (surface based) mpify Model
Statistics
Help

Minimum edge length: Minimum quality:
[0.00443112 | [0.00423753 |

Maximum edge length: Maximum quality:

[s.08342 | [0.388207 |

Tetrahedrons: Average quality:

[ 504,154 | [0.61513 |

(b)

Boundary Conditions

Xamin: |perindic

Cond.: |1000

X
Boundaries  Symmetry Planes Phase Shift/Scan Angles

[ Apply in all directions

v| Kz |perindic w ‘
Ymin: |e|ectnc (Bt=0) v| Ymane: |e|ectnc (Et=0) - ‘
Zrmin: |e|ectric (-0 v| Tmax: |magnaﬁc (Ht=0) o \

Sim Open Boundary...
¥
o
Cancsl Help =

()

Figure E.5: (a) Mesh used for the eigenmode simulation. (b) Mesh setup. Notice, a
denser meshgroup has been used in narrow parts. (c) Boundary condi-
tions employed for the simulation.
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ASYMMETRICAL UC: CST MW STUDIO FD DISCRETE PORT

Solver accuracy parameters is set to 0.02. Total number of meshcells: ~500k.
Frequency range is f = [0.1 GHz, 6 GHz]. Open boundaries condition is im-

posed.

37.90 mm

(a)

(b)

Mesh Properties - Tetrahedral b
e o 1
Model:
s B[ 2 [ ]
. =] Apply
Minimum cell Update
Hh ke Ao =
Meshing method: | Defauilt (surface based) v | simpiy Model... |
Statistics
Help
Minimum edge length: Minimum quality:
[ 0.00931006 | [0.00366216 |
Maximum edge length: Maximum quality:
[ 21945 | [1 |
Tetrahedrons: Average quality:
[ 194,65 | [0.665058 ]

(c)

Figure E.6: (a) Simulation layout (valid also for TD simulator). (b) Mesh used for the
frequency domain simulation. (c) Mesh setup. Notice, a denser mesh-

group has been used in narrow parts.
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ASYMMETRICAL UC: CST MW STUDIO TD DISCRETE PORT

Solver accuracy parameters is set to —80dB. Total number of meshcells:
~2.5M. Frequency range is f = [0.1 GHz, 6 GHz]. Open boundaries condi-
tion is imposed.

(@)

Special Mesh Properties - Hexahedral X

Refine  Snapping Discretizer
Volume refinement
Additional fine cells around model box:

Smoath mesh with equilibrate ratio

Consider material properties for refinement

Face refinement

] Refinement across axially aligned face

Minimum rumber of cells across face | 2 =
Mesh Properties - Hehedral x
[ Refinement across axially aligned eliptic face
et T B
leiopeiss  Rofmrss=s Minimum rumber of cells across face | 2 2
Cels per wavelength: H (s z|
[ Use same setting as near to model Apply Additional fine cells around face: 3 =
Cels per max model box edge | [ 3 [ |=
[ | O | N R
(] Use same setting 2s near to model ge refinemen
Minimum cell Refinement around edge
|Fraction of maimum cellnear to model | [ 14 B i
S ‘Frachon of maximum cell near to model ~ | 38
Use same setting in al three directions velp

e Additional cells around edge: ﬂ

Smallest cel Nx:

[0.0277586 | [1s ] Consider PEC [ lossy metal edges only
Largest cell: Ny: [ consider axially aligned edges only
B = ]

Number of cells: Naz:

[2.277.9%0 J [ | III Apply L2
(b) (d)

Figure E.7: (a) Mesh used for the time domain simulation. (b),(c) Mesh setup. No-
tice, a denser meshgroup has been used in narrow parts.
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ASYMMETRICAL UC: CST MW STUDIO FD WAVEGUIDE PORT

Solver accuracy parameters is set to 0.02. Total number of meshcells: ~600k.
Frequency range is f = [0.1 GHz, 6 GHz]. Open boundaries condition is im-
posed. Waveguide port are single mode with extension coefficient k = 7.

37.90 mm

(@)

(b)
Mesh Properties - Tetrahedral X
Maimum cell
Modl: bodgromt: | 9]
. B B H
Cells per max model box edge: 12 (=R =] Apply
e
“}'4"%‘%‘” ﬁ N“%lﬁ‘“'s ﬂ%‘mﬁ Minimum cell Update
S AT C |
SVATRVAY, AR : Meshing method: | Defauit fsurface based) v
oy Statstics
e ——
[0.00622178 | [0.000461654 ]
Maximum edge length: Maximum quality:
[210723 | [o.98741 ]
Tetrahedrons: Average quality:
[ 527,98 | [a.673378 ]

(c) (d)

Figure E.8: (a) Simulation layout (valid also for TD simulator). (b) Waveguide ports
de-embedding. (c) Mesh used for the frequency domain simulation. (d)
Mesh setup. Notice, a denser meshgroup has been used in narrow parts.



110 | RBE OSCILLATOR AT d = 0, SIMULATION SETUP

ASYMMETRICAL UC: CST MW STUDIO TD WAVEGUIDE PORT

Solver accuracy parameters is set to —80dB. Total number of meshcells:
~2.5M. Frequency range is f = [0.1 GHz, 6 GHz]. Open boundaries condi-

tion is imposed. Waveguide port are single mode with extension coefficient
k=7.

High Frequency Mesh Mesh Index

Meshcels 2076870 3 19269, 16.229, 0372
Meshplane atX 19,000 mm iy iz 54238 20

Symmetry planes none dh dy, dz 0166, 0027759,0.22243

(a)

Special Mesh Properties - Hexahedral x

Refine  snapping Discretizer

Volume refinement

Additional fine cells around model box:

[/ smooth mesh with equilbrate ratio 1!

[] Consider material properties for refinement

Face refinement
[ refinement across axially aligned face

Minimum number of cells across face  ~ | 2 =
Mesh Properties - Hexahedral

[ refinement across axially aligned eliptic face
Maximum cell

i

Near tomodel:  Far from model: Minimum number of cells across face 2

= 2
Cells per wavelength: =5 J o

- . 3
T — e Additional fine cells around face:
Cells per max model box edge | | 8 1 =]
‘ B 5 Update Edge refinement
[Juse same setting as near to mode! .
| specak.. |
— [ refinement around edge
5 =
Fraction of maximum cellnear tomodel | [ 14 S ‘Frachon of maximum cell near to model ~ | 33 %
|se same setting in al three drections Help =
- . 3
e — Additional cells around edge: =
Smallest cel: N
[o.0277556 ] [0 ] [+ Consider PEC f lossy metal edges only
Largest cell Nyi [ consider axially aligned edges only
[3.17200 | [s4e ]
Number of cells: Na:

e Hn w - S
(b) (c)
Figure E.9: (a) Simulation layout (valid also for TD simulator). (b) Waveguide ports

de-embedding. (c) Mesh used for the frequency domain simulation. (d)
Mesh setup. Notice, a denser meshgroup has been used in narrow parts.



F EIGENMODE SOLVER MODES
FIELD CUTS

In the following various cuts of the asymmetrical unit cell are reported, in
order to inspect the internal electric field behaviour for the eigenmode 2

(7.140).

Vvim
1.59e+10
1e+10
6e+9
Je+9

let+8

0

(b) [J(x,y,2)]|

Vim
1.5%e+10
1le+10
6e+9
3e+9
1=+9

0

(d) [Jy(x,y,2)|

Figure F.1: (a) cuts realised to inspect E
rent distribution for mode 2.

v/im
1.59e+10
le+10
Ge+9
3etd
le+d

I}

¥
L

(© [Jx(x,y,2)]|

Vim
1.59e+10
1e+10
Ge+9
3e+9
le+9

i}

¥
L

() [Jz(x,y,2)|
M field distribution. (b),(c),(d) Surface cur-
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(a) [E(x,y,2)|

(b) [Ex(x,y,2)]

Vim
1.24e+10
9e+9
6e+9
4e+9
2e+9
le+9

o

L.

() |Ey(x,y,2)]

(d) [Ez(x,y,2)

Figure F.2: Electric field distribution absolute value in the plane defined by cut "A’.
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(a) arg{Ex(x,y,2)}|

(b) arg{Ey(x,y,2)}|

(c) arg{Ey(x,y,2)}|

Figure F.3: Electric field distribution phase in the plane defined by cut "A’.
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Vv/m
1.59e+10

1le+10
Ge+9 !
3eid

1le+9 BL

(a) [E(x,y,2)|

V/m
1.52e+10
1e+10
6e+9
4e+9
2649
1e+9

(b) [Ex(x,y,2)|

(0) [Ey(x,y,2)]

(d) [Ez(x,,2)]

Figure F.4: Electric field distribution absolute value in the plane defined by cut 'B’.
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o
360
300
240
180
120
60
o

(a) arg{Ex(x,y,2)}|

-2 HEEZE

(b) arg{Ey(x,y,2)}|

(c) arg{Ey(x,y,2)}|

Figure F.5: Electric field distribution phase in the plane defined by cut 'B’.



116 | EIGENMODE SOLVER MODES FIELD CUTS

(@) [E(x,y,2)]

V/m
1.52e+10
1e+10
6e+9
4e+9
2649
1e+9

(b) [Ex(x,y,2)]

(c) [Ey(x,y,2)]

(d) [Ez(x,y,2)]

Figure F.6: Electric field distribution absolute value in the plane defined by cut 'C’".
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o
360
300
240
180
120
60
U]

(a) arg{Ex(x,y,2)}|

(b) arg{Ey(x,y,2)}|

B HEEZE -

(c) arg{Ey(x,y,2)}|

Figure F.7: Electric field distribution phase in the plane defined by cut 'B’.






8 CELL ARRAY SIMULATION
SETUP

The array is simulated with CST MW Studio in FD. Solver accuracy param-
eters is set to 0.01. Total number of meshcells: ~ 1.5M. Frequency range is
f = [0.1GHz, 6 GHz|. Open boundaries condition is imposed.
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Figure G.1: (a) Simulation layout. (b) Mesh used for the frequency domain simu-
lation. (c) Mesh setup. Notice, a denser meshgroup has been used in

narrow parts.
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