
POLITECNICO DI TORINO
Master of Science-level of the Bologna Process in

Mechatronic Engineering

Final Project Work

Model - Based Design of a Control
Algorithm for ePowertrain

Advisors
Prof. Massimo Violante
Prof. Iustin Radu Bojoi

Candidate
Filippo Santonocito

Student ID: 242743

December 2019





To my family



Acknowledgements

I cannot begin to express my thanks to Prof. Violante and Prof. Bojoi for giving

me the opportunity to work on this thesis, taking on this topic which is, nowadays,

a very current subject in the engineering field.

I am also grateful to the people of the Enertronics Laboratory for hosting and

supporting me during the last thesis period and the testing phases.

This thesis would not have been possible without my family, without their eco-

nomic and moral support, without their love and advices.

I would also like to extend my deepest gratitude to Team DIANA and all its

members for the days and the nights spent in the laboratory working on the rovers.

For sure, this has been one of most incredible experiences I have ever done in my

life so far, and I will always be thankful for what I have learned from both technical

and human aspects.

Thanks should also go to all my friends and colleagues who have always encour-

aged me during my years in Turin.

In closing, I would like to extend my dedication to my grandparents Enza, Fil-

ippo, Simone and Teresa, with whom I was not able to spend the last years of their

lives, and to who is still waiting for me to come back. I am sure you would have

been proud of me.

iv



Summary

With the recent progresses in the power electronic and computer engineering

fields, the development of devices able to support high performances control systems

has been carried out. One of the main application fields is the automotive industry,

in which manufacturers have started to introduce, alongside to internal combustion

engines, electric drives creating the basis, first for hybrid vehicles and then for full

electric vehicles. To face a more demanding market, new development techniques

for control softwares have been created aiming to reduce the time required for

algorithm design such as Model-Based Design.

The first idea behind this thesis work has been to compare the performances of a

motor control algorithm, developed with two different approaches: the user code C

and the autogeneration of code, following the Model-Based design approach, for the

target device, a custom board designed by Ideas&Motion s.r.l. These performances

have been evaluated with a Hardware-in-the-Loop test, employing a RT Box 1 by

Plexim.

The thesis work has been first conducted with a review of the literature con-

cerning DC/AC converters and AC machines and their models, as well as the state-

of-the-art of electric drives control and, later, with the motor control algorithm

implementation.
In conclusion, results, problems, final considerations and further improvements

will be pointed out.
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Chapter 1

Introduction and Objectives

The recent progresses in the power electronics and computer engineering fields

and the following costs’ reduction of electronic components allowed a wide spread

employment of electronic devices in the market. The advances in the aforementioned

field made it possible also to handle increasingly larger voltages and currents and

to obtain faster power switches.

As a consequence, the development of more sophisticated electric motor control

techniques has been possible. But why is it necessary to control a motor?

Without any control, electric motors can basically operate at constant speed,

but applications, as the automotive field, require to be able to control quantities

like speed.

A control system can thus compute and provide an adequate control signal to a

system which is able to drive an electric motor by comparing, i.e. the target speed

(the speed to be achieved) to the current speed measured by a sensor.

Focusing on the automotive market, the electric motors have been first applied

to internal combustion engines (ICEs) to reduce fuel consumption, giving start to

the first generation of hybrid-electric vehicles (HEV) [1].

The trend in figure 1.1 shows how, nowadays, the more and more electric vehicles

are present on the roads and their numbers is going to equal the one of ICE vehicles

3



1 – Introduction and Objectives

in the following twenty years.

Figure 1.1: EV sales trend (Source: Bloomberg New Energy Finance)

The figure above is proof that a faster development process is required to keep

up with the automotive market’s changes, thus new strategies shall be adopted to

make control techniques as more precise and versatile as possible.

One of the widely used approaches in the automotive field, for control software

development is the Model-Based Design (MBD) that will be described in the fol-

lowing chapter, pointing out its advantages and drawbacks.

This method will be employed in the development of the control algorithm for

electric powertrain (ePowertrain) in this thesis work.

This approach allows also to auto-generate code for the target device described

in Section 4.1 equipped with a microcontroller running a Real-Time Operating

System (RTOS).

The previously mentioned algorithm will be implemented in the same device,

4



1 – Introduction and Objectives

using the same RTOS, in user-code C.

The goal of this thesis work is thus to compare these two different approaches

from different aspects: from the ease of implementation to the control algorithm

performances.

The evaluation will be carried out with Hardware-in-the-Loop (HIL) tests using

the real-time machine described in section 4.2.

The thesis has been carried out in collaboration with the Power Electronics

Innovation Center (PEIC) of the Polytechnic University of Turin, employing a pro-

totype board developed by the company Ideas&Motion s.r.l. (described in section

4.1).

This thesis is structured in different parts: chapter 2 will be dedicated to the

literature review, describing and analysing the state-of-the-art of the control al-

gorithm design techniques, with a particular focus on the automotive field and its

regulations; later in the same chapter, an overview of the power electronic converters

and AC motors modelling will be provided, with a particular focus on synchronous

machine and especially interior permanent magnet (IPM) machines since they are

mainly employed in traction applications. Then, the main control strategies that

will be also used during the testing phases will be described.

Chapter 3 and chapter 4 are dedicated to the description of the technologies

used from both software and hardware sides. Particular attention will be dedicated

to the Board where the controller will be implemented, describing the employed

peripherals and the real-time machine RT Box by Plexim, where the HIL tests will

be performed.

Chapter 5 describes all practical aspects of the thesis, focusing on how the tests

have been performed, showing and commenting the obtained results.

In conclusion, chapter 6 will point out the differences between the two developed

5
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approaches, analysing advantages and drawbacks, and defining the most convenient

solution.
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Chapter 2

Theoretical Background

In this chapter the key concepts and elements used in this thesis work will be

addressed.

It will be presented the idea behind the Model – Based Design analysing both ad-

vantages and drawbacks, clarifying what code generation is and the main objective

and applications of real-time operating systems.

Through a literature review the different models and theories related to eDrives

and their control will be discussed comparing and evaluating the different ap-

proaches.

2.1 Model - Based Design and Code Generation

Model-Based Design is an easier and faster approach for the development of

control systems, signal processing, communications and other dynamic systems

employing models during the development process. It is widely used in all types of

industries from aerospace to automotive, from industrial to consumer electronics

applications.

Model - Based Design is built on eight essential ideas [2]:

7



2 – Theoretical Background

• Executable Specification

This type of modelling approach is characterised by the fact that it includes all

design informations, requirements, system components and also test scenarios.

For instance, the model could embed the use cases that the embedded software

should face in the real application. This approach brings unambiguity in the

informations communication between developers and end users.

• System-Level Simulation

By employing models, system-level simulation can be performed allowing the

simulation of the whole system analysing performances and interactions be-

tween the different system parts. One typical example is when a multi-domain

model is used, as in the automotive field when vehicle dynamic control systems

should be simulated.

• What-If Analysis

It is a simulation method employed to investigate possible alternative solutions

to the ones adopted in the current model, for example focusing on a single

component.

• Model Elaboration

As will be described later, in the dedicated section, when modelling a system,

the starting point is always a simpler model based on reproducing the essential

characteristics of a system. In order to make the model behaviour closer to the

real system, improvements are made, for example adding effects that have

been previously neglected. It is worth underlining that improvements may

also concern the computational point of view, for instance, converting from

continuous time to discrete time.

• Virtual Prototyping

This technique allows to simulate systems that are not yet available because,

for instance, they need to be produced, as it typical happen with mechanical
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components. Using a model instead of a physical prototype allows to reduce

costs and save time.

• Continuous Test and Verification

By adopting Model-Based Design, it is possible to continuously perform tests

to identify faults or errors, before the production of the hardware or the em-

bedded software, thus increasing quality.

• Automation

Employing Model-Based Design aspects like automation are improved: first of

all, Model-Based Design allows the auto generation of code, generation of re-

ports related to design descriptions and test results, prove of code correctness.

All these elements make the development process faster and the management

of complex systems easier.

• Knowledge Capture and Management

Since models are developed based on the company knowledge, the team mem-

bers’ past experience and so on and so forth, models can be considered as a

common language for knowledge transfer inside a team, improving communi-

cation and relationships.

One of the common methodology adopted in Model-Based Design is the V-

shaped Development Flow. This organisation is typically used in automotive appli-

cations.

The key concept behind the V-model is that to each development phase there is

a corresponding testing phase.

On the other side, its main drawback is that the system design is carried out

only at the beginning of the project and it often occurs that in complex projects

some components may not be known a priori.
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Figure 2.1: V-shaped Development Flow (Source: [3])

2.1.1 Advantages and Drawbacks of Model – Based Design

The main advantages deriving from the use of Model-Based Design are not only

related to the technical aspect of an engineering project (as explained in the previous

section), but also related to the business aspect.

To measure the value of the Model–Based Design one typical criterion used in

the financial sector is the ROI (Return On Investment). It is the ratio between net

profit and cost of investment. Basically, it is the measure of the efficiency of an

investment relating profits to invested capital. For example, Model–Based Design

allows to avoid code failures, and this translates in cost savings.

Model–Based Design also presents drawbacks: one of the main problems is that

people may not be used to Model–Based Design approach since usually software
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developers are used to code in a precise language with the related tools, and to work

with blocks and other graphical elements it is not exactly the same. This translates

in time to be spent to train developers to get familiar with the new tools.

As an example, the architecture of a model using this approach is different and

does not allow the use of objects, for-loops, while-loops as C code does.

It is also worth mentioning the MathWorks Automotive Advisory Board (MAAB),

a control algorithm modelling design guide which describes templates and rules to

be adopted when using the Model–Based Design approach in the automotive field.

Another reason why Model–Based Design approach may not be the best solution

is that when the board support package for the target hardware has to be developed

and, in this case, a long-term perspective should be adopted to take advantage of

this approach. Along with this problem, it could happen that the code may not

reflect perfectly the correct behaviour of the model.

The models characterising the Model–Based Design consist of every compo-

nent related to the system behaviour (algorithms, control logic, physical compo-

nents) represented through block diagrams, textual programs (see Stateflow) and

other graphical components so that software developers can understand in advance

whether the system works testing and verifying the design using simulations (see

MIL, SIL and PIL).

Starting from the functional requirements a physical model is developed and

then simulated in the modelling framework without using any physical hardware

component; this is what is performed in the Model-in-the-Loop testing phase and

it allows to perform testing during preliminary development cycle verifying the

accuracy of the model (both plant and control system).

When the model development is completed, many outputs can be obtained such

as C code, HDL code, as an example, through automatic code generation.
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The following step, once the MIL has been successfully completed, is the Software-

in-the-Loop (SIL) test to validate the behaviour of the code (auto generated or not)

that should be used in the controller by providing appropriate stimuli (input sig-

nals) and displaying the results from the model. In this phase still no physical

hardware is employed.

Before the Hardware-in-the-Loop, the testing phase requires a Processor-in-the-

Loop (PIL) phase, where the model is validated with the code cross–compiled and

executed on the target processor. Typically, BSP are used during the SIL and PIL

providing target-oriented blocks for the code auto generation.

These tests aim to reveal if the target hardware behaves in the expected way

and the code is correctly compiled.

The typical workflow adopted for Model–Based Design is shown in the following

picture:

Figure 2.2: Model - Based Design Workflow (Source: [2])
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2.1.2 Code Generation

As explained in the previous paragraph, auto generated code is one of the possi-

ble outputs of the model developed using the Model–Based Design approach. Code

generation is the process of generating low-level code starting from a high-level

programming languages or modelling environment such as the one used in MAT-

LAB/Simulink.

Considering a model developed in Simulink, Real-Time Workshop© Embedded

Coder is used to generate code in Embedded-C format for embedded processors,

where different architectures can be selected.

Starting from the Simulink model, when Real-Time Workshop is executed the

build process generates the model description file in the .rtw format. This file in-

cludes all the information related to the model. Then the .rtw file is passed to the

Target Language Compiler to convert the model description file into target-specific

code. The Target Language Compiler, in addition to the .rtw file requires also the

.tlc target-specific file.

The generated files are the following [4]:

• The body for the generated C source code (model.c);

• Header files (model.h);

• Header file mode_private.h defining parameters and data structures private to

the generated code;

• A makefile, model.mk, for building the application.

In figure 2.3, the previously described process is shown using a schematic ap-

proach:
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Figure 2.3: The Target Language Compiler Process (Source: [4])

2.2 Real - Time Operating Systems

Operating systems act as an interface between the hardware and the user of a

computer. Typical operating systems such as Windows, MacOS, also called General

Purpose Operating Systems (GPOS), are non-real-time systems and their purpose

14



2.2 – Real - Time Operating Systems

is just to correctly react to external events where multiple programs can be executed

at the same time.

Considering a single processor it is not possible to talk about simultaneous exe-

cution of programs since only a single thread can be executed at the same time. A

well-designed scheduler can anyway provide this illusion by immediately switching

between the programs in execution.

Safety critical applications (such as automotive, aerospace, railway, defence ap-

plications) require an operating system able to react correctly and within a finite

and defined period, named deadline. This type of operating systems are called real-

time operating systems (RTOS).

The main purpose of a RTOS is to provide a deterministic execution pattern,

achieved by using a predictable scheduler. Typically, to each task a priority is

assigned determining which should be first executed.

Different scheduling algorithm can be implemented depending on the desired

efficiency and processor capabilities.

Three types of real-time operating system can be distinguished [5]:

• Soft real-time, if deadline meeting is desirable just for performance reasons,

but missing it will not cause any damage;

• Firm real-time, if deadline meeting will make the result not usable, but still

no damage derives from it;

• Hard real-time, when the deadline must be respected otherwise the system

performance will fail.

What should be clear is that the purpose of real-time operating systems is not

to be fast, which means to minimize the execution time, instead to guarantee the

timing behaviour of each process.
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What distinguish GPOS and RTOS is also the hardware architecture: typically,

GPOS are used on architecture like PC, servers and mainframes, while RTOS are

light weight operating systems employed in small architecture such as SoC, micro-

controllers and microprocessors or generally embedded systems.

2.3 Power Electronic Converters Modelling

To analyse, control and simulate a system it is necessary to know its physical

behaviour obtained from a mathematical knowledge of mass and energy conserva-

tion laws, where the energy accumulation variables are identified as state variables

[6].

Once the model has been obtained it is possible to simulate converter dynamic

behaviour and implement control laws.

Software as MATLAB® can perform precise and reliable simulations of the time-

domain behaviour of converters but results are not general. It can simply provide

a description based on the input-output variables evolution [6].

Thus, for control purposes it is required an analytical model of the system, based

on the knowledge of the physical behaviour of the converter itself.

Many model types can be employed but some general assumptions can be adopted

[6]:

• Switches are considered ideal, so zero-value resistance during conduction, or

ON state, and infinite-value resistance during the OFF state;

• Generators are assumed to be perfect;

• Passive elements are considered linear and invariant.
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These assumptions are made to model only the dominant behaviour of a system,

neglecting what are considered insignificant aspects. The elements that have been

simplified, may be later introduced to obtain a refined model of the system.

Basing on these approximations, many type of models can be considered, in

this treatise only the following will be addressed (with a focus on power electronic

converters):

• State-Space Averaged Model [7]

The state-space average model aims to derive the small-signal averaged equa-

tions of PWM switching converters. One of the main advantages of this method

is that the obtained results do not lose generality and if the system can be

described by state equations, thus a small-signal averaged model can always

be derived.

Writing the state equations of a system means to write the differential equa-

tions characterising its behaviour. Considering a linear system, the derivatives

of the state variables can be expressed as a linear combination of the system

independent inputs and the state variables themselves.

In order to solve the obtained differential equations, the knowledge of the

initial state of the state variables is mandatory.

The state-space representation of a system in compact matrix form is:

K
dx(t)
dt

= Ax(t) + Bu(t) (2.1a)

y(t) = Cx(t) + Du(t) (2.1b)

being x(t) the state variables vector, u(t) the independent inputs vector, the

matrix K, a matrix containing elements such as capacitance or inductance

values; A and B matrices containing constants of proportionality. While y(t)
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is the output vector expressed also as a linear combination of the state and the

inputs vector; C and D are matrices containing constants of proportionality.

Now, to build a model, lets consider a PWM converter (operating in continu-

ous conduction mode, for sake of simplicity) during different subintervals Tsw,

where the circuit has different configurations. Thus, in the first subinterval the

system will be described by the state-space representation:

K
dx(t)
dt

= Anx(t) + Bnu(t) (2.2a)

y(t) = Cnx(t) + Dnu(t) (2.2b)

while in the following subinterval, the representation of the circuit will be:

K
dx(t)
dt

= An+1x(t) + Bn+1u(t) (2.3a)

y(t) = Cn+1x(t) + Dn+1u(t) (2.3b)

Since in the two different subintervals, the circuit has not the same configura-

tion, state equation matrices may also differ.

Once the equations related to each circuit configurations have been written, the

results of the state-space averaging are the state equations of the equilibrium

and the small-signal AC models [7].

Assuming the natural frequencies of the converter and the frequencies of vari-

ations of the converter inputs are much slower than the switching frequency

[7], the state-space averaged model of the converter in equilibrium is described

by:

0 = AX + BU (2.4a)

Y = CX + DU (2.4b)
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where the averaged matrices are:

A = DAn +D
′An+1 (2.5a)

B = DBn +D
′Bn+1 (2.5b)

C = DCn +D
′Cn+1 (2.5c)

D = DDn +D
′Dn+1 (2.5d)

being X the equilibrium DC state vector, U the equilibrium DC input vector,

Y the equilibrium DC output vector and D the equilibrium DC duty-cycle

and they represent the equilibrium values of the averaged vectors.

By solving equation (2.4), the equilibrium state and output vectors can be

obtained:

X = −A−1BU (2.6a)

Y = (−CA−1B + D)U (2.6b)

Thus, the state equations of the small-signal AC model are:

K
dx̂(t)
dt

= Ax̂(t) + Bû(t) + {(An − An+1)X + (Bn − Bn+1)U}d̂(t) (2.7a)

ŷ(t) = Cx̂(t) + Dû(t) + {(Cn − Cn+1)X + (Dn − Dn+1)U}d̂(t) (2.7b)

where x̂(t), û(t), ŷ(t) and d̂(t) are small AC variations about the equilibrium

solution, defined in equations (2.2) and (2.7) [7].

• Averaged Switch Model [7]

In the averaged switch model, the converter waveform are averaged rather than

the converter state equations and a graphical approach can be used.
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One of the main advantages of this method is its generality since it can be

applied to different converter types.

The main concept behind averaged switch models is the circuit averaging,

achieved by replacing converter switches with voltage and current sources,

obtaining a time-invariant circuit.

Once the substitution has been performed, it is possible to compute the average

value of the converter waveforms in the selected switching period Tsw. Here,

one basic assumption shall be respected: the switching period is much smaller

than the natural time constants of the converter. A good practice is also to

average the converter waveforms over the switching period Tsw. In this way

the model would be able to predict the low-frequency behaviour of the system

while neglecting the high-frequency switching harmonics [7].

The following step is to express the switch output dependent quantities as

functions of the independent inputs and the duty-cycle d(t).

Once the averaging step has been completed, only the DC and low-frequency

AC components are present [7] and a general model - for frequency lower than

the switching one - has been obtained.

It is worth mentioning that the averaging procedure acts only on the switching

components of a converter circuit, leaving the rest of the circuit unchanged,

and that, with this approach, switching losses can be also modelled obtaining

first a large-signal averaged switched model, which can be than perturbed and

linearised, obtaining a small-signal AC model as explained before.

If non-linear elements are present in the averaged circuit model, they can

be perturbed and linearised. The obtained result is always a small-signal AC

model [7].

The key concept used in the described modelling approaches is the moving av-

erage value. To clarify what the moving average value is, lets consider the signal
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f(t) shown in figure 2.4:

Figure 2.4: Moving average illustration (Source: [6])

it is averaged on a time interval T and its moving average is defined as:

⟨f(t)⟩0(t) =
1

T

∫︂ t

t−T

f(τ) dτ (2.8)

Differently from the concept of average value of a signal, the moving average is

time-dependent since the time interval moves on the time axis.

If it is assumed that the signal f(t) is periodic and reaches its steady-state regime,

the moving average becomes identical to the classical average [6].

As example, lets perform the analysis of switch-mode converters model, focusing

on one of the poles, considered as their basic building block [1].

Each pole can be seen as a two-port component and consists of an on-off switch:

on one side the capacitive port due to the presence of a capacitor acts (for a small

time interval) as a voltage source (for this reason the port is also called voltage

port); on the other side, an inductive port with an inductor is present, which acts

(for a small time interval) as a current source (for this reason the port is also called

current port).
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Figure 2.5: The canonical switching cell (Source: [1])

lets now add a voltage source Vin in parallel to the capacitive port and lets

assume the switch is driven by a PWM with switching frequency fsw. The aim is to

obtain an output voltage on the inductive port whose average value is the desired

one.

The switch is driven by a commutation function q(t) obtained from a PWM,

using a triangular wave vtri(t) - with frequency fsw - as carrier (for sake of simplicity

with unitary amplitude) and a modulating signal vc(t), computed from the desired

(or reference) voltage value. The two waveforms are compared, and the comparator

output is mathematically described as follows:

if

vc(t) > vtri(t) ⇒ q(t) = 1 ⇒ switch ON ⇒ vA(t) = Vin (2.9)

otherwise,

q(t) = 0 ⇒ switch OFF ⇒ vA(t) = 0 (2.10)

When the switch is in position 2, the current flows from the input port to the
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output port through the inductor.

When the switch is in position 1, the current flows only in the secondary part

of the circuit.

The output voltage is the vA(t) average value depending on the time the switch

has been in position 2, called TON, so from the ratio TON
T sw it is possible to define

the duty ratio.

By varying the duty-cycle within each period Tsw, different vA(t) average values

can be obtained, thus it will be defined as moving average and computed as follows:

v̄A =
1

Tsw

∫︂ Tsw

0

vA(t)dt =
TON

Tsw

· Vin = d · Vin (2.11)

hence, the output voltage linearly depends on the duty-cycle. To show how the

output voltage also depends on the control voltage (the modulating signal), lets do

the following considerations [1]:

if

vc(t) = V̂ tri ⇒ the duty-cycle d = 1 ⇒ v̄A = Vin (2.12)

and if

vc(t) = −V̂ tri ⇒ the duty-cycle d = 0 ⇒ v̄A = 0 (2.13)

From this, the following relation between control voltage and duty-cycle can be

established:

∆d

∆vc
=

(︃
1

2Vtri
ˆ

)︃
(2.14)

and

d =

(︃
1

2Vtri
ˆ

)︃
· vc + offset (2.15)
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by substituting to the control voltage value equation (2.12) or equation (2.13), the

obtained offset is 1
2
.

The duty-cycle results to be [1]:

d =
1

2
+

1

2
· vc

V̂ tri

(2.16)

Since the control voltage is computed at every Tsw, thus is time varying, also

the duty-cycle can be defined as a time-dependent function.

What is also interesting to focus on, is that the output current remains smooth

thanks to the series inductance at the output port. The output current behaviour

will be analysed below.

Referring to figure 2.5, when the switch is in position 2, the current flows through

the inductor, which will start to charge; the current will increase gradually during

the TON period since the inductor tries to oppose to the change in current.

When the switch moves to position 1, the current is chopped, but the current in

the inductor will not change abruptly, rather it will discharge gradually.

The output current average value can be derived as follows:

īdA(t) = dA(t) · īA(t) (2.17)

From all the previous considerations, it can be observed that the quantities at

the input and output ports are related to the duty-cycle. This allows to describe the

power pole as an ideal transformer where input and output quantities are related

by a coupling factor and both DC and AC currents and voltages can be transmitted

across it [1].
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Figure 2.6: Equivalent ideal transformer of a single switching cell (Source: [1])

2.4 DC/AC Conversion

The power electronic converters able to obtain from a DC source a single or

polyphase variable-voltage and variable-frequency power supply are called inverters.

In the following sections, single-phase and three-phase inverter will be addressed.

Inverters can be classified as voltage source inverters (VSIs) and current source

inverters (CSIs): the first is fed by a DC voltage source, the latter by a DC current

source and nowadays employed only for high power AC motor.

Inverters are composed of basic elements which are the main power control

devices. Typically, they are insulated gate bipolar transistors (IGBTs) or power

MOSFETs acting as switches.

Focusing on VSIs, they are normally controlled by a square-wave or by a pulse

width modulation (PWM) and this controls the inverter’s power switches.

Considering the application developed in this thesis work, only PWM inverters

will be discussed.
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2.4.1 2-Level Single-Phase Inverter

The simplest configuration of a VSI is a 2-level single-phase PWM inverter,

obtained with a single switching pole. It consists of two power switches connected

in series; each switch has a diode connected in antiparallel. The single switching

pole is bidirectional in current.

It can be implemented by considering a single DC source or a double DC source

of ±0.5Vdc referred to the midpoint O. A capacitor is connected in parallel to each

DC source.

Considering sufficiently large capacitances, it is possible to assume that the

potential at midpoint O remains constant [1].

The load is connected between the midpoint O and the output of the switching

pole.

Figure 2.7: Single-phase inverter with single switching pole (Source: [8])

What determines the output voltage is the DC input voltage and the commuta-

tion function controlling the power switches gates.

For the inverter under analysis, the output voltage will be determined as follows:

vo(t) = [2q(t)− 1]
Vdc

2
(2.18)
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The commutation function q(t) is the function obtained from a sinusoidal PWM

with bipolar voltage switching.

As described in the previous section, this type of PWM uses a triangular wave -

with frequency fs equal to the inverter switching frequency fsw - as carrier (for sake

of simplicity with unitary amplitude) and a modulating signal computed from the

desired (or reference) voltage value.

The modulating signal, also called command signal, must be sinusoidal.

To obtain an AC output voltage means to set an instantaneous voltage with

sinusoidal moving average; if the moving average voltage is:

v̄∗o(t) = V̂
∗
sin(ωt) =

Vdc

2
· vc(t)
V̂ tri

(2.19)

where ω = 2πfo, being fo the desired output frequency, V̂ the peak value of the

desired output signal and V̂ tri the peak value of the triangular carrier signal. The

superscript * indicates the desired value.

From this, the command signal is computed:

vc(t) =
V̂

∗

Vdc

2

· V̂ tri · sin(ωt) (2.20)

In this way, the ON period and the OFF period of the power switches can be

determined by the crossover points during the command signal and the triangular

carrier signal comparison.

Using a sinusoidal signal, constant changes on the duty cycle of the switches

during each half-period are performed, thus reducing the output harmonic content.
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Figure 2.8: Sinusoidal PWM with unitary triangular wave as carrier (Source: [9])

Defining as

V̂ c =
V̂

∗

Vdc

2

· V̂ tri (2.21)

the command signal peak value, equation (2.20) can be written as:

vc(t) = V̂ csin(ωt) (2.22)

From (2.21) the following parameter, called amplitude modulation factor can be

defined:

V̂ c

V̂ tri

=
V̂

∗

Vdc

2

= ma (2.23)

The following ratio defines the frequency modulation factor :

mf =
fsw
fo

(2.24)
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where fsw is the switching frequency and fo is the reference output frequency.

For values of mf > 20, it is possible to approximate the moving average output

voltage of equation (2.19) as the desired voltage.

Knowing the command voltage, it is also possible to compute the duty-cycle of

the switching pole, as previously defined in equation (2.16):

d =
1

2
+

1

2
· vc(t) (2.25)

Considering a simple RL load, it is possible to observe that the output voltage

for a two-level single phase PWM inverter is a pulse train of amplitude ±0.5Vdc,

where the fundamental frequency is the desired output frequency. Harmonics due

to commutation are also present, having frequency:

fh = k1 · fs ± k2 · fo k1, k2 = 0, 1, 2, 3, . . . (2.26)

For what concerns the load current, it consists of a fundamental generated by

the output voltage fundamental and a triangular ripple due to commutation.

The problem related with the load current is that the ripple is not constant

during the fundamental period and the peak-to-peak value is obtained when the

command signal is null thus when the duty-cycle is 0.5:

∆io,max =
1
2
· Ts · 1

2
· Vdc

L
=

1

4
· Vdc

L · fs
(2.27)

assuming 2πfsL » R.

Focusing on the PWM modulation, it is possible to distinguish three situations

basing on the amplitude modulation factor ma:

• Linear modulation

In this case the factor ma is 0 ≤ma ≤ 1, and the output voltage peak amplitude

is V *ˆ ≤ V dc
2

. The fundamental component of the output voltage corresponds
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to the moving average voltage and the generated harmonics are present at high

frequency only. In this linear operating region, the fundamental voltage peak

value is equal to the reference voltage peak value.

Since:

v̄o(t) ≈ vo,1(t) = V̂ 1sin(ωt) (2.28)

and, from equation (2.23)

V̂ 1 =
V̂ c

V̂ tri

· Vdc

2
= ma ·

Vdc

2
(2.29)

the root mean square (rms) of the output voltage is obtained as follows:

V1 = ma ·
Vdc

2 ·
√
2

[Vrms] (2.30)

and the limit case correspond to the amplitude modulation factor ma = 1:

V1

⃓⃓⃓⃓
m=1

=
Vdc

2 ·
√
2
= 0.353 · Vdc (2.31)

Figure 2.9: Sinusoidal PWM with ma = 1 (Source: [8])
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• Overmodulation

In this case, ma > 1 and the the rms of the output voltage is greater than

0.353·Vdc.

Here the command is saturated, and the duty-cycle becomes a trapezoidal

wave since, referring to equation (2.25), the command is also a trapezoidal

wave. During the saturation interval, no commutations occur.

Now, also odd voltage harmonics are present at low frequency causing distor-

tions in the load current.

Figure 2.10: Sinusoidal PWM with ma = 1.5 (Source: [8])

• Square wave modulation

In this case ma » 1 and the command (and so the duty-cycle) is a square wave.

It means that only two commutations occur during the fundamental period,

hence the output voltage is also a square wave, having amplitude 0.5· Vdc.
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The maximum value of the fundamental output voltage is 0.45· Vdc (amplitude

of the fundamental of a generic square wave):

V1 =
1

π
· Vdc

2 ·
√
2
=

√
2 · Vdc

π
[Vrms] (2.32)

Here the current is subjected to the maximum distortion.

Figure 2.11: Sinusoidal PWM in six-step operation (Source: [8])

2.4.2 2-Level Three-Phase PWM Inverter

A 2-level three-phase PWM inverter can be considered an extension of a single-

phase PWM inverter, with 3 switching poles and a single DC source. Even in this

case, it is possible to consider a double DC source with virtual midpoint O and

consider the output voltage of each phase with respect to this point.
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Figure 2.12: Three-phase inverter (Source: [8])

A three-phase inverter generates a three-phase AC voltages symmetrical system

(the three inverter legs output voltages have a phase shift of 120°).

To obtain a three-phase system also the command signals shall be a three-phase

symmetrical system:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
vcA(t) =

V̂
∗

(
Vdc
2

)
· V̂ tri · sin(ωt)

vcB(t) =
V̂

∗

(
Vdc
2

)
· V̂ tri · sin(ωt− 2π

3
)

vcC(t) =
V̂

∗

(
Vdc
2

)
· V̂ tri · sin(ωt+ 2π

3
)

(2.33)

from which the moving average values of the three inverter legs output voltages

with respect to the midpoint O are:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v̄AO(t) =

Vdc

2
· vcA(t)

V̂ tri

v̄BO(t) =
Vdc

2
· vcB(t)

V̂ tri

v̄CO(t) =
Vdc

2
· vcC(t)

V̂ tri

(2.34)

The principle on which the command signal generation is based is the same as

explained in the previous paragraph for the single-phase inverter.
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Assuming a generic balanced star connected AC load, it is important to distin-

guish between the inverter output voltage with respect to the midpoint O and the

three-phase AC load phase voltages referred to the neutral point n.

The phase voltages are obtained as follows:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
va(t) = vAO(t)− vnO

vb(t) = vBO(t)− vnO

vc(t) = vCO(t)− vnO

(2.35)

where vAO(t), vBO(t) and vCO(t) are the output voltages of the three inverter

legs, while vnO is the common mode voltage and it is computed as follows:

vnO(t) =
1

3
· [vAO(t) + vBO(t) + vCO(t)] (2.36)

If considering the moving average voltages,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v̄a(t) = v̄AO(t)− v̄nO

v̄b(t) = v̄BO(t)− v̄nO

v̄c(t) = v̄CO(t)− v̄nO

(2.37)

and, since the moving average value of the common mode voltage is null

v̄nO =
1

3

∑︂
k=a,b,c

v̄kO(t) = 0 (2.38)

thus, from equation (2.37) the moving average value of the phase voltages result

to be equal to the inverter legs output voltages of equation (2.34).

Considering the same modulator implemented for the single-phase inverter with
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unitary triangular carrier, the duty-cycles of the switching poles are:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dA(t) =

1
2
+ 1

2
· vcA(t)

dB(t) =
1
2
+ 1

2
· vcB(t)

dC(t) =
1
2
+ 1

2
· vcC(t)

(2.39)

As result, the three legs output voltages are a bipolar voltage pulse train having

amplitude ±0.5·Vdc and 120° phase shift.

Referring to the equation (2.35), the load phase voltages are instead a voltage

pulse train with amplitudes ±2
3
Vdc, ±1

3
Vdc and 0.

The load phase voltages present:

• A sinusoidal fundamental component:

va,1(t) = V̂ 1 · sin(ωt) (2.40)

• Harmonics due to converter commutation phenomenon with frequencies:

fh = k1fs ± k2f2 k1, k2 = 0, 1, 2, 3, . . . (2.41)

Figure 2.13: Load phase voltage of a three-phase inverter (Source: [8])

The load currents have quasi-sinusoidal waveform with triangular ripple caused

by commutations.
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Figure 2.14: Load phase current of a three-phase inverter (Source: [8])

Even for the three-phase PWM inverter it is possible to analyse the modulation

depending on the amplitude modulation factor, underlining the differences with

the single-phase inverter: in linear modulation the same considerations done for the

single-phase inverter hold for the three-phase inverter.

What it is worth underlining is that in overmodulation and in square-wave mod-

ulation (also called six-step modulation since only two commutations per phase oc-

cur), no odd voltage harmonics multiple of 3 are present. Since third harmonics and

their multiple are present in both output leg voltage and common mode voltage,

applying equation (2.35), they are cancelled.

In the six-step operation, the maximum value of the voltage fundamental is ob-

tained, but also the distortion is maximum due to the presence of low-frequency

harmonics.
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Figure 2.15: Load phase current of a three-phase inverter in six-step operating mode
(Source: [8])

As discussed before, in the inverter output voltages (both single-phase and three-

phase) only odd harmonics are present. The reason why no even harmonics can

be observed is because, even considering the worst case scenario where non-linear

components are used, the distorted waves always maintain a symmetry (the positive

half-period is equal and opposite to the negative half-period).

2.4.3 Advanced PWM Techniques

Up to now the sinusoidal PWM have been analysed pointing out the main char-

acteristics of the modulation, but it presents also some limits: when working in the

linear modulation region, where the full range of the DC-link voltage cannot be

used, switching losses cannot be limited.

For these reasons in a three-phase inverter, advanced modulation techniques can

be implemented to improve the performance of the converter.

They are based on the common mode voltage, a component which is always

present in analog signals.

Thus, the normalised (with respect to the DC-link voltage) reference voltages are
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modified by adding the common mode voltage resulting in new reference voltages

for the modulator:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v∗∗a (t) = v∗a(t) + vCM(t)

v∗∗b (t) = v∗b (t) + vCM(t)

v∗∗c (t) = v∗c (t) + vCM(t)

(2.42)

Basically, two main techniques can be adopted:

• PWM-BEM (PWM – Balanced Envelop Modulation)

This technique is based on the third harmonic injection in the reference signal

where the common mode voltage is computed as follows:

vCM(t) = −1

2
[max(v∗a,norm, v

∗
b,norm, v

∗
c,norm) +min(v∗a,norm, v

∗
b,norm, v

∗
c,norm)]

(2.43)

Figure 2.16: PWM with third harmonic injection (Source: [8])

The reason for choosing the third harmonic is that, in a three-phase system,

it has the same time function (zero sequence components) in all the phases,

thus it cannot produce current [10].
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This technique allows to use 15% more of the linear modulation region with

respect to the sinusoidal modulation, because the command saturation occurs

for a value of the phase reference voltage of:

2√
3
· Vdc

2
= 1.15 · Vdc

2
(2.44)

The main advantage of this technique is related to the control of the converter,

providing a wider linear operating range.

The obtained duty-cycles are the same obtained by a Space-Vector PWM

(SVPWM).

• DPWM (Discontinuous PWM)

This technique is aimed at reducing switching losses. This is achieved by com-

puting the common mode voltage in such a way that no commutation of one

phase occurs for 120° electrical degrees.

Figure 2.17: Discontinuous PWM (Source: [8])

39



2 – Theoretical Background

2.4.4 Inverter Power Balance

To evaluate inverter performances from a power efficiency point of view it is

necessary to refer to the average dynamic model of the inverter, focusing on the

switching poles modelled as described in section 2.3 .

Assuming the inverter under analysis is a three-phase PWM (with unitary tri-

angular carrier) inverter with single DC source and R-L load, to perform a power

balance, the average current absorbed by the power supply id(t) shall be computed.

The total absorbed current is:

īd(t) = īdA(t) + īdB(t) + īdC(t) (2.45)

where

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
īdA(t) = dA(t)īdA(t)

īdB(t) = dB(t)īdB(t)

īdC(t) = dC(t)īdC(t)

(2.46)

Since the moving average values of the phase voltage result to be equal to (2.34),

by making explicit the three command voltages and substituting equation (2.37) in

equation (2.39), the duty-cycles can be written as:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dA(t) =

1
2
+ v̄a

Vdc

dB(t) =
1
2
+ v̄b

Vdc

dC(t) =
1
2
+ v̄c

Vdc

(2.47)

Substituting these expressions in (2.46) and referring to the condition charac-

terising a symmetric three-phase current system:

īa(t) + īb(t) + īc(t) = 0 (2.48)
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the three absorbed currents can be written as:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
īdA(t) =

1
2
· īa(t) + v̄a·īa

Vdc

īdB(t) =
1
2
· īb(t) + v̄b·īb

Vdc

īdC(t) =
1
2
· īc(t) + v̄c·īc

Vdc

(2.49)

Thus, the absorbed power is:

Pdc = Vdc · īd(t) = v̄a · īa + v̄b · īb + v̄c · īc (2.50)

Since:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v̄a(t) = V̂ · sin(ωt)

v̄b(t) = V̂ · sin(ωt− 2π
3
)

v̄c(t) = V̂ · sin(ωt+ 2π
3
)

(2.51)

and

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
īa(t) = Î · sin(ωt− Φ)

īb(t) = Î · sin(ωt− 2π
3
− Φ)

īc(t) = Î · sin(ωt+ 2π
3
− Φ)

(2.52)

thus, the absorbed power can be computed as:

Pdc = V̂ · Î ·
∑︂

k=0,1,2

[sin(ωt− k
2π

3
) · sin(ωt− k

2π

3
− Φ)] (2.53)

and the following is obtained:

Pdc =
3

2
· V̂ · Î = 3 · Vrms · Irms · cosΦ (2.54)
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When considering a real inverter, the absorbed power also takes into account for

the losses of the power converter (switching and conduction losses). Therefore, the

efficiency can be defined as:

η =
3 · Vrms · Irms · cosΦ

Pdc

=
Pactive,load

Pdc

(2.55)

2.4.5 Effects of Inverters on AC Motors

As previously mentioned, inverters are used to drive AC load as an AC motor.

Differently from what happens in simulation, where all the following aspects

are not always considered, in the interaction between inverter and an AC motor,

different issues arise.

The main problem is related to the voltage the inverter applies to the motor,

which is not ideal but presents a fundamental voltage component and harmonics

due to commutation; it is also depending on the modulation (if overmodulated or

working in six-step).

The distorted voltages applied from the inverter to the motor cause torque ripple,

efficiency decrease, losses and EMC issues.

In the following, the previously mentioned problems will be described:

• Torque Ripple

When working in linear modulation, a PWM inverter output currents present

triangular ripple due to commutations and these cause torque ripple, influenc-

ing also the motor speed. To reduce these effects, a higher PWM switching

frequency could be adopted, although increasing the probability of insulation

failure, since it is directly proportional to the switching frequency [11]. The

situation is worst when working in overmodulation and six-step, since high

torque undulations with a frequency being six time the fundamental frequency

are produced [11]. This causes vibrations that damage the motor-transmission

mechanical system.
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• Motor Losses

Efficiency in AC motors is reduced by many factors: in fact, due to commuta-

tion ripple, the current RMS increases causing Joule losses, while an increment

of RMS of the voltage that the inverter feeds to the motor, causes iron losses.

• EMC

The phase voltages at the inverter output are characterised by pulses having

different amplitude and with derivatives, with respect to time, that can be

greater than 1000 V/µs and this becomes a prevailing factor when considering

cables connecting the inverter and the motor. Cables can be considered as

transmission lines, thus they present impedances distributed in sections of

inductances/capacitances series/parallel connected [11].

Figure 2.18: Connection between inverter and an AC motor represented as trans-
mission line (Source: [11])

Therefore, the signal arriving at the motor is subjected to reflections causing

overvoltage (since the motor high frequency impedance is greater than the

cable impedance [11]) also related to the cable length. As a result, the motor

insulation life, and thus motor life, is reduced.

• Common Mode Voltage

Another element causing disturbances in the inverter-motor interaction is the

common mode voltage (refer to equation (2.36)) from the inverter. Its instan-

taneous value depends on the amplitude modulation factor ma. Focusing on

the worst case, when ma = 0, the common mode voltage produces common
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mode capacitive currents in the ground-connected parasitic capacitances, caus-

ing current loops damaging the motor bearing [8]. A possible solution could

be to introduce common mode filters.

2.5 3-Phase Motor Modelling

Three-phase machines, also called AC machines, can be classified in two cat-

egories: asynchronous (or induction) motors (IM) and synchronous motors which

include different motor type, depending on the rotor: the Surface-mounted Perma-

nent Magnet (SPM) motors, the Internal Permanent Magnet (IPM) motors, the

PM-assisted Synchronous Reluctance (PM-SyR) motors and Synchronous Reluc-

tance (SyR) motors.

Figure 2.19: AC Motor Classification

Any electrical rotating machine is composed of two main parts:

• Windings, the coils carrying currents classified as distributed windings (where

end turns overlap) and concentrated windings (where end turns do not over-

lap). The two different winding configurations produce, when current flows
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through them, magnetic fields having different features: in distributed wind-

ings a magnetic field having a quasi-sinusoidal distribution at the air gap

is produced; concentrated windings, cheaper than the previously mentioned,

produce harmonics fields and are employed in applications where the required

power is not high.

• Magnetic Core which consists of two concentric cylindrical parts made of elec-

trical steel laminations, separated by an air gap: stator and rotor. Focusing

on AC machines, typically the windings are housed inside the stationary part,

the stator and defined as stator windings. For this reason, stator laminations

have slots. Induction motor rotors are also characterised by slots to house the

rotor windings.

In the following, a briefly description of the basic concepts related to AC ma-

chines functioning will be addressed.

2.5.1 Asynchronous Motor

As described before, the induction motor, or asynchronous motor, is composed of

a stator, housing three-phase windings (with a spatial displacement of 120 electrical

degrees) in which a three-phase currents system flow, generating a rotating magnetic

field with an electrical angular speed ωs = 2πfs, where fs in the frequency of AC

stator currents.

The stator windings are magnetically coupled with the rotor windings, thus,

currents are induced in the short-circuited rotor windings (independently from the

rotor type which can be: wound rotor, typically used in high power applications

or squirrel cage rotor composed of conductive bars short-circuited at both ends by

rings forming a cage structure).

For these reasons the rotor cage can be compared to a rotating three-phase

winding and the induction motor can be modelled as a rotating transformer.
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In IM, the torque is produced due to the interaction between the magnetic field

generated in the stator and rotor currents.

Figure 2.20: Cross section of an asynchronous motor (Source: [12])

Assuming the rotor is rotating with an angular speed of ωm, the electromotive

force (e.m.f.) induced in the rotor will be defined as:

Er = Kr · Φ · (ωs −ωm) (2.56)

where Kr is the rotor windings coefficient and Φ is the machine flux. It is worth

underlining the difference between rotor speed relatively to the stator rotating

magnetic field: the basic functioning behind IM is related to the fact that the rotor

tends to synchronise to the excitation field, but rotor rotating speed will always be

different (except in no-load conditions where ωs = ωm) with respect to the stator

rotating field speed, from this the name asynchronous.
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The difference in rotational speed previously defined in equation 2.56, normalised

with respect to the stator rotating field speed, is defined as slip:

s =
(ωs −ωm)

ωs

(2.57)

When the s = 1, the rotor speed is null, and the rotor windings are coupled with

the magnetic field at the stator current frequency. This corresponds to the starting

condition of an IM.

If s = 0, no relative motion occurs, and the rotor angular speed is synchronous

with the rotating magnetic field angular speed resulting in no torque production.

It is important to evidence that even if the rotor slips with respect to the rotating

field, all electrical and magnetic quantities do rotate synchronously [13].

2.5.2 Synchronous Motor

A synchronous machine is an AC machine where the rotor rotates in synchronism

with the rotating magnetic field generated by the three-phase currents system in

the stator.

For sake of simplicity, lets consider a two-poles AC machine with three dis-

tributed windings, using one slot per pole. The positive phase currents are defined

in accordance with the definition of the magnetic axis, having spatial displacement

of 120 electrical degrees [13].

Since each phase produces a magneto-motive force (m.m.f.), employing a three-

phase currents system, a rotating field can be generated. The north pole N of the

m.m.f. is oriented along the related phase magnetic axis.

The fundamental component of the rotating field is sinusoidal, its rotating speed

is called synchronous speed and it is related to the power supply frequency fs and
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the number of pole pairs of the machine p as follows:

ω

p
[rad/s] → n =

60 · fs
p

[rpm] (2.58)

The rotor rotating speed is defined as:

ωm =
ω

p
[rad/s] (2.59)

In the following, an overview of the previously mentioned synchronous machines

will be set out.

Surface-mounted Permanent Magnet Motor

The Surface-mounted Permanent Magnet machine can be characterised by both

distributed or concentrated three-phase stator windings and a rotor, where magnets

are placed on its surface.

Typically, the permanent magnets are rare-earth magnets (NdFeB, Neodymium

Iron Boron or SmCo, Samarium Cobalt), necessary to obtain high torque density.

Rotor, in SPM machines, has an isotropic structure with respect to the (d,q)

rotor axis, so the magnetic inductances along d-axis and q-axis are the same:

Ld = Lq = Ls (2.60)

According to the typical convention applied for the SPM machines, the d-axis is

defined by the permanent magnets north pole N, while the q-axis is in quadrature

(90 electrical degrees away).

In SPM machines, the torque is an alignment torque generated by the interaction

between the stator currents and the rotor flux:

Tem =
3

2
· p · λdq ∧ idq =

3

2
· p · (λd · iq − λq · id) (2.61)
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Substituting the fluxes obtained from the magnetic model (refer to section 2.5.3)

of the SPM machine, the resulting electromagnetic torque is:

Tem =
3

2
· p · λm · iq (2.62)

Figure 2.21: Cross-sectional view of a Surface-mounted Permanent Magnet Motor
(Source: [14])

Synchronous Reluctance Motor

The main problem related to SPM machines is that rare-earth costs are subjected

to oscillations.

Instead of employing permanent magnets, to reduce the cost, it can be taken

advantage of the magnetic anisotropy using rotors where the magnetic reluctances

along the magnetic axis are different.

The AC machines employing salient-pole rotors are called Synchronous Reluc-

tance Motors or SynchRel or SyR.

The three-phase stator windings are always distributed windings.

According to the literature, the most common convention considers the d-axis

defined as the minimum reluctance axis (so the maximum inductance axis), while

the q-axis is the maximum reluctance axis (so the minimum inductance axis) and
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in quadrature with respect to the d-axis such that:

ℜd < ℜq (2.63)

From this, the anisotropy factor can be defined:

Ld

Lq

(2.64)

In SyR machines, the electromagnetic torque is produced only due to rotor mag-

netic anisotropy, hence the only contribution is the reluctance torque. Substituting

the magnetic model of the SyR machine (refer to equation (2.61 in section 2.5.3)),

the electromagnetic torque is defined as:

Tem =
3

2
· p · (Ld − Lq) · id · iq (2.65)

It can be noticed that the torque is proportional to the difference between the

inductances along d-axis and q-axis, thus the higher is the anisotropy factor, the

higher will be the torque.

SyR machines with salient-pole rotor do not allow to reach high anisotropy factor

values (typically < 2 – 2.5) and its performances result to be worst with respect to

an IM.

To improve SyR performances, a more complex structure could be employed

with rotor having 3 or 4 flux-barriers and hence higher anisotropy factor (typically

between 6 and 10).

Such a structure needs to be mechanically validated with analysis; also the mag-

netic model becomes very complex due to magnetic saturation and cross-saturation

phenomena.
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Figure 2.22: Cross-sectional view of a Synchronous Reluctance Motor (Source: [13])

PM-assisted Synchronous Reluctance Motor

Another problem related to the SyR machines are the performances in flux-

weakening operations, where a decreasing power operating zone, before reaching

the maximum speed, can be identified.

To solve this, permanent magnets are introduced in the rotor structure.

SyR machines using this type of rotor are called PM-assisted Synchronous Re-

luctance Motors (PM-SyR or PMASR). Magnets are added along the q-axis (this

is related to the used convention) and they are typically ferrite (low cost magnets)

generating a low flux λm.

In PMASR motors, the torque is the result of two contributions: the reluctance

torque, being the dominant one and the alignment torque:

Tem =
3

2
· p · [(Ld − Lq) · id · iq + λm · id] (2.66)
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Figure 2.23: Cross-sectional view of a PM-assisted Synchronous Reluctance Motor
(Source: [15])

PM-assisted SyR motors belongs to a group of motor called Internal Permanent

Magnet (IPM) motors, in particular they are Multi-Layer IPM machines.

For nowadays EV applications, where the flux weakening region is the typical

working one, the main design aim is to maximise the rotor anisotropy, reducing the

amount of permanent magnet employed in the motor structure. These requirements

make the multi-layer rotor structure the preferred one.

Internal Permanent Magnet Motor

Figure 2.24: Classification of Internal Permanent Magnet Motors (Source [15])

For what concerns conventions, the d-axis is usually placed in correspondence

of the main flux, thus in the direction of the minimum reluctance, while the q-axis

is chosen in the direction of the PM north pole N. An alternative reference frame,
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frequently used in the literature is the one using the same convention of SPMSM,

with the d-axis chosen in the direction of the PM north pole N and indicated in

the figure below as (d’, q’):

Figure 2.25: Possible IPM reference frames (Source: [16])

Considering the torque equation 2.66, for Flux-concentrating IPM, Inset IPM

and Single-layer IPM, where the flux is mainly generated by rare-earth or ferrite

magnets, the alignment torque is the dominant contribution in the torque gener-

ation; for Multi-layer IPM, the dominant contribution is given by the reluctance

torque.

2.5.3 AC Machine Models

In section 2.3 the importance and the development of a mathematical model has

been clarified.

In this section, a focus on AC motor modelling will be proposed.

For sake of generality, the following consideration will be in a first moment

related to AC motors in a three-phase coordinate system. Later in the section,

detailed electrical and magnetic models for each of the motors previously described

will be addressed.

In a three-phase reference frame, the variables used for machine models are:

• Stator phase voltages defined in the stator reference frame: vas, vbs, vcs
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• Stator phase currents defined in the stator reference frame: ias, ibs, ics

• Rotor phase currents (for IM only) defined in the rotor reference frame: iar,

ibr, icr

• Stator phase flux linkages with the stator windings defined in the stator ref-

erence frame: λas, λbs, λcs

• Rotor phase flux linkages with the stator windings (for IM only) defined in

the rotor reference frame: λar, λbr, λcr

In both steady-state and transient conditions, it is useful to apply transforma-

tions on the electrical and magnetic quantities to simplify equations: a first trans-

formation is applied to obtain from a three-phase system a two-phase equivalent

system using Clarke transformation. A 3x3 transformation matrix [T ] is applied on

the three-phase quantities obtaining:

⎡⎢⎢⎢⎣
xα

xβ

x0

⎤⎥⎥⎥⎦ =
[︂
T
]︂
·

⎡⎢⎢⎢⎣
xa

xb

xc

⎤⎥⎥⎥⎦ (2.67)

In the case of electrical machines, the zero-sequence component is not involved

in the electromechanical energy conversion, thus can be neglected [17].

With this transformation, symmetrical three-phase sinusoidal variables are rep-

resented as a rotating vector in a complex plane with angular speed ω = 2πf, being

f the frequency (ω can be positive or negative).

Equations in a two-phase system can be further simplified by applying another

transformation, the Park transformation, which moves the two-phase system in a

fixed reference frame (typically the stator reference frame) to a new reference frame
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(d,q) rotating with the synchronous speed ω previously defined. The transformation

is performed by applying a 2x2 matrix:

⎡⎣xd

xq

⎤⎦ =

⎡⎣ cosθ sinθ

−sinθ cosθ

⎤⎦ ·

⎡⎣xα

xβ

⎤⎦ =
[︂
R(θ)

]︂
·

⎡⎣xα

xβ

⎤⎦ (2.68)

in case of a positive rotation, where the matrix [R(θ)] is the direct rotational

matrix, or

⎡⎣xα

xβ

⎤⎦ =

⎡⎣cosθ −sinθ

sinθ cosθ

⎤⎦ ·

⎡⎣xd

xq

⎤⎦ =
[︂
R(−θ)

]︂
·

⎡⎣xd

xq

⎤⎦ (2.69)

in the case of negative rotation, where the matrix [R(-θ)] is the inverse rotational

matrix.

Figure 2.26: Example of phase currents of a SPM machine in the different described
reference frames (Source: [17])

Referring to the models of AC machines, for sake of simplicity they are expressed

in the (d,q) reference frame, where the three-phase quantities become DC quantities.

It is worth underlining the difference between synchronous machine (d,q) ref-

erence frame, defined by the established conventions, and asynchronous machine,

where the (d,q) reference frame is defined by the rotor flux vector λr which needs

to be estimated [13].
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Electrical Models

In the following, the electrical models of the synchronous and asynchronous

machines will be presented.

Consider a three-phase synchronous machine, the voltages equations are:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
va = Rs · ia + dλa

dt

vb = Rs · ib + dλb
dt

vc = Rs · ic + dλc
dt

(2.70)

For practical reasons, they can be written also in matrix form:

⎡⎢⎢⎢⎣
va

vb

vc

⎤⎥⎥⎥⎦ = Rs ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+
d

dt

⎡⎢⎢⎢⎣
λa

λb

λc

⎤⎥⎥⎥⎦ (2.71)

Applying the direct Clarke transformation:

[︂
T
]︂⎡⎢⎢⎢⎣

va

vb

vc

⎤⎥⎥⎥⎦ = Rs ·
[︂
T
]︂
·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+
d

dt

[︂
T
]︂⎡⎢⎢⎢⎣

λa

λb

λc

⎤⎥⎥⎥⎦ (2.72)

thus,

⎡⎣vα
vβ

⎤⎦ = Rs ·

⎡⎣iα
iβ

⎤⎦+
d

dt

⎡⎣λα

λβ

⎤⎦ (2.73)

56



2.5 – 3-Phase Motor Modelling

equivalent to the vector form:

vαβ = Rs · iαβ +
d

dt
λαβ (2.74)

where v, i and λ are stator voltage vector, stator current vector and stator flux

linkage vector defined in the stator (α,β) reference frame, respectively.

Applying the direct Park transformation to equation (2.73):

[︂
R[θ]

]︂⎡⎣vα
vβ

⎤⎦ = Rs ·
[︂
R[θ]

]︂
·

⎡⎣iα
iβ

⎤⎦+
d

dt

[︂
R[θ]

]︂⎡⎣λα

λβ

⎤⎦ (2.75)

the voltage equations in the rotor (d,q) reference frame are obtained in matrix

form,

⎡⎣vd
vq

⎤⎦ = Rs ·

⎡⎣id
iq

⎤⎦+
d

dt

⎡⎣λd

λq

⎤⎦+ω ·

⎡⎣0 −1

1 0

⎤⎦⎡⎣λd

λq

⎤⎦ (2.76)

equivalent to the vector form:

vdq = Rs · idq +
d

dt
λdq +ωJλdq (2.77)
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For asynchronous machines, the voltages equations are more complicated be-

cause also rotor voltage equations are present:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
va = Rs · ia + dλa

dt

vb = Rs · ib + dλb
dt

vc = Rs · ic + dλc
dt

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 = Rr · iar + dλar

dt

0 = Rr · ibr + dλbr
dt

0 = Rr · icr + dλcr
dt

(2.78)

where Rr is the rotor phase resistance.

Applying direct Clarke transformation to the stator voltage equations, they are

now referred to a reference frame (α,β) fixed with the stator:

⎡⎣vα
vβ

⎤⎦ = Rs ·

⎡⎣iα
iβ

⎤⎦+
d

dt

⎡⎣λα

λβ

⎤⎦ or vαβ = Rs · iαβ +
d

dt
λαβ (2.79)

and applying direct Clarke transformation to the rotor voltage equations, they

are now referred to a rotating reference frame (αr, βr) synchronous with the rotor:

⎡⎣0
0

⎤⎦ = Rr ·

⎡⎣irαr
irβr

⎤⎦+
d

dt

⎡⎣λrαr

λrβr

⎤⎦ or 0αβr = Rr · irαβr +
d

dt
λrαβr (2.80)

Since the rotor reference frame is rotated of an angle θr with respect to the

stator, by applying a inverse Park transformation (rotation matrix of an angle -θr),

it is possible to refer the rotor voltage equations in the (αr, βr) reference frame to

the stator reference frame (α, β).
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Thus, the voltage equations for an IM, in the stator fixed frame are:

⎧⎪⎨⎪⎩vαβ = Rs · iαβ + d
dt
λαβ

0αβ = Rr · irαβ +
d
dt
λrαβ − Jωrλrαβ

(2.81)

where now Rr is the rotor equivalent phase resistance equivalent to the stator,

ωr is the electrical rotor speed and

J =

⎡⎣0 −1

1 0

⎤⎦ (2.82)

By applying the direct Park transformation, the voltages equations from fixed

reference frame (α, β) are now defined in a synchronous reference frame defined by

the rotor flux vector λr. To apply this transformation, the angle θ, as previously

mentioned, must be estimated.

The obtained equations are:

⎧⎪⎨⎪⎩vdq = Rs · idq + d
dt
λdq + Jωλdq

0dq = Rr · irdq + d
dt
λrdq + J(ω−ωr)λrαβ

(2.83)

where (ω - ωr) is defined as the electrical slip speed ωslip (here for sake of

simplicity the subscript s for the ω has been omitted, but it is equivalent to the

ωs defined at the beginning of the section).

Magnetic Models

The magnetic model represents the relation between current and flux [13]. As for

electrical models, the magnetic model of synchronous machine will be first presented
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in phase coordinates and starting from an IPM motor magnetic model, a generic

magnetic model for synchronous machines will be addressed.

Neglecting the mutual leakage couplings,

⎡⎢⎢⎢⎣
λa

λb

λc

⎤⎥⎥⎥⎦ = Lls ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎣
Maa Mab Mac

Mba Mbb Mbc

Mca Mcb Mcc

⎤⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+ λm ·

⎡⎢⎢⎢⎣
cos(θ)

cos(θ− 2π
3
)

cos(θ+ 2π
3
)

⎤⎥⎥⎥⎦ (2.84)

where Lls is the leakage phase inductance, Maa, Mbb and Mcc are the magnetising

self inductances and Mab, Mac, Mba, Mbc, Mca, Mcb are the magnetising mutual

inductances.

Flux linkages depend on the following quantities (for IPM machines):

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λa = λa(ia, ib, ic, θ, λm)

λb = λb(ia, ib, ic, θ, λm)

λc = λc(ia, ib, ic, θ, λm)

(2.85)

where θ is the rotor position and λm is the magnets flux linkage, which is tem-

perature dependent.

Since the rotor (except for SPM) is characterised by magnetic anisotropy, the

magnetising inductances are not constant, but are rotor position dependent, thus

a minimum and maximum value can be defined as follows:

Maa,min = Md =
N2

ℜd

Maa,max = Mq =
N2

ℜq

(2.86)
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Also, assuming sinusoidal winding distribution, the self magnetising inductances

are depending on 2θ [13]:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Maa = Mavg +M∆cos(2θ)

Mbb = Mavg +M∆cos(2θ+ 2π
3
)

Mcc = Mavg +M∆cos(2θ− 2π
3
)

(2.87)

where

Mavg =
Md +Mq

2
is the average inductance (2.88)

M∆ =
Md −Mq

2
is the anisotropy inductance (2.89)

While the mutual magnetising inductance are:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Mab = Mba = −1

2
Mavg +M∆cos(2θ− 2π

3
)

Mac = Mca = −1
2
Mavg +M∆cos(2θ+ 2π

3
)

Mbc = Mcb = −1
2
Mavg +M∆cos(2θ)

(2.90)

Defining the magnetising inductance matrix as:

[M(2θ)] =

⎡⎢⎢⎢⎣
Lls +Mavg +M∆cos(2θ) − 1

2Mavg +M∆cos(2θ− 2π
3 ) − 1

2Mavg +M∆cos(2θ+ 2π
3 )

− 1
2Mavg +M∆cos(2θ− 2π

3 ) Lls +Mavg +M∆cos(2θ+ 2π
3 ) − 1

2Mavg +M∆cos(2θ)

− 1
2Mavg +M∆cos(2θ+ 2π

3 ) − 1
2Mavg +M∆cos(2θ) Lls +Mavg +M∆cos(2θ− 2π

3 )

⎤⎥⎥⎥⎦
(2.91)
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The magnetic model in the three-phase reference frame results to be very com-

plex:

⎡⎢⎢⎢⎣
λa

λb

λc

⎤⎥⎥⎥⎦ = [M(2θ)] ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+ λm ·

⎡⎢⎢⎢⎣
cos(θ)

cos(θ− 2π
3
)

cos(θ+ 2π
3
)

⎤⎥⎥⎥⎦ (2.92)

hence applying the direct Clarke transformation and neglecting the homopolar

components,

⎡⎣λα

λβ

⎤⎦ =

⎡⎣Lls +
3
2
Mavg +

3
2
M∆cos(2θ)

3
2
M∆sin(2θ)

3
2
M∆sin(2θ) Lls +

3
2
Mavg − 3

2
M∆cos(2θ)

⎤⎦·
⎡⎣iα
iβ

⎤⎦+λm·

⎡⎣cos(θ)
sin(θ)

⎤⎦
(2.93)

But the model still depends on 2θ; applying direct Park transformation, the

model becomes independent from the rotor position:

⎡⎣λd

λq

⎤⎦ =

⎡⎣Lls +
3
2
Mavg +

3
2
M∆ 0

0 Lls +
3
2
Mavg − 3

2
M∆

⎤⎦ ·

⎡⎣id
iq

⎤⎦+ λm ·

⎡⎣1
0

⎤⎦ (2.94)

and defining:

Ld = Lls +
3

2
Mavg +

3

2
M∆ (2.95)

Lq = Lls +
3

2
Mavg −

3

2
M∆ (2.96)

equation (2.94) simplifies in:

⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld 0

0 Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣λm

0

⎤⎦ (2.97)
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where Ld is the d-axis inductance, Lq is the q-axis inductance and λm is the

magnets flux.

It is important to underline that all the inductances are apparent inductances.

The magnetic model of IM is more complicated since the stator and flux linkages

depend both on stator and rotor currents (as discussed for the electrical equations,

the stator-rotor coupling is dependent on rotor position and the stator currents are

referred to the fixed reference frame (α,β) while rotor currents are referred to the

rotor rotating reference frame (αr,βr)) [13]:

⎡⎢⎢⎢⎣
λa

λb

λc

⎤⎥⎥⎥⎦ = Lls ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎣
Masas Masbs Mascs

Mbsas Mbsbs Mbscs

Mcsas Mcsbs Mcscs

⎤⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎣
Masar Masbr Mascr

Mbsar Mbsbr Mbscr

Mcsar Mcsbr Mcscr

⎤⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎣
iar

ibr

icr

⎤⎥⎥⎥⎦
(2.98)

⎡⎢⎢⎢⎣
λar

λbr

λcr

⎤⎥⎥⎥⎦ = Llr ·

⎡⎢⎢⎢⎣
iar

ibr

icr

⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
Maras Marbs Marcs

Mbras Mbrbs Mbrcs

Mcras Mcrbs Mcrcs

⎤⎥⎥⎥⎦·
⎡⎢⎢⎢⎣
ia

ib

ic

⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
Marar Marbr Marcr

Mbrar Mbrbr Mbrcr

Mcrar Mcrbr Mcrcr

⎤⎥⎥⎥⎦·
⎡⎢⎢⎢⎣
iar

ibr

icr

⎤⎥⎥⎥⎦
(2.99)

A more compact magnetic model can be used, as proposed in [13]:

⎧⎪⎨⎪⎩[λ]abc = Lls · [i]abc +M · [B(0)] · [i]abc +M · [B(θr)] · [ir]abcr

[λr]abcr = Llr · [ir]abcr +M · [B(−θr)] · [i]abc +M · [B(0)] · [ir]abcr
(2.100)
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where the matrix B(x) is:

[B(x)] =

⎡⎢⎢⎢⎣
cos(x) cos(x+ 2π

3
) cos(x− 2π

3
)

cos(x− 2π
3
) cos(x) cos(x+ 2π

3
)

cos(x+ 2π
3
) cos(x− 2π

3
) cos(x)

⎤⎥⎥⎥⎦ (2.101)

with x = 0, θr, -θr.

By applying the direct Clarke transformation and neglecting the homopolar

components:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

[λ]αβ = Lls · [i]αβ + 3
2
M · [i]αβ + 3

2
M ·

⎡⎢⎣cos(θr) −sin(θr)

sin(θr) cos(θr)

⎤⎥⎦ · [ir]αβr

[λr]αβr = Llr · [ir]αβr + 3
2
M ·

⎡⎢⎣ cos(θr) sin(θr)

−sin(θr) cos(θr)

⎤⎥⎦ · [i]αβ + 3
2
M · [ir]αβr

(2.102)

defining Lm = 3
2
·M as the magnetising inductance, Ls = Lls + Lm as the stator

inductance and Lr = Llr + Lm as the rotor inductance, a more compact represen-

tation can be obtained:

⎧⎪⎨⎪⎩[λ]αβ = Ls · [i]αβ + Lm · [R(−θr)] · [ir]αβr

[λr]αβr = Lm · [R(θr)] · [i]αβ + Lr · [ir]αβr
(2.103)
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and applying an inverse Park transformation of an angle θr to the rotor quanti-

ties, the equations are now referred to the stationary frame (α,β):

⎧⎪⎨⎪⎩[λ]αβ = Ls · [i]αβ + Lm · [ir]αβ

[λr]αβ = Lm · [i]αβ + Lr · [ir]αβ
(2.104)

The direct Park transformation is applied,

⎧⎪⎨⎪⎩[λ]dq = Ls · [i]dq + Lm · [ir]dq

[λr]dq = Lm · [i]dq + Lr · [ir]dq
(2.105)

as can be noticed, the magnetic model does not depend on the reference frame,

thus can be written in vector form as follows:

⎧⎪⎨⎪⎩λs = Ls · is + Lm · ir

λr = Lm · is + Lr · ir
(2.106)

Summarising, the magnetic models for all the presented AC machines are:

• SPM Magnetic Model

The machine is theoretically isotropic, thus Ls = Ld = Lq, where Ls is defined

as synchronous inductance.⎡⎣λd

λq

⎤⎦ =

⎡⎣Ls 0

0 Ls

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣λm

0

⎤⎦ (2.107)

• IPM Magnetic Model⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld 0

0 Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣λm

0

⎤⎦ (2.108)
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• SynchRel Magnetic Model

In the SynchRel machine no magnets are present, hence λm = 0.⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld 0

0 Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦ (2.109)

• PM-assisted SynchRel Magnetic Model⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld 0

0 Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣ 0

−λm

⎤⎦ (2.110)

Considering the synchronous machines only, apart from the non-saturated PMSM

machines, saturation and cross-saturation phenomena make the flux-current be-

haviour more complex due to non-linearities, therefore models becomes much com-

plicated.

Referring to the rotor structure represented in figure 2.25, an example of flux-

current relation is shown in figure 2.27.

Figure 2.27 shows the cross-saturation effect. In particular, in figures 2.27a and

2.27c the flux linkage λd with respect to the id current, assuming iq as a parameter

and the flux linkage λd with respect to the iq current, assuming id as a parameter

are presented, respectively.

It can be observed how the cross-saturation effect is different depending on the

values of iq (positive or negative), even if in real applications iq is always positive

[16].

While, figures 2.27b and 2.27d represent the flux linkage λq with respect to the

iq current, assuming id as a parameter and the flux linkage λq with respect to the

id current, assuming iq as a parameter, respectively.

Even in these cases the effect of cross-saturation is highlighted, but the influence

of iq stands out when assuming negative values. This can be justified knowing that
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(a) λd(id, Iq) behaviour, for Iq = -5,0,+5 A. (b) λq(Id, iq) behaviour, for Id = -5,0,+5 A.

(c) λd(Id, iq) behaviour, for Id = 1,2,3,4,5 A. (d) λq(id, Iq) behaviour, for Iq = -5,-4,-3,-2,-
1,0,1,2,3,4,5 A.

Figure 2.27: Example of flux-current relationship for a PM-assisted Synchronous
Reluctance machine (Source: [16])

magnets and stator magneto-motive force actions are summed and the flux changes

its sign in the rotor ribs [16].

Assuming that the inductances shall all be considered as apparent inductances

and defining Ldq and Lqd as the cross-saturation inductances, the models previously

presented shall be modified as:

• Saturated SPM and IPM Magnetic Model
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⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld Ldq

Lqd Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣λm

0

⎤⎦ (2.111)

• Saturated SynchRel Magnetic Model

⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld Ldq

Lqd Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦ (2.112)

• Saturated PM-assisted SynchRel Magnetic Model⎡⎣λd

λq

⎤⎦ =

⎡⎣Ld Ldq

Lqd Lq

⎤⎦ ·

⎡⎣id
iq

⎤⎦+

⎡⎣ 0

−λm

⎤⎦ (2.113)

The vector form of the IM magnetic model presented in equation (2.106) can

be modified in the following way, expliciting the relation between stator flux vector

and rotor flux vector:

from

λr = Lm · is + Lr · ir (2.114)

the rotor current vector can be written as

ir =
λr − Lm · is

Lr

(2.115)

and substituting in

λs = Ls · is + Lm · ir (2.116)
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the stator flux vector becomes:

λs = Ls · is +
Lm

Lr

· (λr − Lm · is) (2.117)

or

λs = (Ls −
L2
m

Lr

) · is +
Lm

Lr

· λr (2.118)

Defining

⎧⎪⎨⎪⎩σ = 1− L2
m

Ls·Lr
as the total leakage factor

kr =
Lm

Lr
≃ 1 as the rotor coupling factor

(2.119)

the stator flux vector becomes:

λs = σLs · is + kr · λr (2.120)

Dynamic Models in the (d,q) Frame

In this section, electrical and mechanical dynamics of the AC machines will be

presented.

Starting from synchronous machines, two types of dynamic models can be de-

fined:

• Flux-Based (d,q) Model

Recalling voltage equation from equation 2.77 and the magnetic model from

equation (2.111) to (2.113), where cross-saturation effects are considered, the

latter can be written in a more compact form as:⎡⎣λd

λq

⎤⎦ = [λ(id, iq)] (2.121)
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where [λ] includes PM flux (if exists) and other saturation effects. Considering

also the generic torque equation:

Tem =
3

2
· p · λ ∧ i (2.122)

The flux-based model in (d,q) frame is:

Figure 2.28: Flux-based (d,q) model of a synchronous machine

where the inputs are the voltages vdq and the mechanical speed ωm, while the

outputs are the currents idq and the electromagnetic torque Tem.

• Current-based (d,q) Model

As before, considering voltage equation from equation (2.77), it can be modi-

fied introducing incremental inductances:

vdq = Rs · idq +
∂λdq

∂idq
· didq
dt

+ωJ(λm + [L] · idq) (2.123)

where ∂λdq
∂idq

represent the incremental inductance matrix obtained as described

in [16] and it is indicated as:

[L]inc =

⎡⎣∂λd
∂id

∂λd
∂iq

∂λq
∂id

∂λq
∂iq

⎤⎦ =

⎡⎣ ld(id, iq) ldq(id, iq)

lqd(id, iq) lq(id, iq)

⎤⎦ (2.124)
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while [L] represents the apparent inductance matrix. The considered magnetic

model is: ⎡⎣λd

λq

⎤⎦ = [L] ·

⎡⎣id
iq

⎤⎦+

⎡⎣λm

0

⎤⎦ (2.125)

Referring to the same torque equation as in the previous model, the current-

based model is:

Figure 2.29: Current-based (d,q) model of a synchronous machine

where the inputs are the voltages vdq and the mechanical speed ωm, while the

outputs are the currents idq and the electromagnetic torque Tem.

The current-based models result to be more complex compared to the flux-

based models since both apparent and incremental inductances shall be taken

into account.

Particular attention should be dedicated to the flux-based model of the induction
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machine in the (α,β) frame which is equivalent to a model implemented in the (d,q)

frame since the IM is isotropic. It is obtained by eliminating the stator and rotor

currents from the voltage equations defined in equation (2.81):

⎧⎪⎨⎪⎩vαβ = Rs · iαβ + d
dt
λαβ

0αβ = Rr · irαβ +
d
dt
λrαβ − jωrλrαβ

(2.126)

Therefore, stator and rotor currents are obtained from the magnetic model of

equation (2.106).

Considering the magnetic model in equation (2.104)

⎧⎪⎨⎪⎩λαβ = Ls · iαβ + Lm · irαβ

λrαβ = Lm · iαβ + Lr · irαβ
(2.127)

it is possible to write: ⎧⎪⎨⎪⎩iαβ =
λαβ−kr·λrαβ

σLs

irαβ =
λrαβ−ks·λαβ

σLr

(2.128)

From equation (2.81), the stator voltage equation becomes:

vαβ =
Rs

σLs

· (λαβ − kr · λrαβ) +
dλαβ

dt
(2.129)

thus

τ
′

s

dλαβ

dt
+ λαβ = kr · λrαβ + τ

′

s · vαβ (2.130)
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where

ks =
Lm

Ls

, kr =
Lm

Lr

, τ
′

s =
σLs

Rs

(2.131)

Considering again equation (2.81), the rotor voltage equation becomes:

0αβ =
Rr

σLr

· (λrαβ − ks · λαβ) +
dλrαβ

dt
−ωrJλrαβ (2.132)

thus

τ
′

r

dλrαβ

dt
+ λrαβ = ks · λαβ + τ

′

r ·ωrJλrαβ (2.133)

where

τ
′

r =
σLr

Rr

(2.134)

For what concerns the electromagnetic torque, from:

Tem =
3

2
· p · λαβ ∧ iαβ (2.135)

and considering equation (2.128),

it becomes:

Tem = −3

2
· p · kr

σLs

λαβ ∧ λrαβ (2.136)

thus

Tem =
3

2
· p · kr

σLs

λrαβ ∧ λαβ (2.137)

and

Tem =
3

2
· p · kr

σLs

(λrαλβ − λrβλα) (2.138)

The resulting model is:
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Figure 2.30: Flux-based (α,β) model of an induction machine

where the inputs are the voltages vαβ and the mechanical speed ωm, while the

outputs are the currents iαβ, irαβ and the electromagnetic torque Tem.

2.6 Fundamentals of Control Systems

Nowadays control systems are a fundamental component of any dynamic system

and any engineering sector. Control theory has been developed during the previous

century and the commonly used today are classical control theory, modern control

theory and robust control theory [18].

A typical control system is characterised by the following elements:

• Reference value: the desired value that the system shall reach;

• Sensors or observers: when a feedback control system is implemented (see

later), the output of the system shall be monitored and compared with the
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reference value. When a quantity measure cannot be achieved by direct obser-

vation, state observers can be implemented, and an estimation of the desired

quantity obtained;

• Plant: the system to be controlled characterised by a transfer function, a math-

ematical model representing the input-output relationship between variables.

• Controller: even the controller is defined by a transfer function which has been

properly designed according to defined specifications and desired results. The

controller receives as input the difference between reference value and mea-

sured (or estimated) value, the error, and produces as output a value provided

as input to the system to be controlled or to the actuator acting on the plant.

Two typical configurations of control systems are basically implemented:

• Open-loop

In open-loop control systems, the reference value is directly imposed to the

controller producing a defined output for each type of desired input. In this

type of systems, calibration has an extreme importance since the output is

not measured or compared with the reference input and this makes the system

weak when disturbances are present. Elsewhere, open-loop system implemen-

tation is very simple and cheap, and it is widely used for applications where

no particular precision is required.

• Closed-loop

In closed-loop control systems (also called feedback control systems) as previ-

ously described, the reference value is compared to the system’s measured (or

estimated output) to obtain an error fed to the controller. Due to this config-

uration, a system is more robust with respect to an open-loop control system

when external disturbances and or parameters variations or uncertainty are
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present. On the other side, when implementing a feedback control system, sta-

bility problems arise since such a system tends to over correct errors causing

oscillations which may affect the plant behaviour or damage it [18]. Another

drawback of closed-loop control systems is that their implementation is expen-

sive due to the higher number of required components.

Figure 2.31: Closed-loop control system (Source: [18])

To evaluate a control system’s performances, the response to different input sig-

nals is analysed. Typical test signals are the unit-step or the unit-ramp signals. The

former represents one of the worst situations a dynamic system could experience

since it is an abrupt change in the input; the latter can be compared to a linear

change in the system input.

Assuming a simple second-order system, the typical step response is shown in

figure 2.32.

It can be observed that the best system behaviour is when the output reaches

the reference in the minimum possible time, in this case no oscillations are present,

and it is said that the system is critically damped. When the response is slow the

system is said to be over-damped while when the output reaches the reference with

the presence of overshoot and oscillations, the system is said to be under-damped.
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Figure 2.32: Step responses (Source: [18]).

2.6.1 PID Controllers

The most common control system, widely used in industrial applications for its

ease in tuning and in application to any system, is the PID controller.

PID controllers have been developed in the 1940s and they have been subjected

to many changes during the following years. Nowadays, they are typically imple-

mented by using a microcontroller or microprocessor.

In this paragraph PID controller will be first presented from a mathematical

point of view and later the digital implementation will be addressed.

The PID controller is based on the effects of three actions from which the name:

Proportional, Integral and Derivative. The mathematical PID expression is:

u(t) = Kp

(︂
e(t) +

1

Ti

∫︂ t

0

e(τ)dτ+ Td
de(t)

dt

)︂
(2.139)

as it can be observed the three terms are respectively proportional to the error,

to the integral of the error and to the derivative of the error.

The parameters of the controller are the proportional gain Kp, the integral gain

Ki = Kp
T i

, being Ti the integral time and the derivative gain Kd = Kp· Td, being

Td the derivative time, while e(t) is the error fed to the controller and obtained as
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the difference between the reference input and the output e(t) = r(t) – y(t).

An alternative form of the PID expression is the representation as a transfer

function in Laplace domain:

G(s) = Kp

(︂
1 +

1

sTi

+ sTd

)︂
(2.140)

It is also possible not to use all the three terms at the same time; as will be

discussed later, in eDrives applications only PI controller are usually employed.

Each of the previously described terms has a precise effect on the PID output.

By increasing the proportional gain, the error will decrease but this will increase

system’s oscillations. Considering also the integral action, increasing it (by reducing

the integral time Ti), will make the system react faster, with respect to the use of

the proportional action only, introducing a rejection to first-order disturbances.

Even in this case, if the integral action increases, also oscillations increase.

By adding also the derivative action, the system will result to be damped as the

derivative action increases by increasing the derivative time Td till a certain value

is reached. If Td is too large, this will cause oscillations in the system, in particular

if Td is larger than 1/6 of the period [19].

Thus, the controller is based on the action of these terms whose parameters can

be modified to change its behaviour. This procedure is called tuning and will be

investigated in section 2.7.2 focusing on PI current controllers.

The reason why typically PI controller are used instead of PID, is because the

differentiation is easily affected by noise and in eDrives applications this is what

in most cases happens. Considering a step disturbance, its derivative is an impulse

which will be present in the control system, and it is an undesired effect. Another

reason why derivative action is not used is because it is very time consuming when

the controller is implemented in a microcontroller or microprocessor.

Another important aspect related to PID controllers is the wind-up phenomenon
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affecting integral action. This is an effect caused by the interaction between integral

action and saturations related to the actuators controlled by the PID. What hap-

pens when saturation of the control signal is reached is that the feedback system

starts to behave as an open-loop system, but the error will continue to be inte-

grated leading to very large values of the integral action, being very far from the

steady-state and causing large transients [19].

To avoid wind-up phenomenon, one of the proposed methods is to introduce

limits on the reference value variations, in this way the controller output will not

reach actuators limits.

Another method is to disable the integral action when the output saturates or

to limit the changing rate of the control signal.

Digital Implementation of PID Controllers

As stated before, nowadays PID controllers are mainly implemented in digital

systems such as microcontrollers and microprocessors. In the following, particular

attention will be dedicated to power electronic application controllers. In this dis-

sertation only a first category of architecture will be discussed corresponding to the

microcontrollers and digital signal processors (DSP), but field programmable gate

arrays (FPGA) could be also used [20].

The use of digital controller implies also the use of analog to digital converters

(ADC) since signals coming from an eDrive (i.e., DC-link voltage, phase currents,

rotor angular position) are typically continuous-time signals; the output of the

controller is discrete, thus it has to be converted again in an analog signal, so a

feedback control system requires also digital to analog converters (DAC).

The use of ADC and DAC adds complexity to a system and delays, but the

advantages are considerable: first of all flexibility; working with digital controllers,

in fact allows reusability of the devices since the algorithm is implemented by a

software which can be easily modified and loaded on the microcontroller memory.
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In the previous section, PID controllers have been presented in the continuous-

time domain, but in order to implement digital controllers, discretization is neces-

sary and one of the main concept is the discretization strategy to be used when it

is necessary to replace continuous-time computation of integrals with a numerical

approximation.

The Z – transform shall be applied to work in the discrete time domain.

In the literature, the suggested integration methods are the Euler integration

and trapezoidal integration method [21].

Focusing on the Euler approximation method, lets consider a curve:

Figure 2.33: Euler approximation method: graphical interpretation (Source: [22]).

the area under this curve can be approximated as the sum of rectangular areas

and defined as the discrete-time integral of u(t).

Euler approximation method can be implemented in two different fashions: for-

ward and backward integration.

The Euler approximations in the Z-domain are presented below [21]:

For control applications in real-time system, the backward Euler method is used

because the sampled signal is always delayed with respect to the continuous-time

signal.

What happens after discretization is that distortion phenomena can be observed,
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Method Z-form

Backward Euler s = z−1
z·T s

Forward Euler s = z−1
T s

Table 2.1: Euler approximation methods

also called frequency warping effect [21]. Euler method is preferred when the ratio

between the sampling frequency and the frequency of interest is greater than 20; if

this condition is respected, the distortion will be lower than the 3%.

For sake of simplicity, a PI controller will be considered and its digital imple-

mentation, based on the backward Euler approximation is:

⎧⎪⎨⎪⎩mI(k) = KI · Ts · ϵI(k) +mI(k − 1)

m(k) = mp(k) +mI(k) = KP · ϵI(k) +mI(k)

(2.141)

where Ts is the sampling time and the index k represent kTs in a compact form.

It is worth underlining that the proportional term in the digital domain is the

same as in the continuous time domain, while the integral term is simply obtained

by multiplying the integral gain by the sampling time.

Therefore:

⎧⎪⎨⎪⎩KI,dig = KI · Ts

KP,dig = KP

(2.142)

2.7 Control of AC Drives

Nowadays AC machines main applications are not limited to those operating

at constant speed, but with the progresses in power electronics and computer sci-

ence fields, they are covering wide areas: from industrial applications to traction

81



2 – Theoretical Background

applications where variable speed is required.

This stimulated the development of control strategies to face all the different

operating situations of an AC motor.

The main drive functions are to control quantities like torque (or force), speed

or position.

When speed control is applied, a reference speed shall be set and the reference

torque is imposed by a regulator for the speed loop. This regulator is placed in

cascade with the torque control loop.

Focusing on the torque control, it usually represents the inner loop of an AC

drives control scheme; it receives the torque reference and provides as output the

reference three-phase voltages for the inverter.

Torque reference may be also obtained (other than from the speed loop) from

the torque equations; while voltage equations combined with the current models

can be used to tune the PI current regulators in the torque control loop.

These control loops use the motor models in (d,q) reference frame presented in

section 2.5.3.

In the following, the different variable frequency techniques will be presented.

Basically, it is possible to distinguish between:

• Scalar Control

This technique is defined as scalar because only one variable is controlled, thus

allowing only one degree of freedom. It is a sort of steady-state control method

where it is assumed that currents and voltages are stationary, and the dynamic

is neglected.

Typical scalar control strategies for AC drives are V/f control and slip control.

• Vector Control
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This technique is based on two controlled variables, hence two degrees of free-

dom, represented as space vectors allowing high performances in both steady-

state and transients. Depending on the controlled variables, different control

strategies can be implemented: Field–Oriented Control (FOC) if the currents

in the (d,q) reference frame are controlled, Direct Flux Vector Control (DFVC)

if flux amplitude and quadrature currents in the stator reference frame are con-

trolled (ds,qs) and Direct Torque Control (DTC) acting on the stator flux and

the torque.

Another control strategy is available operating in open-loop for the outer one,

but with a closed-loop current control, the I–f control.

2.7.1 V/f Control

The V/f control is a technique implemented for IM motors only, not for syn-

chronous motors since it does not guarantee the synchronism between rotor angular

velocity and the rotating magnetic field angular velocity (if this condition is not

respected it may lead to instability of the synchronous machine).

As early stated, the V/f control is open-loop, thus no current regulators are

adopted and the voltage is directly imposed and controlled as a vector. From a

desired speed ω*, a constant voltage reference is obtained in the (d,q) reference

frame rotating at ω*.

Figure 2.34: Voltage vector rotating at speed ω* (Source: [22]).
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Thus, the stator voltage is:

⎧⎪⎨⎪⎩v∗d = V0 + kω∗

v∗q = 0

(2.143)

where k is the rated stator flux and V0 is used to compensate for the resistive

voltage drop and to flux the machine even at standstill.

Figure 2.35: V/f control law (Source: [22]).

It can be observed that the voltage amplitude is saturated at a value correspond-

ing to the rated voltage.

Since no feedback position or speed is adopted, the (d,q) reference frame coor-

dinates are open-loop determined from the reference speed by integrating it.

The control scheme is shown below:

Figure 2.36: V/f control scheme
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where the ramp block has to be intended as a slew rate limiter to avoid overcur-

rent.

Even if the voltage is vector controlled, it is based on amplitude and phase,

which are both quantities depending on the reference frequency fo, hence only one

degree of freedom is present; for this reason the V/f control is a scalar control and

not a vector control technique.

The V/f control is typically employed to test inverter correct operating condi-

tions (i.e., modulation) and calibrations and it is performed by using as load an

IM even if the final objective is to control a completely different AC drive as a

synchronous machine.

It is also used for applications where no particular accuracy is required and it

implements flux-weakening automatically when the condition ω > ωrated applies.

On the other side, this technique is very slow in terms of dynamic response and

low efficient.

2.7.2 I-f Control

The first type of vector control addressed is the I-f control, where a reference

current is imposed in the (d,q) reference frame with a constant amplitude value,

rotating at a reference speed ω*.

Figure 2.37: Current vector rotating at speed ω* (Source: [22]).

The amplitude is guaranteed by the current closed-loop control, realised by
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means of PI regulators (one for the current component along the d-axis and one for

the current component along q-axis). The speed is open-loop imposed (as for V/f

control).

The reference values are used to impose a rotating vector with amplitude Is [A]

rms:

⎧⎪⎨⎪⎩i∗d =
√
2 · Is

i∗q = 0

(2.144)

The control scheme is shown below:

Figure 2.38: I-f control scheme

The performances of the I-f vector control are good if working in no-load con-

ditions but it is subjected to high instability when under load. For this reason this

type of control strategy is not used in practice but it is perfect to test (always in

no-load conditions) the flux estimators and observers and in particular for tuning

the PI current regulators (in (d,q) reference frame).

When working in no-load conditions, the current vector is in phase with the

stator and rotor flux vectors (considering an IM), this allows to verify that the

observed flux phase is correct. While, if considering SPM, the current is aligned
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to the magnet direction or to the maximum inductance direction if considering

SynchRel machines.

An analogy between the I-f control and the Field-Oriented Control can be high-

lighted: in no-load conditions, the reference (d,q) directions are the same. The

situation changes when under load.

In fact, under load, a phase shift is present between current and rotor flux, for

IM. This lets the machine suddenly reach the limit torque; if the limit is overcome,

the control is lost.

Without loss of generality, for synchronous machines, in an IPM machine, the

presence of load torque causes a phase shift between current and rotor d-axis. Even

in this case, once the limiting condition is reached (corresponding to the MTPA

angle) and overcome, the control is lost.

Losing the control means that the imposed reference current is no more followed

by the system.

PI Current Controller Tuning

In section 2.6.1 PID controllers have been introduced, here a real application

will be presented.

As mentioned, the I-f control is also used to tune PI current regulators; the

procedure will be described in the following, without loss of generality, considering

an IPM machine (since it is the selected machine for this thesis work). It can be

easily applied to all the other AC drives described in section 2.5, by simply changing

the considered motor electrical and magnetic model.

From voltage equation (2.77) and the simplified IPM magnetic model from equa-

tion (2.108) (considering the SPMSM convention), it follows:

⎧⎪⎨⎪⎩vd = Rsid + Ld
did
dt

−ωLqiq

vq = Rsiq + Lq
diq
dt

+ωλm +ωLdid

(2.145)
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applying Laplace transform and collecting the current terms (the s-dependence

has been neglected for simplicity)

⎧⎪⎨⎪⎩Vd = Id(Rs + sLd)−ωLqIq

Vq = Iq(Rs + sLd) +ωλm +ωLdId

(2.146)

From the flux-based model described in section 2.5.3 and neglecting the satura-

tion and cross-saturation effects, the IPM model can be represented as:

Figure 2.39: IPMSM model with SPMSM convention

where the other equations terms as to be intended as additive disturbances that

shall be feedforward compensated in the PI current regulator.

For the PI tuning, the complete current loops shall be considered, including the

PI transfer function and the converter transfer function. For the latter, assuming

that the sampling strategy (that will be explained in chapter 5) 1 Sample, 1 Refresh

or simply 1S1R will be used, it can be demonstrated ([23]) that the inverter can be
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modelled as follows:

V (s)

V ∗(s)
=

1

1 + sτinverter,delay
(2.147)

where the delay includes transport and sampling delays, and for the 1S1R strat-

egy it is computed as follows:

τinverter,delay = Tsw +
Tsw

2
= 1.5 · Tsw =

1.5

fsw
(2.148)

This can be justified knowing that the inverter output voltages are a pulse train

with different amplitudes, but only after half-period the average value is the desired

one.

Therefore, from the PI transfer function of equation (2.140), the current loops

are:

Figure 2.40: Current loops with feedforward

For sake of simplicity, but without loss of generality, the procedure is described

for both current loops, since they have same open-loop transfer function, considering
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a generic inductance average value L and neglecting feedforwards:

Gcurrent,OL(s) = GPI(s) ·GINV (s) ·GIPM(s) =

=
Kp

s
·
(︃
s+

Ki

Kp

)︃
· 1

1 + sτinverter,delay
· 1
L
· 1

s+ Rs

L

(2.149)

The open-loop transfer function presents:

• A zero from the PI current regulator in: zPI = -Ki

Kp

• A pole from the PI current regulator integral action in the origin

• An electrical pole from the IPM dynamic model in pIPM = -Rs

L

• A pole from the inverter dynamic model in pINV = - 1
τinverter,delay

It is known from the control system theory, that the system frequency response

depends on the pole with the smallest module, the dominant pole, limiting the

system bandwidth. To increase it the PI current regulator parameters shall be

tuned to compensate the dominant pole, choosing the PI zero as follows:

Ki

Kp

=
Rs

L
(2.150)

When evaluating the frequency response of a transfer function, it shall be con-

sidered the cut-off frequency, corresponding to the frequency where the transfer

function has unitary module:

|Gcurrent,OL(jω)|
⃓⃓⃓⃓
ω=ωc

= 1 (2.151)

The cut-off frequency can be approximated to the closed-loop bandwidth, thus

the objective becomes to maximize the system bandwidth to obtain a faster re-

sponse. In any case the phase margin, guaranteeing the system stability, shall be

respected: this is evaluated from the following formula [18]:

γ = 180◦ + ̸ Gcurrent,OL(jωc) (2.152)
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The typical value of the phase margin that allows a stable and not oscillating

system response is γ ≥ 60◦.

Since the only remaining pole, apart from the one in the origin, is the inverter

pole, the PI regulator shall be tuned to respect the previous condition, thus ωb,current

≤ |pinverter|.

Indeed, typically ωb is chosen equal to 2π· fsw
20

and eventually increased basing

on experimental results.

From the open-loop transfer function module:

|Gcurrent,OL(jω)|
⃓⃓⃓⃓
ω=ωc

=
Kp

|jωc|L
· 1

|1 + jωc · τinverter,delay|
= 1 (2.153)

and since:

• |jωc| = ωc

• |1+jωc· τinverter,delay| = |1+ jωc
pinverter

| ≃ 1 because ωc ≤ |pinverter|

Therefore, the open-loop transfer function module becomes:

Gcurrent,OL(jω)

⃓⃓⃓⃓
ω=ωc

=
Kp

ωc · L
= 1 (2.154)

From the previous assumption, for which ωc ≃ ωb,current, the proportional con-

stant can be determined as:

Kp = ωb,current · L (2.155)

and from condition in equation 2.150, the integral constant is determined as:

Ki =
Rs

L
·Kp (2.156)

As stated before, this procedure is used for the PI current regulator of both

id and iq current loops. It is worth mentioning that the inductances values used
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for tuning the controllers are the average constant values of the d-axis and q-axis

inductances.

2.7.3 Field-Oriented Control

The Field-Oriented Control strategy employs two separated inner current loops

working in the (d,q) reference frame. It is important to point out that the afore-

mentioned reference frame is not the same for induction motors and synchronous

motors: for the former, the orientation is defined by the rotor flux position, while

for the latter by the rotor electrical position θe = pθm. The outer loop of the FOC

is typically a speed loop.

Considering an IM and writing equation (2.120) as

⎧⎪⎨⎪⎩λs,d = krλr + σLsis,d = Lsis,d

λs,q = σLsis,q

(2.157)

where the dependence from the rotor current has been eliminated, it is possible

to obtain the rotor flux amplitude as:

λr =
Lsis,d − σLsis,d

kr
= Lmis,d (2.158)

Referring to the rotor voltage equation expressed in the stator flux coordinates:

0 = Rrir +
dλr

dt
− jpωrλr (2.159)

and applying Laplace transform,

0 = Rrir + (s− jpωr)λr (2.160)
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from equation (2.115) and knowing that τ = Lr

Rr
:

λr =
Lmis

1 + sτr − jτrpωr

(2.161)

In steady-state form, when s = jω, it becomes:

λr =
Lmis

1 + j(ω− pωr)τr
=

Lmis
1 + jsωτr

(2.162)

where s represents now the slip [22].

As previously explained in Section 2.5.3 and referring to equation (2.135), the

torque equation can be written putting in evidence the rotor flux vector:

T =
3

2
· p · kr(λr,dis,q − λr,qis,d) (2.163)

and considering the FOC reference frame, where

λdqr =

⎡⎣λr

0

⎤⎦ (2.164)

the torque equation becomes:

T =
3

2
· p · krλr,dis,q (2.165)

From all the previous considerations, it can be said the FOC technique for IM

uses the d-axis current component to regulate the level of rotor excitation (see

equation (2.162)) and the current on the q-axis to regulate the torque according to

equation (2.165).

Since for an induction motor it not possible to measure the rotor flux orientation,

the angle θ shall be estimated to define FOC (d,q) reference frame. From this, two

method for implementing FOC for IM can be distinguished, as described in [22]. In

both cases, the reference rotor flux value is obtained as the nominal amplitude value

λr,nom, while the reference torque value derives from the torque factor at nominal

flux: kt,nom = 3
2
·p·kr· λr,nom.
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• Indirect FOC

In the I-FOC, the rotor flux position is estimated by integrating

pωslip =
Lmiq
τrλr

≃ iq
τrid

(2.166)

and summing it to the rotor position:

θ = pθr +

∫︂
(pωslip)dt (2.167)

This implementation of FOC does not require a flux observer, making the

control algorithm very simple, but on the other side, the mechanical rotor

position is needed, so an encoder is needed. It also depends on τr which is

subjected to variations due to temperature.

Figure 2.41: Indirect Field Oriented Control scheme for an induction machine

• Direct FOC

This version of the FOC uses estimator or observers to obtain the rotor flux

position. This type of solution require measured quantities like the rotor me-

chanical position and an accurate motor model making the implementation

much complicated with respect to the I-FOC.
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Figure 2.42: Direct Field Oriented Control scheme for an induction machine

When considering a synchronous machine, the main difference in the FOC al-

gorithm is the definition of the (d,q) reference frame, whose coordinates are de-

termined from the rotor electrical position θe obtained from measurements of the

mechanical position or, adopting sensorless techniques, estimated from the electrical

quantities.

According to the different type of synchronous machine, the definition of the

d-axis changes (see 2.5.3), but the aim of the FOC remains to directly control the

currents in a reference frame synchronous with the rotor.

Before entering in details, it is worth mentioning that for SPM machines, accord-

ing to equation (2.62), the reference torque can be easily determined by rescaling

the value T* by the torque factor 1
kt

obtaining the reference value for the current

i*q, while i*d = 0.
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Figure 2.43: Field Oriented Control scheme for a surface-mounted permanent mag-
net synchronous machine

While for all the other synchronous machines, this technique allows the appli-

cation of MTPA (Maximum Torque Per Ampere) locus, whose aim is to maximise

the torque per phase current.

Therefore, given a reference torque from the outer speed loop, the reference

current values i*dq can be obtained from [22]:

• An approximated MTPA, defined from a constant MTPA angle γ and constant

torque factor kt;

• MTPA look-up tables (LUT), derived from a numerical manipulation of the

current-to-flux relationship, also known as flux maps; the definition of MTPA

LUTs requires an accurate magnetic model in order to obtain torque accuracy

in the control.
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Figure 2.44: Field Oriented Control scheme for a synchronous machine with MTPA

When working with synchronous machines, as well as with induction motors, op-

erating voltage and current limits derived by the converter shall be considered. First

of all a torque limit, and thus a current limit (since Tmax = f(imax)), corresponding

to the maximum inverter current is imposed:

⎧⎪⎨⎪⎩|id,max| ≤ Imax

|iq,max| ≤
√︁

I2max − i2d

(2.168)

The voltage limits are instead imposed to the current regulators which shall

provide the correct voltage references to the converter:

⎧⎪⎨⎪⎩|vd,max| ≤ Vmax = Vdc√
3

|vq,max| ≤
√︁

V 2
max − v2d

(2.169)

The limit imposed for the voltage on the d-axis comes from the assumption of

a DC-bus voltage Vdc and a converter using PWM-BEM or SVPWM, thus the
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amplitude of the space vector voltage signal is restricted to Vdc√
3

to remain in the

linear modulation range [24].

In any case, even if the FOC is an efficient control strategy, during flux weakening

it becomes inaccurate and difficult to be manage.

Many flux-weakening strategies have been proposed in the literature [25], [26],

but one of the easier and more robust solution is the feedback-based flux weakening

proposed in [27]; this method, suitable for any type of synchronous machine and

using a voltage feedback regulator, it is shown below:

Figure 2.45: Flux weakening strategy based on voltage feedback

Considering a torque reference, the current references i*d and i*q are obtained.

The objective is to maintain the voltage output of the current regulator inside the

limit previously described and corresponding to Vdc√
3
. This is performed by providing

as input to the flux weakening regulator the difference between the voltage limit

and the feedback voltage computed as shown in the scheme.

The output of the flux weakening regulator is a negative value of the d-axis

current summed to the the reference d-axis current value. Therefore the overall id
current is decreased allowing the speed to increase without overcoming the imposed

voltage limit.

It is worth pointing out that the flux-weakening controller bandwidth should be
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lower than the one of the current loops to avoid interferences, but this means that,

if the speed changes abruptly, the flux-weakening control could show oscillations in

the response [28].

PI Speed Controller Tuning

In section 2.7.2 PI current controllers tuning procedure has been described, but

the speed loop PI controller needs to be tuned as well.

The output of the PI speed controller is the reference torque to be provided to

the current reference calculator.

To calibrate the speed loop, the first assumption is done on the torque, imposed

equal to the ideal one, such that Tem
* = Tem.

Another assumption is that the speed loop shall be slower than the current loops,

for this reason, the speed loop bandwidth is imposed to be very low with respect

to the current loops one. In this way the motor electrical poles do not influence the

closed loop system dynamic, since the cut-off frequency of the open-loop transfer

function of the speed loop is moved at lower frequency with respect to the ones of

the motor electrical poles.

Typically

ωb,speed ≤
ωb,current

10
(2.170)

Starting from the motor mechanical equation in the time domain (the time

dependence has been neglected for simplicity),

J
dωm

dt
+ βωm + TL = Tem (2.171)

where J is the rotor moment of inertia, ωm is the rotor mechanical rotational
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speed, β is the frictional coefficient, TL is the load torque and Tem is the electro-

magnetic torque.

Assuming that the frictional coefficient is very small, thus negligible, and apply-

ing the Laplace transform, equation 2.171 becomes:

sJωm + TL = Tem (2.172)

and writing in the input/output form, where the electromagnetic torque is the

input and the mechanical speed is the output,

ωm

TL − Tem

=
1

sJ
(2.173)

With the assumption in equation 2.170, the motor electrical transfer function

can be approximated to a unitary gain, therefore the speed loop is:

Figure 2.46: Speed loop

The open-loop transfer function of the speed loop is (neglecting the load torque

which will be feedforward compensated):

Gspeed,OL(s) = GPIω(s) ·GMOTOR,ELEC(s) ·GMOTOR,MECH(s) =

=
Kp

s
·
(︃
s+

Ki

Kp

)︃
· 1 · 1

sJ

(2.174)

The open-loop transfer function presents:

• A zero from the PI current regulator in: zPI = -Ki

Kp
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• A pole from the PI current regulator integral action in the origin

• A mechanical pole from the motor mechanical model in the origin

Even in this case, the cut-off frequency is evaluated as:

|Gspeed,OL(jω)|
⃓⃓⃓⃓
ω=ωc

= 1 (2.175)

thus

|Gspeed,OL(jω)|
⃓⃓⃓⃓
ω=ωc

=
Kp

|jωc|L
·
(︃
|jωc|+

Ki

Kp

)︃
· 1

|jωc| · J
= 1 (2.176)

Since:

• |jωc| = ωc

• No pole needs to be compensated from the PI regulator zero, it is chosen

such that the condition in equation 2.170 is respected. Hence, the following

approximation can be considered: ωc » Ki

Kp

Therefore, the open-loop transfer function module becomes:

Gspeed,OL(jω)

⃓⃓⃓⃓
ω=ωc

=
Kp

ωc

·ωc ·
1

ωc · J
= 1 (2.177)

Thus, assuming that ωc ≃ ωb,speed, the proportional constant can be determined

as:

Kp = ωb,speed · J (2.178)

while the integral constant is:

Ki

Kp

< ωb,speed ⇒ Ki < ωb,speed ·Kp (2.179)
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2.8 Unified Direct-Flux Vector Control

Another control technique that will be addressed in this treatise is the Unified

Direct-Flux Vector Control (UDFVC). In this section, the control scheme developed

in [29] will be reviewed and analysed since it represents one of the best solution for

traction applications.

The main aim of the UDFVC is to implement a general control strategy used to

drive sinusoidal AC motors (IM, SPM, IPM, Syr). What differentiates this technique

from the ones mentioned in the previous sections is the adopted reference frame,

which is the stator flux reference frame.

With this approach, the controlled quantities are the stator flux amplitude,

regulated by the d-axis stator voltage vector component and the quadrature current

component, which regulates the torque.

The main advantage of the UDFVC is the improvement of the performance of

control techniques in the flux weakening region where the FOC is no more accurate.

It is worth mentioning that also sensorless implementations of this proposed control

scheme are possible.

Another advantage, related to the one previous one, is that the knowledge of the

motor model is not required in the flux weakening range, as highlighted in [30].

For sake of generality, a different reference frame, with respect to the one found

in the literature, is adopted for the SyR machine, where the d-axis is chosen along

the minimum permeance direction [29].

The stator flux frame (ds,qs) is thus defined as a reference frame shifted of an

angle δ (the load angle) with respect to the reference frame (d,q) defined by the rotor

flux, for IM, and with respect to the d-axis of the reference frames (dm,qm) defined

for synchronous machines and related to the rotor mechanical angular position.

An overview of the reference frames for the previously mentioned AC machine

is presented in figure 2.47.

The unconventional choice of the SyR motor reference frame allows to write
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Figure 2.47: I-f control scheme (Source: [29]).

a general magnetic model for synchronous machines in rotor reference frame (d,q)

which results to be different from the ones defined from equation (2.107) to equation

(2.110), especially for SyR machine.

λdq =

⎡⎣Ld 0

0 Lq

⎤⎦ · idq +

⎡⎣λm

0

⎤⎦ (2.180)

If considering a SPM, Ld = Lq = Ls, while for SyR motor, λm = 0.

Instead, for IM, the magnetic model is the one described in equation (2.120).

The electrical equations, equation (2.77) and equation (2.83) have to be modified
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according to the new stator flux-oriented reference frame (ds,qs) [30]:

vdqs = Rs · idqs +
d

dt
·

⎡⎣λ
0

⎤⎦+ λ ·

⎡⎣ 0

ω+ dδ
dt

⎤⎦ (2.181)

Also the torque equation is modified in:

T =
3

2
· p

Ld

(︃
−Lq − Ld

Lq

· λ2 · sin2δ
2

+ λmλsinδ

)︃
(2.182)

obtained by combining equation (2.62) and

λdq = λ ·

⎡⎣cosδ
sinδ

⎤⎦ (2.183)

for synchronous machines.

For IM, since

λdq =

⎡⎣Ls 0

0 σLs

⎤⎦ · idq (2.184)

the torque equation becomes:

T =
3

2
· p · 1− σ

σLs

· λ2 · sin2δ
2

(2.185)

The obtained torque equations are expressed as a function of λ and δ, resulting

in a difficult control of the torque itself since the two terms are not decoupled.

To provide an easier and decoupled approach to torque control, the torque-current
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component iqs is introduced [30]. This modifies the voltage equation from equation

(2.181) as function of λ and iqs:

d

dt

⎡⎣ λ

iqs

⎤⎦ ≃

⎡⎣ 1 0

k
Ld

b
Ld

⎤⎦ ·

⎡⎣ vds

vqs − λω

⎤⎦ (2.186)

where the voltage drops across the resistors have been neglected and the variables

k and b are:

k = k(δ) = −1

2

(︃
1− Ld

Lq

)︃
sin2δ (2.187)

b = b(λ, δ) =
Ld

λ2

(︃
dT

dδ

)︃
λ=const.

= −
(︃
1− Ld

Lq

)︃
· cos2δ+ λm

λ
cosδ (2.188)

These two defined terms are clearly machine magnetic state dependent, so the

torque control and thus the iqs control will depend on the actual flux size and

position [30].

Therefore, from equation (2.186) and considering again the resistive drops, the

current equation for the qs-axis current component is, for an IPM machine, as

demonstrated in [30]:

Ld
diqs
dt

= −Rsiqs + k · (vds −Rs · ids) + b · (vqs − λω) (2.189)

the factors k and b are defined in equation (2.187) and equation (2.188) for an

IPM, while for a SPM machine

⎧⎪⎨⎪⎩kSPM = 0

bSPM(λ, δ) = λm
λ
· cosδ

(2.190)
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and for a SyR machine,

⎧⎪⎨⎪⎩kSyR = −1
2

(︂
1− Ld

Lq

)︂
sin2δ

bSyR(λ, δ) = −
(︂
1− Ld

Lq

)︂
· cos2δ

(2.191)

For what concerns an IM, the current equation of the qs-axis current component

is, as described in [31]:

σLs
diqs
dt

= −Reqiqs −ωslip · σLs · ids + (vqs − λ ·ωm) (2.192)

where Req = Rs+kr
ks
·Rr and ωslip is the slip speed defined as the difference ω -

ωm.

From the equations previously presented, the following key features of the UD-

FVC can be highlighted [29]:

• One of the main features of the UDFVC is that no particular model accuracy

is required unless the control has to be performed at low speed; as mentioned

before, this allows the flux PI controller closed loop bandwidth not to be

influenced by magnetic saturation phenomena. This regulator directly controls

the stator flux through the ds-axis voltage which is completely decoupled from

the qs-axis as obtained from the previous equations;

• The torque is instead regulated by the qs-axis current component by means

of a PI controller whose closed-loop bandwidth is dependent (as explained in

the previous Section) on the proportional gain and the machine inductance.

According to the different type of motor, the inductance is σLs for IM, Ls for

SPM and Lq for IPM and SyR;

• From equation (2.189), it is clear that the torque response is dependent on the

b factor as analysed in [30]. The control stability dependence on this term will
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be discussed later.

As already mentioned, one of the main advantages of UDFVC is the algorithm

performances in flux-weakening operation where, typically, the MTPV operation oc-

curs. Indeed, when flux-weakening is performed, the machine working region moves

in a zone where the MTPA curve may cross the MTPV trajectory; this happens if

the required speed overcomes a certain limit which is analytically determined for

IM, while must be empirically determined for synchronous machines.

In MTPV operation the objective is to obtain the maximum torque with the

minimum flux; in this working region, many limits are present and must be re-

spected: first of all the voltage and current limits imposed by the inverter and then,

the load angle, for which a maximum value is defined.

In order to maintain the control stable, the load angle δ must always respect

the following condition: δ < δmax. The value of the maximum load angle is machine

dependent.

The torque corresponding to the maximum load angle δmax is called pull-out

torque [29]. From equation (2.182), it is possible to determine the value of this

angle by imposing the partial torque derivate with respect to the load angle δ equal

to zero [29].

Therefore, from

∂T

∂δ
=

3

2
· p · 1

Ld

·
(︃
−Lq − Ld

Lq

· λ2 · cos2δ+ λmλcosδ

)︃
= 0 (2.193)

it follows

Lq − Ld

Lq

· λ2 · cos2δ = λmλcosδ (2.194)

For SyR machine, where λm = 0, the maximum load angle is:

δmax,Syr = 135◦ (2.195)
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This value, which is different from what can be found in the literature, derives

from the unconventional choice of the reference frame. In fact, the typical value for

the maximum load angle is δmax,Syr = 45deg, according to the standard adopted

reference frame.

For SPM motor, since Ld = Lq,

δmax,SPM = 90◦ (2.196)

For IPM machine, the value is dependent on the anisotropy factor, thus the

solution varies between:

90◦ < δmax,IPM < 135◦ (2.197)

If the motor saliency is high, the limit value is close to 135◦, otherwise becomes

close to 90◦ for low-saliency machines.

For IM, from equation (2.185), the derivative as in equation (2.193) is computed

and imposed equal to 0 obtaining the maximum load angle value:

δmax,IM = 45◦ (2.198)

Supposing that the target of the UDFVC is a speed-controlled AC drive, the

control scheme is shown in figures 2.48 and 2.49.

The qs-axis current reference is computed from the torque equation:

T =
3

2
· p · λ · iqs (2.199)

Typically, the flux reference is obtained from the MTPA law, but a simpler
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Figure 2.48: Unified Direct Flux Vector Control scheme

Figure 2.49: Unified Direct Flux Vector Control scheme: inner control loops

control law can be applied, as proposed in [32]:

λ∗ = λm +
|T ∗|
Tnom

· (λnom − λm) (2.200)
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This control law requires less computational effort with respect to the MTPA,

but it is worth mentioning that the terms λnom and Tnom are machine dependent.

Focusing on IPM machines, two conditions must be respected to obtain the best

performances:

• The value of the reference flux when the torque is null shall be exactly equal

to the permanent magnet flux λm;

• The value of the reference flux when the torque value is equal to the rated

torque is derived from the MTPA law, thus the rated torque is maximum for

a given current.

As described at the beginning of the section, the reference frame in which the

UDFVC works is the stator flux reference frame (ds,qs), thus a stator flux observer

is required. It is based on the current-to-flux model at low speed and on back-

electromotive force integration at high speed, as described in [33] and [34].

The employed observer is a reduced-order VIθ closed-loop observer, using the

machine magnetic model defined in the rotor reference frame (dm,qm) and described

in equation (2.180) and equation (2.120), where the crossover frequency between

the models used for low-speed and high-speed corresponds to the observer gain g,

measured in radians per second [29].

The output variables employed in the control algorithm are: the estimated flux

amplitude λ̂, the sine and cosine of the estimated flux phase angle θs = θ+δ with

respect to the reference frame (α,β) and the sine and cosine of the estimated load

angle δ. These last two terms are obtained by rotating the sine and cosine of the flux

phase angle of an angle θ, corresponding to the mechanical angle for synchronous

machines; for IM, it represents the rotor flux vector phase angle obtained from the

rotor flux observer.

The stator flux observer is shown in figure 2.50.
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Figure 2.50: Unified VIθ flux observer

For what concerns the regulators employed in the control scheme, two proportional-

integral controllers are used:

• The flux regulator is characterised by a very fast closed-loop response which

is influenced only by the dynamics of the flux observer whose bandwidth is on

the order of kilohertz [30]; the flux amplitude is thus regulated by controlling

the vds which is decoupled from the voltage ds-axis component.

In the flux-weakening region, the flux reference shall be limited referring to

the inverter maximum voltage Vmax = V dc√
3

. Considering the resistive drops,

the flux reference is:

λ∗
lim ≤ Vmax −Rs · iqs · sign(ω)

|ω|
(2.201)

• The iqs current regulator instead is regulated by controlling the voltage qs-axis

component. The main difference with the flux regulation is that the current

regulation interacts with the flux loop according to equation (2.186). The

presence of the ds-axis voltage component is compensated by the integral action

in steady-state, while the back EMF component is compensated in feedforward

[30].

The current reference is limited according to the maximum inverter current
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Imax as follows:

i∗qs ≤
√︂
I2max − i2ds (2.202)

Another limitation is present in the current reference for the MTPV opera-

tion with the aim of limiting the load angle to the maximum load angle δmax

(corresponding to the condition b = 0).

The MTPV current limitation strategy adopted is developed in [35] and uses

a PI regulator providing as output a negative iMTPV current component which

corrects the maximum level of iqs current to maintain the condition: δ ≤ δmax.

The δmax control scheme is shown in the following figure:

Figure 2.51: δmax control scheme.

As described in [35], the closed-loop bandwidth of the δ PI regulator is:

ωbw,δ =
kp,δ · kp,iqs

λ
(2.203)

where Kp,δ is the proportional δ regulator gain, while Kp,iqs is the proportional

gain of the iqs current regulator.

It can be observed that the closed-loop bandwidth varies according to the

flux amplitude λ, that shall be set to the minimum value corresponding to

the maximum speed. This control loop guarantees that the factor b is always

greater than zero, guaranteeing the control stability as demonstrated in [30].
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The efficiency of this control strategy is proven by experimental results as re-

ported in [29], [30], [32], [35], [36] and [37].
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Chapter 3

Technologies Used -

Software Description

This chapter is dedicated to the description of the baseline on which the AURIX/Arduino-

like Board is based on.

The main elements characterising the baseline are:

• ERIKA OS

• iLLD low-level drivers provided by Infineon

• Complex Device Drivers from I&M

• AURIX/Arduino-like Board Support Package (BSP)

The supported compilers are:

• HighTec (based on GCC)

• Tasking
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In the following sections a focus on the relevant components of the workflow will

be proposed together with the main software used during the thesis work.

3.1 ERIKA Enterprise RTOS v3

ERIKA Enterprise v3 is an open-source RTOS implementation of the OSEK/VDX

API designed for small microcontrollers and supporting last multi- and many-core

chips and officially certified OSEK/VDX for Infineon AURIX™ TriCore.

OSEK/VDX is a standard for software architectures for electronic control units

(ECUs) in the automotive field. It has been created from the merge of two projects

[38]:

• OSEK: Offene Systeme und deren Schnittstellen für die Elektronik im Kraft-

fahrzeug (Open systems and the corresponding interfaces for automotive elec-

tronics) founded in 1993 by a German automotive company consortium and

the University of Karlsruhe.

• VDX: Vehicle Distributed eXecutive, a similar project founded by French cars

manufacturers in 1994.

The reason why OSEK/VDX has been created, is the incompatibility issues of

the control units produced by different automotive companies caused by different

protocols and interfaces.

These problems have been overcome introducing specifications independent from

the HW, scalability between different requirements, portability and reusability of

the application software, specification of abstract interfaces for RTOS and network

management, savings in costs and development time.

The OSEK/VDX consortium provides the OIL language (OSEK Implementa-

tion Language) as a standard configuration language for static definition of RTOS
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objects instantiated and used by the application.

The main features of ERIKA Enterprise are presented in the following [39]:

• Real-time kernel, priority based, with stack sharing for RAM optimization.

• Minimal multithreading RTOS interface. A minimal configuration of ERIKA

Enterprise is typically in the order of 1 to 6 KB of Flash memory.

• RTOS API for: Tasks, Events, Alarms, Resources, Application modes, Semaphores,

Error handling.

• Support for conformance classes (BCC1, BCC2, ECC1, ECC2) to match dif-

ferent application requirements.

• Support for preemptive and non-preemptive multitasking.

• Support for fixed priority scheduling and Preemption Thresholds.

• Support for Earliest Deadline First (EDF) scheduling.

• Support for stack sharing techniques, and one-shot task model to reduce the

overall stack usage.

• Support for shared resources.

• Support for periodic activations using Alarms.

• Support for centralized Error Handling.

• Support for hook functions before and after each context switch.

• Dual license: GPLv2+Linking Exception (for ERIKA Enterprise v2.x and

v3.x), and Commercial (for ERIKA Enterprise v3.x)
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3.2 HighTec Development Platform

The HighTec Development Platform is based on Eclipse, an integrated devel-

opment environment (IDE) developed by Eclipse Foundation and basically written

in C and Java. It is a free and open-source software using plug-ins to implement

functionalities within and on top of the run-time system.

The HighTec Development Platform supports market leading microcontrollers

for automotive and industrial applications, in particular TriCore, AURIX and ARM.

The main features of the toolset are listed below [40]:

• Advanced Multi-core support

• Optimized for Auto-Coding

• Commercial standard and math libraries (no open source, no viral GPL im-

plication)

• Based on industry-standard compiler technologies for highest code portability

• Toolsets contain C compiler, C++ compiler, assembler, linker, IDE and various

utilities

• AUTOSAR MCAL driver support (including sales and on-site training)

• Unique Qkit ISO26262 validation suite for ASIL D certification

• Used by leading Tier1 and OEM, in automotive and industrial markets

3.3 AURIX/Arduino-like Board Support Pack-

age

Considering the baseline previously illustrated, the main element employed in

this thesis work is the Board Support Package developed for the AURIX/Arduino-

like Board.
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The aim of a Board Support Package in embedded systems is to provide a

high-level interface between hardware and the operating system and an interface

to device drivers allowing the communication with hardware’s peripherals such as

memory, communication busses, ADC, Timers, etc.

The BSP developed for the hardware used in this thesis has been focused on the

code generation for the Infineon AURIX™ and allows a quick deploy of application

models in Simulink.

Thanks to the Simulink library, it is possible to create instances of the blocks

composing the library in a Simulink model.

Figure 3.1: AURIX/Arduino-like Library

A description of the main blocks will be set out below [41]:

• GPIO

The TC277 implements digital General Purpose Input/Output port lines and

the related blocks allow to select the desired port pins, determining the port
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functionality and depending on this it is possible to select hysteresis function (if

configured as input) or speed grade (if configured as output). Blocks dedicated

to the read and write functions on the port pin are also present.

• ADC

Only 5 ADC channels have been configured: 2 channels of ADC2 and 3 channels

of ADC7 are available with a fixed ADC resolution of 12 bits. The blocks

related to the ADC allow the start of the background conversion and the

result read from a specific group and channel between the available ones.

• CAN

To use the CAN interface present on the Board, dedicated blocks have been

developed to compose Static CAN messages with a structure which cannot be

modified on run-time, Dynamic CAN messages whose structure can instead be

modified at run-time, to unpack received CAN messages returning the number

of useful bytes and a pointer to the array of data (CAN message payload) and

to send and receive CAN messages.

• PWM

Two main blocks are present allowing the complete configuration of the Timer

T12 to support three-phase PWM generation: CCU6_PWM_Setup allows

configuration of the operating mode of the Timer T12, PWM period and dead-

time period and CCU6_PWM_SetDutyCycle allows to set run-time the duty

cycle of the 3 PWM active channels.

3.4 MATLAB/Simulink

MATLAB (MATrix LABoratory) is a software designed for numerical comput-

ing and it uses a programming language developed by MathWorks®. It supports
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Model-Based Design co-operating with Simulink©, a software designed for mod-

elling, simulations and analysis of dynamic systems used also for code auto gener-

ation, verification and validation of embedded systems.

3.5 Plexim PLECS®

PLECS® by Plexim is a modelling and simulation software for power electronics

systems covering not only the electrical domain but also the magnetic, thermal,

mechanical and control aspects of such a system.

The main features have been set out below divided by domain [42]:

• Electrical domain

Linear and non-linear models of passive, active and electromechanical compo-

nents and models of electrical machines (DC machines, AC induction machine,

AC synchronous machines, switched reluctance machines).

• Control domain

Possibility to realise analog and digital control systems using signal processing

blocks (both continuous and discrete time), C–script blocks for custom func-

tionalities in ANSI C, DLL blocks for compiled object code in the models and

Finite State Machine (FSM) blocks.

• Thermal domain

PLECS can consider the semiconductor’s conditions (forward current, junction

temperature, blocking voltage, etc.) before and after the switching instead of

determining the switching losses from the current and the voltage (using Look-

Up Table).

• Magnetic domain

PLECS magnetic models are based on the permeability – capacitance analogy
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and include saturation, hysteresis and eddy currents phenomena. It can also

model frequency – dependent losses through magnetic resistances.

• Mechanical domain

PLECS allows to model translational and/or rotational motions through non-

linear blocks and, combining them with all the previously described domains,

it is possible to obtain a complete system model, turning to be very useful for

servomechanisms and ePowertrain applications.

• PIL

Using a dedicated package, PLECS can perform a Processor-in-the-Loop sim-

ulations.

Another important feature of PLECS is the Coder: it supports the generation

of ANSI-C code from a PLECS Blockset or PLECS Standalone model [43].

In PLECS environment, the Coder window allows to specify the discretization

step size for the real-time simulation, the simulation method and the floating point

format as shown in figure 3.2.

Figure 3.2: PLECS Coder window: general real-time simulation settings
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This is typically employed in Hardware-in-the-Loop simulations, where the sys-

tem consists of the controller implemented in a real hardware, while the plant is

commonly simulated on a real-time hardware as the RT Box, described in section

4.2.

For this purpose, an RT Box Target support package has been developed by

PLECS to interface with the RT Box itself.

From the Coder window, it is possible to select the desired target from the

Target menu (refer to figure 3.3), defining general settings as the analog input

and output signals voltage ranges, as well as the digital output voltage level to

better interface with the hardware controller peripherals. External mode shall be

necessarily enabled for interfacing with the RT Box.

Once the target has been selected, the External Mode menu allows first to build

the developed model, then to connect the Coder with the RT Box and to control

triggers for the virtual oscilloscope that can be used in the simulation environment

to observe the system behaviour (refer to figure 3.4).

Figure 3.3: PLECS Coder window: Target settings
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Figure 3.4: PLECS Coder window: External Mode settings

3.5.1 RT Box Target Support Library

The support package previously mentioned is composed of different component

allowing the interconnection and signal exchange between the controller peripherals

and the real-time simulation hardware. In the following the main blocks will be

presented:

• Analog In

It allows to receive the output measured voltage in a selectable analog RT Box

input channel. It is possible to scale and introduce an offset on the input signal

according to the formula [44]:

signalout = signalinput · Scale+Offset (3.1)
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Figure 3.5: RT Box Target Support Library: Analog In block (Source: [44])

• Analog Out

It outputs the signal from the simulation environment to a selectable analog RT

Box output channel. The output signal can be modified according to formula

3.1 and the minimum and maximum output voltage can be set to be correctly

interfaced with the input voltage range of the external hardware (i.e., the

controller ADC input voltage range).

Figure 3.6: RT Box Target Support Library: Analog Out block (Source: [44])

• Digital In

It allows to read digital input from a selectable digital RT Box input channel,

defining also the input characteristic (i.e., if an internal pull-up or pull-down

resistor is connected to the digital input).

Figure 3.7: RT Box Target Support Library: Digital In block (Source: [44])

• Digital Out

It sets a digital output to a selectable digital RT Box output channel.
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Figure 3.8: RT Box Target Support Library: Digital Out block (Source: [44])

• PWM Capture

It averages a digital input over the period of a model step. The block output

is the percentage of time during which a digital input signal was active over

the last model step period [44].

Figure 3.9: RT Box Target Support Library: PWM Capture block (Source: [44])
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Chapter 4

Technologies Used -

Hardware Description

This chapter is dedicated to the hardware resources employed in the thesis work

starting with a focus on the custom hardware used as controller to the real-time

machine used for the Hardware–in–the–Loop tests.

4.1 AURIX/Arduino-like Board

The hardware implementing the controller has been developed by Ideas & Motion

S.r.l., a private company located in Cherasco, nearby Turin.

The Board has been developed for the HYPER_SDF project with the objective

to propose an open automotive development platform combining high-performance

multi-core processors and state-of-the-art safety architecture. The computational

platform aims to address future ADAS applications in the Active Safety field per-

forming sensor fusion and providing interconnections with the E/E system of a

vehicle using communication buses such as CAN, LIN, Ethernet.
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Figure 4.1: The AURIX/Arduino-like Board

4.1.1 Infineon AURIX Microcontroller

The core element of the Board is the Infineon AURIX TC277. A 32-Bit Single-

Chip Microcontroller based on the Infineon TriCore Architecture, developed for the

powertrain domain and able to support ASIL D applications.

It is a high-performance microcontroller with three CPU cores with two 32-bit

super-scalar TriCore CPUs each having the following features [45]:

• Superior real-time performance

• Fully integrated DSP capabilities

• Fully pipelined Floating-point unit (FPU)

• up to 200 MHz operation at full temperature range
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• up to 120 Kbyte Data Scratch-Pad RAM (DSPR)

• up to 32 Kbyte Instruction Scratch-Pad RAM (PSPR)

• 16 Kbyte Instruction Cache (ICACHE)

• 8 Kbyte Data Cache (DCACHE)

It also implements [45]:

• 64-Channel DMA Controller with safe data transfer

• Multiple on-chip memories:

– All embedded NVM and SRAM are ECC protected

– up to 4 Mbyte Program Flash Memory (PFLASH)

– up to 384 Kbyte Data Flash Memory (DFLASH) usable for EEPROM

emulation

– 32 Kbyte Memory (LMU)

– BootROM (BROM)

• Hardware I/O Monitor (IOM) for checking of digital I/O

• One Generic Timer Module (GTM) providing a powerful set of digital sig-

nal filtering and timer functionality to realize autonomous and complex In-

put/Output management

• One Capture / Compare 6 module (Two kernels CCU60 and CCU61)

• One General Purpose 12 Timer Unit (GPT120)

• Versatile Successive Approximation ADC (VADC)

– Cluster of 8 independent ADC kernels

– Input voltage range from 0 V to 5.5V (ADC supply)
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• Digital programmable I/O ports

• On-chip debug support for OCDS Level 1 (CPUs, DMA, On Chip Buses)

• multi-core debugging, real time tracing, and calibration

• four/five wire JTAG (IEEE 1149.1) or DAP (Device Access Port) interface

• Power Management System and on-chip regulators

• Clock Generation Unit with System PLL and Flexray PLL

• Embedded Voltage Regulator

A focus on the employed peripherals will be set out below:

VADC

The microcontroller provides a series of analog input channels all connected to a

cluster of A/D converters based on the Successive Approximation Register (SAR).

The Versatile ADC structure is shown in figure (4.2).

The conversion speed and sampling time are adjustable and can be adapted to

sensors. The VADC is capable of a conversion time below 1 µs (depending on result

width and sample time) and it allows to select result width between 8/10/12 bits,

Fast Compare Mode and independent result registers.

For what concerns the conversions result data, they can be preprocess to a certain

extent before being stored for retrieval by the CPU or a DMA channel.

Results of a certain group can be stored in one of the 16 associated group result

registers or in the common global result register (this is what happen when using

the background source). The group result register returns the result value and the

channel number while the global result register returns the result value, the channel

number and the group number.
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Figure 4.2: ADC Structure Overview (Source: [45])

Individual SAR converters have a dedicated S&H unit and the number of input

channels for the chosen microcontroller is 64 divided in 8 groups.

Each converter of the ADC cluster can operate independently from the others,

can be controlled by a dedicated set of registers and triggered by a dedicated group

request source.

The VADC provides two types of request scan sources [45]:

• Queued Request Source

A queued request source supports short conversion sequences (up to 8) of

arbitrary channels (contrary to a scan request source with a fixed conversion

order for the enabled channels). The programmed sequence is stored in a queue

buffer (based on a FIFO mechanism). The requested channel numbers are

entered via the queue input, while queue stage 0 defines the channel to be
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converted next. The trigger and gating unit generates trigger events from the

selected external (outside the ADC) trigger and gating signals. For example,

a timer unit can issue a request signal to synchronize conversions to PWM

events. Trigger events start a queued sequence and can be generated either via

software or via the selected hardware triggers.

• Channel Scan Request Source

The VADC provides two types of channel scan sources:

– Source 1: Group scan source

This scan source can request all channels of the corresponding group.

– Source 2: Background scan source

This scan source can request all channels of all groups. When performing

background scan source, once the conversion is triggered, the A/D convert-

ers start to convert continuously and store the result in the global result

register, but this result is maintained only till the new result is available.

Another important feature provided by the VADC is the possibility to schedule

self-timed conversion as well as triggered by external signals to perform synchro-

nized conversion for parallel sampling (within a synchronization group) to optimize

control of electrical drives and to perform equidistant sampling in a fixed raster

with minimum jitter to optimize filter algorithms or audio applications.

CCU6

The Capture/Compare Unit 6 (CCU6) is a high-resolution 16-bit capture and

compare unit mainly designed for AC drive control.

It is made up of a Timer T12 Block with three capture/compare channels and a

Timer T13 Block with one compare channel. The T12 channels can independently

generate PWM signals or accept capture triggers, or they can jointly generate
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control signal patterns to drive AC-motors or inverters. The CCU6 structure is

shown in figure 4.3.

Figure 4.3: CCU6 Block Diagram (Source: [45])

In this thesis only the Timer T12 has been used. The main features of this Block

are described below [45]:

• Three capture/compare channels, each channel can be used either as capture

or as compare channel

• Generation of a three-phase PWM supported (six outputs, individual signals

for high-side and low-side switches)

• 16-bit resolution, maximum count frequency = peripheral clock

• Dead-time control for each channel to avoid short-circuits in the power stage
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• Concurrent update of T12 registers

• Center-aligned and edge-aligned PWM can be generated

• Single-shot mode supported

• Start can be controlled by external events

• Capability of counting external events

• Many interrupt requests sources

The Timer T12 also allows fast emergency stop without CPU load via external

signal, noise filter for position input signals, integrated error handling and selection

of the output levels to be adapted to the power stage.

Timer T12 is the main unit to generate the 3-phase PWM signals. A 16-bit

counter is connected to 3 channel registers via comparators, that generate a signal

when the counter contents match one of the channel registers contents (a more

detailed description of how it works will be provided in the following).

The Timer T12 receives the input clock from the module clock (received from

the TBU (Time Base Unit)) via a programmable pre scaler and an optional 1/256

divider or from an input signal. These options are controlled via bit fields in the

dedicated block registers.

The T12 can count up or down or up/down depending on the chosen operation

mode and the counting direction is indicated by a direction flag.

The T12 counter register is related to a Period Register defining the maximum

count value for the Timer.

Two operating mode can be selected: the Center-Aligned mode and the Edge-

Aligned mode.

In Edge-Aligned mode, the counter direction is always upwards.
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Referring to the Center-Aligned mode, the count direction of the Timer is set

from up to down (and from down to up) after it has reached the period value. Once

the counter has reached that value (it is important to underline that the counter

exceeds that value by one before counting down causing jitter) a Period Match

signal is generated, and the counting direction is inverted.

The Period Register receives a new period value from its Shadow Period Register

to be loaded on the Period Register only when the Shadow Transfer control signal

is enabled.

The resulting timer period, for Center-Aligned mode, is [45]:

T12PER = (Period-value+ 1) ∗ 2 inT12clocks(fT12) (4.1)

The use of shadow registers not for the period only but for other values related

to the PWM generation allows a concurrent update by software for all relevant

parameters.

Two further signals indicate whether the counter contents are equal to 0000H
(T12_ZM = zero match) or 0001H (T12_OM = one match). These signals control

the counting and switching behaviour of T12.

Figure 4.4: T12 Operation in Center-Aligned Mode (Source: [45])
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The Timer T12 is operated in Compare Mode where three individual compare

channels can generate a three-phase PWM pattern.

Figure 4.5: Compare Operation in Center-Aligned Mode (Source: [45])

What is necessary to distinguish between simulation and real application of AC

drives control, focusing on a three-phase inverter, is that the time instant, in which

a commutation between high-side and low-side switches of one power inverter stage

occurs, is not immediate, but a delay is present depending on the switching time

of the devices from which the inverter is made.

Indeed, in a not ideal switch, turn on and turn off times are not strictly iden-

tical and if during the commutation of high-side and low-side switches these time

intervals overlap, it causes a short-circuit in the power inverter phase.

For this reason, it is recommended to insert a certain amount of time delay also

called “dead time” into the inverter control scheme. In this way, the switch will be

always turned off first and then the other will be turned on after the dead time is

expired so that short-circuits in the power stage can be avoided.

One of the main features of the CCU6 is the Dead-Time Generation block, shown

in figure (4.6), used to solve the previously explained problem by hardware, resulting

in a more reliable solution and delaying the commutation by a programmable time.

The length of the dead time is programmed by a dedicated bit field in the block

registers. This value is the same for all the three channels.
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Figure 4.6: Dead-Time Generation Block Diagram (Source: [45])

4.2 Plexim RT Box

PLECS RT Box is a real – time simulator designed for Hardware-in-the-Loop

testing and emulates power stages of a power electronic system.

The device to be tested, typically a control hardware, is connected to the RT

Box allowing to perform tests without a real plant.

The RT Box uses PLECS environment to interact with the models developed

for simulation purposes, models that can also be employed for HIL testing by using

dedicated blocks to create an interface with the external world.

These blocks allow the definition of the Analog and Digital Input and Output

port of the RT Box.

To simulate a real plant for verification and validation purposes, analysing the

system behaviour during transients and faults and also to avoid conditions which

could be destructive, a simulation time in the order of µs is necessary for testing of

motor drives where PWM frequencies are typically between 5 kHz and 20 kHz.

RT Box can be also used for rapid control prototyping performing as a controller
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for the power stage.

Figure 4.7: Plexim RT Box (Source: [46])

Many interfaces are available for a fast and easy connection of external hardware;

they are presented below [46]:

• The Analog Breakout Board makes the analog inputs and outputs individually

accessible via BNC sockets.

• The Digital Breakout Board makes all digital inputs and outputs accessible

via terminal blocks and pin headers.

• The LaunchPad Interface facilitates a simple connection of the RT Box with

the LaunchPad and LaunchPad XL development kits from Texas Instruments.

• The ControlCard Interface allows to connect various ControlCards from Texas

Instruments with the RT Box.

To facilitate the interface between the RT Box and the Board used during this

thesis work, the LaunchPad Interface Board has been employed.
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Figure 4.8: LaunchPad Interface Board (Source: [47])

For what concerns the RT Box internal architecture, it is equipped with two

ARM cores: one is used to manage all the communications to and from PLECS

and also through the web interface; the second ARM core is used for the real-time

applications.

The block diagram in Fig. 4.9 clarifies the internal RT Box system architecture.

Figure 4.9: RT Box internal architecture block diagram (Source: [44])

Simulations, inside RT Box, are executed with a fixed discretization step, tCycle
and this is the periodic interval at which the step function is executed.

To perform a real-time simulation, the step function must be completely executed

inside the periodic interval defined by the discretization step; if this condition is
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not respected, the overrun error is shown in the RT Box diagnostic panel and by

one of the four external LED.

Fig. 4.10 shown the input/output timing of the RT Box.

Figure 4.10: RT Box I/O timing (Source: [44])

Technical specifications of the RT Box 1 are presented in Appendix
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Chapter 5

Implementation and Results

5.1 Implementation

In section 4.1 has been introduced the Board implementing the controller and

its peripherals with all the possible available resources. The current section is ded-

icated to how these peripherals have been used, describing the selected solutions,

from a hardware point of view; for what concerns the software, the step-by-step

implementation of the control algorithm will be described in the test sections.

Before entering in details, it is worth defining the adopted project assumptions

from which the models have been derived.

The assumptions made for the inverter are presented in the following table:
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Inverter Specifications

Parameter Symbol Value

DC-link Voltage Vdc 400 V

Rated current Imax 200 A

Switching frequency fsw 10 kHz

Dead-time ∆tdt 3 µs

Table 5.1: Inverter assumptions

5.1.1 A/D Converter

For what concerns the analog-to-digital converter, the initial adopted source has

been the background scan source, however, from the tests (described in details

in the following sections), it turned out to be not as performing and reliable as

expected, as well as for the group scan source.

The final choice has been the queue scan source, where selectable ADC channels

are queued and read in the defined order.

In the application shown in this thesis, the ideal configuration for the sampling

of the input quantities would have been the parallel acquisition of all of the desired

quantities through a precise number of independent ADCs, according to the number

of signal to be acquired (one for each ADC group).

However, due to hardware limitations, it has not been possible to apply this

solution; therefore only 5 of the 64 channels have been used:

• 3 channels dedicated to the sampling of the three-phase currents (ADC Group

7; channels 2, 3 and 4);

• 1 channel dedicated to the sampling of the DC-link voltage (ADC Group 2;

channel 0);
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• 1 channel dedicated to the sampling of the signal from the ideal encoder mea-

suring the rotor mechanical angle (ADC Group 2; channel 1).

The VADC has been set up in order to obtain the best possible performances,

thus the maximum available frequency for the VADC module has been exploited

(corresponding to 100 MHz) to reach small conversion times.

It is worth pointing out that, to obtain good control performances, the sampling

of the controlled quantities shall be perfectly synchronized with the execution of

the PWM commands.

5.1.2 Capture/Compare Unit

The PWM generation with dead-time has been entrusted to the CCU6 Timer

T12, used in Center-Aligned Mode.

This choice has been based on the necessity to perform the sampling of the

three-phase currents in a time instant where no commutations of the power stage

occur, to obtain a currents feedback as clean as possible and avoiding sparks on the

acquired signals.

This is required when dealing with AC drives for traction applications where the

currents have relevant values. By using an Edge-Aligned Mode, this result could

not be achieved.

From the converter switching frequency fsw, the switching period Tsw = 100 µs

is obtained; it defines the PWM period to be set for the Timer T12.

Since the counter of the Timer T12 is an up-down counter and since, as previ-

ously mentioned, the sampling synchronization is required, the CCU6 triggers the

ADC conversion in correspondence of the upper vertex of the triangular carrier

of the modulator, starting the control routine with the acquisition of the required

input quantities.
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These quantities are sampled once in a sampling period Ts, imposed to be equal

to the switching period Tsw.

If the conversion is correctly performed (exactly in correspondence of one of

the triangular carrier vertex, assuming 1 sample 1 refresh (1S1R) strategy), for

instance, the current sample is equal to the current average value in that period

(Tsw), thus the ripple does not affect the result.

It is worth mentioning that, when using DSP, delays are introduced (the faster

is the DSP, the smaller is the delay), thus if the quantities are sampled at the time

instant t, the actuation of the computed commands will occur at time t+1.

A double sampling technique could be used to reduce this delay since the quan-

tities are sampled twice in a period Ts.

From the provided basic software, the CCU6 code has been improved with some

features in order to adapt the Board to this thesis application. This is related to

the TRAP functionality, which allows the CCU6 module to provide or not PWM

signals to the output.

In this type of application, it is required that the commutation signals provided

to the inverter, during the start-up procedure, correspond to the open position of

the power switches not to supply current to the load.

Thus two functions, CCU6_EnablePWM and CCU6_DisablePWM have been

created to be interfaced with the GPIO pins of the Board.

5.1.3 GPIO

As described in the previous section, the GPIO have been used to interface the

Board with the RT Box LaunchPad switches, more details will provided in the test

section.

This allows to provide external commands when the corresponding switch is

manually activated.
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Other GPIOs have been used for test purposes.

5.1.4 Debug

Since the Board does not present an adequate number of Digital-to-Analog con-

verter (DAC) outputs, an alternative solution has been proposed for debugging

purposes: in the code, different arrays have been defined with a number of sam-

ples that allow to observe the variables of interest in a sufficient wide time range.

According to the execution time, the samples are collected every 100 µs.

Therefore, an array of 2500 elements can represent an interval of time of 0.25 s.

It is not a huge interval, but it is big enough to observe the behaviour of the system

during transients.

From the Universal Debug Engine (UDE), provided by the HighTec Development

Platform, a .xml file can be exported.

A MATLAB script has been written, reading the file and plotting data as shown

in the tests section.

5.2 Validation

As described in section 2.1, after the controller synthesis, the following step in

the Model-Based Design flow is characterised by offline and real-time simulations,

to test and compare the expected results from the former to the real ones from the

latter.

Section 3.5, describes the software environment used for offline simulations,

where the code to be implemented in the Board is employed to perform SIL tests.

For real-time simulations, the RT Box 1, mentioned in section 4.2 has been used

to emulate the behaviour of the eDrive, with the Board connected, and working as

a controller to test not only the final code, but all the related peripherals.
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The HIL setup scheme is shown in figure 5.1, while the corresponding real HIL

setup is presented in figure 5.2.

Figure 5.1: HIL setup scheme

(a) Top view HIL setup

(b) 3/4 view HIL setup

Figure 5.2: HIL setup
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In the following, the step-by-step procedure from the peripherals test to the

motor control algorithm will be described.

5.3 Test ADC

In section 3.5.1, the main blocks used in PLECS environment, to interface the

RT Box with external elements, have been described.

The aim of this test has been to verify and calibrate the ADC from both RT

Box and Board side.

The schematic in PLECS environment used to perform this test is shown in

figure 5.3

Figure 5.3: PLECS schematic for ADC test

The blocks previously mentioned have been used to adapt the voltage range of

the analog output RT Box signals to the input voltage range of the Board A/D

converters, which is 0 V - 5 V, and scale the analog quantities to be adapted to the

values defined in the assumptions in table 5.1.
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For what concerns the currents, in the blocks Analog Output, the minimum

output voltage and the maximum output voltage have been set to 0 V and 5 V,

respectively.

Since the current minimum and maximum values have been defined to -200 A and

200 A, respectively, according to the formula 3.1, the Scale and Offset parameters

have been set to obtain:

signalout = signalinput ·
5

400
+ 2.5 (5.1)

being 5 the output voltage range, 400 the current values range and 2.5 the offset

to be introduced to obtain the waveform between the desired range.

From the Board side, the signal scaling has been performed with the following

code, considering the resolution of the A/D converter is 12-bit.

// Three-phase currents sampling and scaling

Adc_StartQueueConv( 1, TRUE );

Adc_ReadChRes(4, &iabc.a);

iabc.a = ((iabc.a*400)/4095 - 200);

Adc_ReadChRes(3, &iabc.b);

iabc.b = ((iabc.b*400)/4095 - 200);

Adc_ReadChRes(2, &iabc.c);

iabc.c = ((iabc.c*400)/4095 - 200);

The ratio 400 A/212 = 400 A/4095 defines the resolution of the measure.

For the DC-link voltage the procedure is similar, but the full-scale is different:

the minimum and the maximum value have been defined to 0 V and 550 V, thus

signalout = signalinput ·
5

550
(5.2)

// DC-link voltage sampling and scaling

Adc_StartQueueConv( 0, TRUE );

Adc_ReadChRes(0, &Vdc);

Vdc = ((Vdc*550)/4095);
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Once the signal scaling procedure has been completed, with the help of the Uni-

versal Debug Engine (UDE) window, the precision of the sampled values has been

verified, based on the values imposed in the constant block and in the sinusoidal

wave block, switching between them.

The frequency of the sinusoidal wave has been imposed to be equal to the mod-

ulation carrier frequency (fsw = 10 kHz) to verify that in correspondence of the

sampling instant, the acquired value is exactly the average current value.

This test has been carried out also to verify if the commutation signals generated

by the capture/compare unit have been correctly acquired by the PWM Capture

blocks. A duty-cycle constant value, tunable from the UDE interface, has been set

to test the function CCU6_PWM_SetDutyCycle( duty_a, duty_b, duty_c ) and

the correct dead-time insertion. The result is shown in figure 5.4.

Figure 5.4: Commutation signals acquired by the PWM Capture block

The function allows to set the three main channel duty-cycles; the complemen-

tary channels are obtained accordingly.

The test has given satisfying results, showing that the VADC and CCU6 units
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work properly and the sampled values are very close to the real ones. A ±2 units

accuracy has been observed.

5.4 Test Single Inverter Leg with RL Load

After the correct behaviour of the CCU6 and the PWM Capture blocks has

been verified from the previous test, the one described in the following is aimed to

implement a preliminary inverter configuration, using a single inverter leg with an

RL load (refer to figure 5.5), with fixed input and output voltage to evaluate the

sampled inductor current.

Figure 5.5: Single inverter leg with RL load

The commutation signals have been obtained once again from the function

CCU6_PWM_SetDutyCycle( duty_a, duty_b, duty_c ), where constant duty-cycle

values are imposed, tunable from the UDE interface.

The initial simulation parameters used for this test are shown in the following

table:
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Simulation

System Parameters

Parameter Symbol Value

Phase inductance L 200 µH

Phase resistance R 1 Ω

Output capacitance C 1 mF

Input voltage Vin 100 V

Capacitor initial condition voltage Vout 50 V

Duty-cycle d 50 %

Table 5.2: Single inverter leg with RL load test: default simulation parameters

The capacitance value has been chosen high enough to be approximated as a

constant voltage source.

The PLECS simulation environment employed for this test is shown in appendix

6, in figure 4.

The inductor current has been measured using an ammeter, whose signal is then

addressed to the Analog Output block and thus read by the Board A/D converter.

The test has been performed by changing the parameters defined in table 5.2 and

verifying if the expected current average values (from PLECS virtual oscilloscope)

were equal to the measured ones.

This has been repeated for all the three legs, obtaining almost identical results.

The comparison between expected and measured current average values is shown

in the burn down charts presented in appendix 6 with details on the adopted sim-

ulation parameters and obtained measures.

From the burn down charts, it can be observed that the measured values are

close to the expected ones, except for particular simulation conditions, where very

low inductance and high duty-cycle values have been assumed. To better investigate
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this situation, from the PLECS virtual oscilloscope it has been observed that the

sampling is performed 6 µs before the correct time instant, and thus giving wrong

results.

Anyway, the previously mentioned situation represents a limit case, which is

not reached, typically, in motor control applications, also because traction motors

inductance values are higher than the one considered for this test (typically in the

order of mH).

In any case, this may represents a limiting condition if high performances con-

trol has to be implemented because high current controller bandwidths cannot be

achieved.

A possible solution to this problem could have been to use the second timer

present in the CCU6 unit, Timer T13, to add a programmable delay to the routine

triggered by the Period Match from Timer T12. In this way, when the interrupt

(corresponding to the Period Match condition) is activated, the Timer T13 starts to

count till the set value (equal to the programmable delay that want to be imposed)

is reached. Once a second interrupt, triggered by the counter, has been enabled,

the Timer T13 trigger an A/D conversion.

5.5 Test V/f Control

As explained in section 2.7.1, the V/f control is used for preliminary tests of the

inverter to check that modulation performs in the expected way, for calibrations and

to check if the controller is able to generate a voltage with the reference frequency

and amplitude defined in (d,q) reference frame.
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Offline Simulation

For this type of test, first an offline simulation has been realised trying to re-

produce as accurate as possible the real system where the controller would be

implemented and tested.

A relevant modification has been realised in this simulation that will be also

reported in the one which will interact with the RT Box and the controller Board

(the real-time simulation or HIL simulation): the electrical angle θe is computed

starting from the desired output frequency (the emulation of the encoder has not

been implemented) as shown in appendix, in figure 5.

Anyway the angle range has been chosen in the range between 0 and 2π, to

reproduce the range of the angular position of a rotor, since the final objective is

to drive an AC motor, in particular a synchronous machine.

This is used to create the three-phase voltage system being part of the L-R-E

load, according to the following formulation:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ea = Êcos(θe)

eb = Êcos(θe − 2π
3
)

ec = Êcos(θe +
2π
3
)

(5.3)
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Figure 5.6: Balanced L-R-E load

Concerning the offline simulation, the simple open-loop control algorithm has

been implemented in the block subsystem CONTROL, using a C-script block.

The voltage references are set in the code, receiving the computed angle θe, used

for the direct and inverse rotational transformations.

The voltage references, after the inverse Park and Clarke transformations have

been applied, are in the three-phase reference frame. They are provided as input

to the PWM function, which computes the duty-cycle values to be fed to the mod-

ulation block PWM. The obtained commutation signals are then provided to the

inverter. It is worth mentioning that in this simulation, dead-times have been im-

plemented.

The schematic developed in PLECS environment is shown in appendix, in fig-

ure 5, where the inverter has been implemented as shown in figure 5.7, using the

proposed PLECS configuration Sub-cycle Average for the IGBT Half Bridges:
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Figure 5.7: Inverter implemented in PLECS for both offline and Hardware-in-the-
Loop simulation

HIL Simulation

In the HIL simulation (refer to appendix, figure 6), few changes have been applied

to interface the real-time machine to the controller. The schematic modifications

concerned how the commutation signals are provided to the inverter, in fact the

PWM Capture blocks have been used (as in the previous tests).

The discretization step size has been chosen to be equal to 3 µs, according to

the maximum RT Box capability for this simulation (the diagnostic tool allows to

understand which is the maximum step size that can be chosen, reporting an error

if overrun occurs).

5.5.1 Test V/f Control - Simulation 1

A first simulation has been implemented using the system parameters defined

in the following table.
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Simulation 1

System Parameters

Parameter Symbol Value

Phase inductance L 1 mH

Phase resistance Rs 100 mΩ

Back EMF peak value Ê 50 V

d-axis voltage reference Vd,Ref 100 V

Desired output frequency fo 50 Hz

Table 5.3: V/f control test: simulation 1 parameters

The obtained results are shown in figure 5.8 and figure 5.9.

What can be observed is that the phase currents present a phase shift with

respect to the E component of the load, this is due to the high inductances value,

which makes the voltage drop across the inductor higher (since the inductor voltage

is proportional to the inductance value) and, considering the phasor diagram, this

contributes to the phase shift between the two vector (inductor voltage vector and

voltage generator vector).

In particular, in figure 5.9, it can be observed how the phase voltages are dis-

torted; the main reason of this distortion is related to the presence of the dead-times.

With the chosen high inductance value it is not so evident in the phase currents,

but it still present.
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5.5 – Test V/f Control

(a) Test V/f control offline simulation 1: output phase currents

(b) Test V/f control HIL simulation 1: output phase currents

Figure 5.8: Test V/f control simulation 1 results
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(a) Test V/f control offline simulation 1: output phase voltages

(b) Test V/f control HIL simulation 1: output phase voltages

Figure 5.9: Test V/f control simulation 1 results
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5.5.2 Test V/f Control - Simulation 2

A second simulation has been performed using the system parameters defined

in the following table.

Simulation 1

System Parameters

Parameter Symbol Value

Phase inductance L 1 mH

Phase resistance Rs 100 mΩ

Back EMF peak value Ê 50 V

d-axis voltage reference Vd,Ref 200 V

Desired output frequency fo 50 Hz

Table 5.4: V/f control test: simulation 2 parameters

The obtained results are shown in figure 5.10 and figure 5.11.

What it is worth highlighting in this simulation is the peak value of the phase

currents: it is clear that in real applications the currents are limited by the inverter

and current protection solutions should be implemented. Anyway, what is interest-

ing is that if in Simulation 1, the phase currents peak value is close to the peak

value of the phase voltages, this does not happen in Simulation 2.
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(a) Test V/f control offline simulation 2: output phase currents

(b) Test V/f control HIL simulation 2: output phase currents

Figure 5.10: Test V/f control simulation 2 results
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(a) Test V/f control offline simulation 2: output phase voltages

(b) Test V/f control HIL simulation 2: output phase voltages

Figure 5.11: Test V/f control simulation 2 results
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5.6 Test I-f Control with L-R-E Load

The aim of the I-f control, as explained in section 2.7.2 is to verify the correct

inverter operations and tune PI current regulators parameters. The adopted control

scheme is reported in figure 2.38.

Offline Simulation

Even for this type of test, first an offline simulation has been realised trying to

reproduce as accurate as possible the real system where the controller would be

implemented and tested.

For this purpose an Analog Conditioning subsystem has been introduced taking

into account for the signal conditioning circuit, considering gain, offset and a low-

pass filter:

Figure 5.12: Analog conditioning circuit

The control is performed using the C-script block provided by PLECS, where

the algorithm has been implemented. It receives as input the three-phase currents,

the DC-link voltage, the electrical angle θe, an enable signal and the reference value

for the current in the d-axis.

The outputs are the duty-cycle values, going as input to the PWM subsystem,

performing the modulation, and providing as output the commutation signals for
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5.6 – Test I-f Control with L-R-E Load

the legs of the three-phase inverter.

The sampling of the three-phase currents and the DC-link voltage has been also

simulated.

The modification introduced in section 5.5 for the computation of electrical angle

θe from the desired output frequency is also applied here. Even in this case, it is

assumed for all the following tests that the desired output frequency is fo = 50 Hz.

The schematic developed in PLECS environment is shown in appendix, in figure

7.

The next step has been the definition of load values, assuming that the DC-link

voltage is always fixed at Vdc = 400 V, they have been chosen similar to the ones

of a real synchronous machine.

HIL Simulation

The simulation developed in PLECS environment for the HIL test is shown in

appendix, in figure 8; differences between the model used for simulation in PLECS

and for simulation in the RT Box have been highlighted in the previous section and

are still valid.

The discretization step size has been chosen to be equal to 3 µs.

5.6.1 Test I-f Control with L-R-E Load - Simulation 1

For a first simulation, a step response has been implemented and the following

values have been used:
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Simulation 1

System Parameters

Parameter Symbol Value

Phase inductance L 100 µH

Phase resistance Rs 30 mΩ

Back EMF peak value Ê 50 V

d-axis current reference Id,Ref 50 A

Simulation 1

Control Parameters

Parameter Symbol Value

PI current controller bandwidth ωb,current 2πfsw
15

PI current controller zero frequency fzero,current fb,current·15
PI current controller proportional constant Kp 2π· fb,current·L

PI current controller integral constant Ki 2π·fzero,current·Kpi

Table 5.5: I-f control with L-R-E load test: simulation 1 parameters

Starting from the following parameters, the simulation has been performed.

The same parameters have been used in the HIL simulation carried out with the

interaction between RT Box and Board.

The obtained results from the offline simulation have been compared with the

HIL simulation. The comparison is shown in figure 5.14.

What can be observed from the results is that the currents obtained from the

HIL simulation present a higher distortion with respect to the output currents of

the offline simulation. This could be caused by the difference type of simulation

(since the offline simulation is performed with a variable step solver, while the HIL
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simulation is necessarily performed with a fixed step solver); it is also important

to evidence that delays may have been introduced by the internal hardware of the

RT Box and the Board.

It is also worth mentioning that from the currents behaviour it is easy to un-

derstand how the presence of the dead-time contributes to the distortion of the

currents themselves. Performing a Fourier analysis in PLECS, it has been observed

that a sixth harmonic distortion is present in the q-axis current. This is caused by

the fact that zero-crossing is performed six times in a period.

Figure 5.13: Harmonic spectrum of the output currents in the (d,q) reference frame

It is also interesting to see how the two PI current regulators behave during

the HIL simulation. In figure 5.15 and in figure 5.16 it is clearly observed how the

integral action tries to compensate for the presence of the E component of the

L-R-E load, since it is seen by the system as an additive disturbance.
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(a) Offline simulation 1: output currents

(b) HIL simulation 1: output currents

Figure 5.14: Simulation 1 results.
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Figure 5.15: Simulation 1: behaviour of the PI d-axis current regulator

Figure 5.16: Simulation 1: behaviour of the PI q-axis current regulator
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5.6.2 Test I-f Control with L-R-E Load - Simulation 2

A second test has been performed by changing the resistance value and the

reference current value for the d-axis, as shown in the following table (even in this

case a step response has been analysed):

Simulation 2

System Parameters

Parameter Symbol Value

Phase inductance L 100 µH

Phase resistance Rs 100 mΩ

Back EMF peak value Ê 50 V

d-axis current reference Id,Ref 100 A

Simulation 2

Control Parameters

Parameter Symbol Value

PI current controller bandwidth ωb,current 2πfsw
12

PI current controller zero frequency fzero,current fb,current·15
PI current controller proportional constant Kp 2π· fb,current·L

PI current controller integral constant Ki 2π·fzero,current·Kpi

Table 5.6: I-f control test with L-R-E load: simulation 2 parameters

The aim of this simulation has been to observe the performances of the control,

in a more demanding situation in terms of current reference and current controller

bandwidth. Currents present a lower distortion, this is also related to the different

resistance value.
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On the other side, oscillations are observed at the start up: this means that,

with the current reference required in this simulation, the control is stressed. The

results are shown in figures 5.17, 5.18 and 5.19.

(a) Offline simulation 2: output currents

(b) HIL simulation 2: output currents

Figure 5.17: Simulation 2 results
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Figure 5.18: Simulation 2: behaviour of the PI d-axis current regulator

Figure 5.19: Simulation 2: behaviour of the PI q-axis current regulator

170



5.6 – Test I-f Control with L-R-E Load

5.6.3 Test I-f Control with L-R-E Load - Simulation 3

The last performed test is aimed to analyse the system behaviour in response to

a ramp input, the simulation data are shown in the following tables:

Simulation 3

System Parameters

Parameter Symbol Value

Phase inductance L 100 µH

Phase resistance Rs 100 mΩ

Back EMF peak value Ê 50 V

d-axis current reference (ramp from 0 A) Id,Ref 80 A

Ramp slope 2000 A/s

Simulation 3

Control Parameters

Parameter Symbol Value

PI current controller bandwidth ωb,current 2πfsw
15

PI current controller zero frequency fzero,current fb,current·15
PI current controller proportional constant Kp 2π· fb,current·L

PI current controller integral constant Ki 2π·fzero,current·Kpi

Table 5.7: I-f control test with L-R-E load: simulation 3 parameters

For this simulation, a higher number of samples has been required from the

debugger to better analyse the system response. The aim of this simulation is

to observe how the current behaves when the input does not changes abruptly,

as in the previous step response simulations, but increases linearly in time with
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a constant slope (computed relatively to the switching period). This could be a

typical situation for a real motor when speed increases linearly.

The results are shown in figure 5.20, 5.21 and 5.22

(a) Offline simulation 3: output currents

(b) HIL simulation 3: output currents

Figure 5.20: Simulation 3 results
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Figure 5.21: Simulation 3: behaviour of the PI d-axis current regulator

Figure 5.22: Simulation 3: behaviour of the PI q-axis current regulator
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5.7 Test I-f Control with IPM Motor

Once a basic I-f control has been implemented and tested with a static load,

a preliminary motor control has been realised, using a motor model, provided by

PLECS, with a real motor parameters shown in the following table:

Motor Parameters

Parameter Symbol Value

Phase resistance (@ 20 ◦C) Rs 77 mΩ

Direct load inductance (150 A, MTPA) Ld 1.07 mH

Quadrature load inductance (150 A, MTPA) Lq 0.79 mH

Leakage inductance Lσ 10 µH

Torque (@ 150 A, MTPA) T 150 Nm

Characteristic current Io 150 A

Magnetic flux λm 0.14 Vs

DC-link voltage Vdc 400 V

Pole pairs p 4

Table 5.8: I-f control test with IPM motor: model parameters

The adopted convention for the IPM machine is the SPMSM one, with the d-axis

defined according to the direction of the magnets north pole N.

This has been chosen since the motor model employed, in both offline and HIL

simulations, is based on a PMSM with sinusoidal back EMF, where constant pa-

rameters can be used.

The speed is imposed to the motor by a Rotational Speed (Controlled) block,

where the rotor mechanical angle and rotor mechanical rotational speed are mea-

sured by means of the Angle Sensor and the Rotational Speed Sensor blocks, re-

spectively. The measured quantities are thus provided to the control system.
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The motor model allows to obtain, by using the Probe block, the following motor

quantities:

• Stator phase currents ia, ib, ic in A

• Stator flux linkages λd, λq (in the (d,q) reference frame) in Vs

• Rotational speed ωm in rad/s

• Rotor position θm in rad

• Electromagnetic torque Tem of the machine in Nm

The purpose of this simulation is to verify that the previously implemented I-f

control algorithm is suitable for controlling a motor.

This motor model, as mentioned, provides the rotor mechanical angle, with a

range (in rad) between -π to π. For this reason the parameters in the Analog Output

block had to be adapted following the procedure described in section 5.3.

A preliminary simulation has shown a particular periodical behaviour of the

motor quantities, presenting spikes. Further investigations, highlighted that this

problem is related to the sampling of the mechanical angle.

Actually, the Board A/D converter has not been able to correctly acquire the

angular position because of a low-pass filter from the hardware side. This filter

presents a cut-off frequency of fc = 159.15 kHz and in particular a too high capaci-

tance of 10 nF. This does not allow the A/D converter to reach the 0 when reading

a value, causing an anomalous behaviour in the presence of the discontinuity when

the angle changes from π to -π. This behaviour is shown in figure 5.23. A suitable

value for the low-pass filter cut-off frequency would have been in the order of few

MHz.

Since this has represented a blocking problem, difficult to overcome from the

hardware side, the proposed solution has been to directly obtain from the simulation
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Figure 5.23: Rotor mechanical angle signal behaviour after the low-pass filter in
correspondence of the discontinuity

environment (for both offline and HIL simulations) the sine and cosine of the rotor

electrical angle.

This also required few modifications of the A/D converter usage: the DC-link

voltage is no more sampled, but imposed as a constant in the control algorithm. In

this way, the two signals corresponding to sinθe and cosθe are acquired and directly

used for the rotational transformations.

Offline Simulation

The offline simulation environment is shown in appendix, in figure 9.

As can be observed, changes have been applied to the three-phase PWM mod-

ulator block to obtain a better simulation of dead-times.

Also the inverter model has been changed with an instantaneous model, where

the components, and in particular the switches, are not simulated with a sub-

cycle average model. This has been done to allow, for further implementations, the

development of dead-time compensation techniques. The procedure for a robust

implementation of dead-time compensation is described in [48].
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The motor model used for offline simulation is based on the traditional Rotor

Reference Frame, where the electrical model is defined transforming the three-phase

quantities in (d,q) axis ones, resulting in constant parameters in the differential

equations, to obtain an efficient model from the computational point of view.

HIL Simulation

In the HIL simulation environment, shown in appendix, in figure 10, since it is

performed with a fixed discretization step, the inverter model, as well as the motor

model employed in the offline simulation, cannot be used. In particular for the

motor, the Voltage-behind-reactance model is employed, since the Rotor Reference

Frame option presents variable inductances, capacitances and resistances, that do

not make it suitable for real-time simulations with fixed step solvers.

For what concerns the inverter model, the one presented in section 5.5 has been

employed.

5.7.1 Test I-f Control with IPM Motor - Simulation 1

The simulation has been performed with the parameters specified in the following

table:

Simulation Parameters

Parameter Symbol Value

d-axis current reference Id,Ref 0 A

q-axis current reference Iq,Ref 0 A

Imposed speed (constant) ωm 100 rpm

Table 5.9: I-f control test with IPM motor model: simulation 1 parameters

The aim of this simulation is to verify that the vector control is synchronised

with the rotor angular velocity.
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Since both current references in d-axis and q-axis have been set to 0, the expected

result is that, if the modulation is enabled, just small currents should be present,

according to the imposed speed value. The obtained results have been compared

and, apart from the difference caused by the simulation setting (variable step for

the offline simulation and fixed step for the real-time simulation), as noise having

the same period of the discretization step, the results are similar.

In particular the presence of this noise has been observed in correspondence of

the condition in which the commutation signals are equal to zero: for the offline

simulation, as expected, the output currents are null, since all the power switches

are open. In the HIL simulation, the presence of a current has been observed.

This is related to the adopted inverter model; further investigations have allowed

to understand that the measured output current values are the same as the DC

source current.

Figure 5.24: Load currents and DC-link currents when no modulation is performed

As can be observed from the figure above, the amplitude of the stator phase

currents is exactly the same as the one of the DC-link current, proving that the

previous hypothesis is correct.
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5.7.2 Test I-f Control with IPM Motor - Simulation 2

The simulation has been performed with the parameters reported in the table

5.10, where a step response in analysed for the current in the q-axis. The imposed

speed is 1000 rpm and a fast start-up has been simulated; at time t = 0.12 s the

current step acts.

Simulation 2

System Parameters

Parameter Symbol Value

d-axis current reference Id,Ref 0 A

q-axis current reference Iq,Ref 50 A

Imposed speed (ramp from 0 rpm) ωm 1000 rpm

Acceleration 10000 rpm/s

Simulation 2

Control Parameters

Parameter Symbol Value

PI d-axis current controller bandwidth ωb,current,d 2πfsw
20

PI q-axis current controller bandwidth ωb,current,q 2πfsw
20

PI d-axis current controller zero frequency ωzero,current,d
Rs

Ld

PI q-axis current controller zero frequency ωzero,current,d
Rs

Lq

PI d-axis current controller proportional constant Kp,d ωb,current,d·Ld

PI d-axis current controller integral constant Ki,d ωzero,current,d·Kp,d

PI q-axis current controller proportional constant Kp,q ωb,current,q·Lq

PI q-axis current controller integral constant Ki,q ωzero,current,q·Kp,q

Table 5.10: I-f control test with IPM motor model: simulation 2 parameters
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In this simulation, since the current has been applied only on the q-axis, the

resulting motor behaviour is similar to an SPM machine and the torque is clearly

composed of the alignment torque component only.

This test is aimed to analyse the behaviour of the current in the q-axis when an

abrupt change occurs and, as a consequence, how the motor electromagnetic torque

react to this stimulus.

In this simulation the feedforward compensation on the PI regulators has been

applied, as described in section 2.7.2.

To do it, the computation of the speed from the rotor angle is necessary, thus

the following formulation has been used:

ωe = [sinθe(k) · cosθe(k − 1)− cosθe(k) · sinθe(k − 1)] · fsw (5.4)

And the corresponding code,

SinCosRotPrev.sin = SinCosRot.sin;

SinCosRotPrev.cos = SinCosRot.cos;

SinCosRot.sin = sinTheta_e;

SinCosRot.cos = cosTheta_e;

// Electrical rotational speed computation

w_e = ( SinCosRot.sin * SinCosRotPrev.cos - SinCosRot.cos *

SinCosRotPrev.sin ) * fs;

The results from both offline and HIL simulations are shown in figures 5.25 and

5.26, respectively. The simulation time window of 0.25 s has been restricted to

better observe the transient response of the system.
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(a) Offline simulation 2: electromagnetic torque and speed

(b) HIL simulation 2: electromagnetic torque and speed

Figure 5.25: Simulation 2 results
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(a) Offline simulation 2: (d,q) reference frame output currents

(b) HIL simulation 2: (d,q) reference frame output currents

Figure 5.26: Simulation 2 results
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5.7.3 Test I-f Control with IPM Motor - Simulation 3

Considering the control technique applied in this simulation, two possible further

implementations are possible.

The reference values for both d-axis and q-axis currents could be imposed start-

ing from a torque reference and from the relation between them.

From this, an MTPA locus can be defined, laying the groundwork for the Field-

Oriented Control technique.

The MTPA is a curve of the currents or flux values which minimises the stator

current amplitude, given a reference torque and assuming the machine is working

in the constant torque region. Since the current amplitude is minimised, also stator

copper losses are reduced, therefore the MTPA region can be considered, at low

speed, close to the maximum efficiency condition.

The alternative could be to implement a flux observer and an MTPA which

provides both q-axis current and flux amplitude references. This approach lead to

the Direct-Flux Vector Control technique.

In this simulation, the first solution has been first implemented, where the MTPA

has been obtained from a MATLAB script, starting from the machine and inverter

parameters, assuming magnetic linearity and constant values for motor inductances

and resistance.

The obtained maps have been included in the control system in the form of

Look-Up Tables, and read by a proper function in the control routine, given the

torque reference.

Even in this case, a fast start-up situation is simulated, with an imposed speed of

1000 rpm with an acceleration of 10000 rpm/s. The adopted simulation parameters

are shown in table 5.11.
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Simulation 3

System Parameters

Parameter Symbol Value

Reference Torque TRef 100 Nm

Imposed speed (ramp from 0 rpm) ωm 1000 rpm

Acceleration 10000 rpm/s

Simulation 3

Control Parameters

Parameter Symbol Value

PI d-axis current controller bandwidth ωb,current,d 2πfsw
15

PI q-axis current controller bandwidth ωb,current,q 2πfsw
15

PI d-axis current controller zero frequency ωzero,current,d
Rs

Ld

PI q-axis current controller zero frequency ωzero,current,d
Rs

Lq

PI d-axis current controller proportional constant Kp,d ωb,current,d·Ld

PI d-axis current controller integral constant Ki,d ωzero,current,d·Kp,d

PI q-axis current controller proportional constant Kp,q ωb,current,q·Lq

PI q-axis current controller integral constant Ki,q ωzero,current,q·Kp,q

Table 5.11: I-f control test with IPM motor model: simulation 3 parameters

The obtained MTPA loci are shown in figures 5.27 and 5.28.
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5.7 – Test I-f Control with IPM Motor

Figure 5.27: MTPA trajectory in the (id,iq) plane

Figure 5.28: d-axis and q-axis current MTPA values

The simulation results are presented in figures 5.29 and 5.30, proving the MTPA
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provides the current references values correctly.

(a) Offline simulation 3: electromagnetic torque and speed

(b) HIL simulation 3: electromagnetic torque and speed

Figure 5.29: Simulation 3 results
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5.7 – Test I-f Control with IPM Motor

(a) Offline simulation 3: (d,q) reference frame output currents

(b) HIL simulation 3: (d,q) reference frame output currents

Figure 5.30: Simulation 3 results
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Chapter 6

Conclusions

During this thesis work, a review of the state-of-the-art for what concerns motor

control techniques and the hardware and software solutions for its implementation

in traction applications, has been proposed.

Supporting the theoretical aspects, different offline simulations have been first

performed to evaluate the control code to be later implemented in the target hard-

ware.

Before this, the employed Board peripherals have been tested using ad hoc de-

veloped tests with the real-time machine RT Box.

Later, a step-by-step procedure has been followed starting from a simple open-

loop control to a closed-loop current control with a static load and then a closed-loop

current control with an IPM motor model based on a real motor data. It has been

also improved deriving MTPA trajectories for both stator currents and stator flux

to be used for further control techniques implementations, as FOC and UDFVC.

All the previously mentioned steps have been validated with Hardware-in-the-

Loop tests which allowed to verify the suitability of the Device Under Test for

motor control applications.

The algorithm implemented in this thesis, before being experimentally tested

with a real motor test bench, should be subjected to many enhancements; starting
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from proper dead-time compensation techniques, to the development of a robust

control strategy as the Direct-Flux Vector Control, supporting also the operation

in MPTV region and resulting to be more performing with respect to the Field-

Oriented Control according to the reviewed literature.

Considering the initial thesis objectives, the implementation of the motor control

algorithm has required more time than the expected and it has not been possible

to provide an equivalent implementation based on the auto-generated code using

the developed Board Support Package, since many issues from the Board software

sides have been encountered.

This would have required improvement of the previously mentioned BSP and

re-implementation of some blocks according to the new required specifications.

In view of the above, it has not been possible to compare the performances of the

two different approaches and that the employed Board presents many limitations

from both hardware and software sides, but with focused improvements aimed at

exploiting Infineon AURIX MCU maximum computation capabilities together with

the performances of the RTOS, it can be used for high performances control.

In conclusion, my personal contribution brought with thesis work has been to

prove that the employed Board, basically do not developed for motor control ap-

plications, but mainly for functional safety and ADAS ones, can be also employed

in electrical traction in the automotive field, according to the previously mentioned

improvements.
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Appendix A

The test cases performed for the single inverter leg with RL load, addressed

in section 5.4, are here presented in details, starting from the default parameters

defined in table 5.2.

The following table shows the obtained results for the three inductor currents.

The first column indicates which parameter has been changed with respect to the

default ones.
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ia

Test Conditions Test Case Average Value
(Expected)

Average Value
(Measured)

Default 1 47 48
duty-cycle = 60% 2 57 59
duty-cycle = 70% 3 67 69
duty-cycle = 80% 4 77 78
duty-cycle = 90% 5 87 89
duty-cycle = 99% 6 97.05 97
duty-cycle = 10% 7 7 7
duty-cycle = 5% 8 2 1
L = 100 µH 9 47 50
Vin = 80 V 10 37.7 38
L = 100 µH, duty-cycle = 60% 11 57 61
L = 100 µH, duty-cycle = 70% 12 67 71
L = 100 µH, duty-cycle = 80% 13 77 82
L = 100 µH, duty-cycle = 90% 14 87 90
L = 100 µH, duty-cycle = 99% 15 97 97
L = 100 µH, duty-cycle = 10% 16 7 7
L = 100 µH, duty-cycle = 5% 17 2 1
L = 100 µH, Vin = 80 V 18 38 40
L = 100 µH, Vin = 80 V 19 23.5 25
L = 100 µH, Vin = 80 V, duty-cycle = 90% 20 43.5 45

Table 1: Expected and measured current ia values with test conditions

Figure 1: Burn down chart showing the expected and the measured ia current
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ib

Test Conditions Test Case Average Value
(Expected)

Average Value
(Measured)

Default 1 47 48
duty-cycle = 60% 2 57 58
duty-cycle = 70% 3 67 69
duty-cycle = 80% 4 77 79
duty-cycle = 90% 5 87 89
duty-cycle = 99% 6 97.05 97
duty-cycle = 10% 7 7 6
duty-cycle = 5% 8 2 1
L = 100 µH 9 47 50
Vin = 80 V 10 37.7 39
L = 100 µH, duty-cycle = 60% 11 57 59
L = 100 µH, duty-cycle = 70% 12 67 71
L = 100 µH, duty-cycle = 80% 13 77 83
L = 100 µH, duty-cycle = 90% 14 87 91
L = 100 µH, duty-cycle = 99% 15 97 97
L = 100 µH, duty-cycle = 10% 16 7 7
L = 100 µH, duty-cycle = 5% 17 2 1
L = 100 µH, Vin = 80 V 18 38 39
L = 100 µH, Vin = 80 V 19 23.5 24
L = 100 µH, Vin = 80 V, duty-cycle = 90% 20 43.5 45

Table 2: Expected and measured current ib values with test conditions

Figure 2: Burn down chart showing the expected and the measured ib current
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ic

Test Conditions Test Case Average Value
(Expected)

Average Value
(Measured)

Default 1 47 47
duty-cycle = 60% 2 57 58
duty-cycle = 70% 3 67 69
duty-cycle = 80% 4 77 79
duty-cycle = 90% 5 87 89
duty-cycle = 99% 6 97.05 97
duty-cycle = 10% 7 7 6
duty-cycle = 5% 8 2 1
L = 100 µH 9 47 49
Vin = 80 V 10 37.7 39
L = 100 µH, duty-cycle = 60% 11 57 61
L = 100 µH, duty-cycle = 70% 12 67 70
L = 100 µH, duty-cycle = 80% 13 77 82
L = 100 µH, duty-cycle = 90% 14 87 91
L = 100 µH, duty-cycle = 99% 15 97 97
L = 100 µH, duty-cycle = 10% 16 7 7
L = 100 µH, duty-cycle = 5% 17 2 1
L = 100 µH, Vin = 80 V 18 38 40
L = 100 µH, Vin = 80 V 19 23.5 24
L = 100 µH, Vin = 80 V, duty-cycle = 90% 20 43.5 44

Table 3: Expected and measured current ic values with test conditions

Figure 3: Burn down chart showing the expected and the measured ic current
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Test Single Inverter Leg with RL Load

Figure 4: PLECS schematic for single inverter legs with RL load HIL test
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Test V/f Control

Figure 5: System overview of PLECS offline simulation for V/f control test

198



– Appendix B

Figure 6: System overview of PLECS HIL simulation for V/f control test
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Test I-f Control with L-R-E Load

Figure 7: System overview of PLECS offline simulation for I-f control with L-R-E
load test
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Figure 8: System overview of PLECS HIL simulation for I-f control with L-R-E
load test
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Test I-f Control with IPM Machine

Figure 9: System overview of PLECS offline simulation for I-f control test with IPM
motor
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Figure 10: System overview of PLECS HIL simulation for I-f control test with IPM
motor
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