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Chapter 1

Introduction

The remarkable development of Information Technology has improved many aspects

of our lifes, making easier tasks usually performed by humans and decreasing the

probability of error associated. As regards the positive contribution of these new

technologies to the field known as Data Science, automatic and innovative tech-

niques have been used to collect and process the data.

Deepening the analysis related to the collection of data it is inevitable to introduce

the term Internet of Things identified by the abbreviation IoT, that is one of the

most popular IT word of the moment. The term has been introduced twenty years

ago more or less and Kevin Ashton, co-founder of MIT’s Auto-ID Center, is credited

by most sources with coining it. IoT identifies a network of devices connected ex-

ploiting a wireless connection that collect a set of data in any kind of environment,

and finally redirect this stream to a cloud infrastructure. The automotive field has

enjoyed the benefit of IoT widely replacing the old techniques based on cumbersome

and heavy cables with the CAN(Controller Area Network) bus technology. This

kind of technology is based on a smart network that allows to connect easily a cer-

tain number of devices employed to collect data, moreover they solved most of the

problems related to the previous technologies. For instance, the centralized error

management ensures that the collisions between messages sent by different sensors

in the same moment are transmitted again with a short delay, furthermore the good

resistance to external disturbances represents an innovative feature. The automotive

field, benefiting from this innovative tool, identifies a large variety of heterogeneous

vehicles. For instance the normal cars or street sweepers used in a urban context or
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further vehicles employed in a more specific environment(excavators, refuse trucks,

etc.)

The data collected with the CAN bus is used mainly to represent statistics and

predict the most important aspects associated to the vehicles, for example the fuel

consumption, the usage in a future time period or when a predefined set of opera-

tions must be performed on a vehicle to prevent failures of critical issues. The latter

application is generally called predictive maintenance and is the real-time analysis

and monitoring operation to check all the values related to the performance of an

asset. If the data collected exceeded a threshold value certain actions must be per-

formed. Forecasting means applying a set of techniques, belonging to the subfield

of artificial intelligence, known as Machine Learning.

The work done in this thesis has been carried out in collaboration with TIERRA

SpA, which is a private company offering telematics services to industrial vehicle

makers. The considered vehicles are equipped with innovative devices and are lo-

cated on working sites, a large variety of machines are available(e.g. excavator,

street sweeper machines, refuse compactor, etc.). TIERRA SpA has collected a

large amount of historical vehicle usage data from a large set of heterogeneous vehi-

cles located in different countries, data describes per-vehicle usage patterns in terms

of utilization hours, fuel consumption, the info indicating the usage threshold at

which the maintenance operation must be performed and further aspects associated

to the vehicle usage. The data were aggregated on a daily basis and are collected

during a period of four years in the best case, or two years in the worst case. The

consideration on the available data suggest us that they are ordered observations

equally distributed over the time, technically they are a Time Series. Like any

data set subjected to a deep analysis, a set of operations must be performed to

transform the raw data provided by TIERRA Spa in a more representative format,

this phase is usually known as data preparation. In our case the data belonging to

different tables are integrated in a relational dataset, preprocessed using established

data mining techniques, and transformed to perform further analysis.

Main goal of this thesis is to predict, using Machine Learning algorithms(supervised

techniques), how many days/weeks until to the maintenance and if it will be nec-

essary to carry out maintenance on the next day or week, all the ML models were
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trained exploiting the historical vehicle usage series. This task is linked to achieving

a usage threshold expressed in hours for most vehicles. The correlation between

the usage of a vehicle and the maintenance aspects required an analysis aimed at

illustrating for each model the usage patterns, and the usage values distribution.

These parameters are relevant because allow understanding if a single prediction

model can be used for different models, or vehicles of a same model, and how well

the regression algorithms could work in general having to forecast intervals of values

more or less limited.

We need to predict either the number of days/weeks to maintenance or whether

the next day/week a maintenance operation will be due, for this reason regression

and classification algorithms have been applied choosing techniques based on differ-

ent approaches: Linear Regression, Support Vector Machine, Random Forest(based

on bagging) and Gradient Boosting(based on boosting). As regard the regression

phase, the mentioned algorithms have been applied following two methodologies:

• Methodology 1: the target variable we forecast is days to maintenance or

weeks to maintenance, we identify it with the name PredictDays2Maintenance

and PredictWeeks2Maintenance

• Methodology 2: this approach predict the utilization hours on the next days

until the usage threshold is reached. However, we can exploit these forecasts

to achieve the values of days to maintenance, computing the difference in days

between the date the threshold is reached and the date on which we make the

prediction. We identify it with the name CumulateDailyPredictions

To quantify the results achieved with the two methodologies the residual error was

computed for the weeks and days closer to the date of maintenance task(thirty days

and ten weeks), for classification algorithms the classic metrics precision, recall and

accuracy have been used.

The final results showed greater efficacy for regression rather than classification

techniques, due to the nature of unbalanced data on a class label. Moreover, as

regards the regression algorithms and the two methodologies used, large differences

associated with execution times and the accuracy of results and have been observed,

the first presented methodology predicting the remaining time to the maintenance
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scored the best results. Remedial actions (i.e. choice of a fixed size training set) have

been taken to improve the prediction model training and the error obtained in the

test phase, especially for the algorithms based on bagging(RF) and boosting(GB).

However, all the regression algorithms achieved results better than the chosen base-

line especially on a weekly basis, therefore future studies on the subject should tend

to follow this approach.

A short summary is provided to present the content of the following chapters:

Chapter 2 describes in short the context related to the IoT with an extensive ref-

erence to the CAN bus, and in particular the use of the data collected with this

technology for the predictive maintenance and predictive data-mining in general.

Later, the basic aim of this activity is explained in details.

Chapter 3 lists some scientific papers consulted to have an overview of the work done

about the application of predictive data-mining with vehicular data. The difference

with this work is pointed out.

Chapter 4 is a short reminder about the basic principles of Machine Learning, the

regression algorithms used in this thesis and the theory of time series.

Chapter 5 presents in detail the type of data and the preprocessing phase(e.g. data

aggregation, features engineering, etc.) to set up the structure of the final dataframe

on which the data exploration and the predictive analysis were executed.

Chapter 6 contains the description of the steps followed to perform data explo-

ration. Different kinds of plots will be exploited to visualize the distribution of

target variable values, all the results collected will give a general idea concerning

the application of regression techniques and the possibility of grouping vehicles of

same and different models.

In Chapter 7 the methodologies/algorithms applied along with the regression algo-

rithms on the dataset are explained in details pointing out the associated advantages

and disadvantages.

Chapter 8 points out all the aspects relative to the experiments performed and the

most important results we obtained. In particular for each methodology and algo-

rithm applied the regression/classification errors, and tuning results are compared
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to understand which of them is best to use in this context.

Chapter 9 points out the final considerations and describes briefly the future activ-

ities that can be worked on based on the results obtained in this thesis.



Chapter 2

Context overview

2.1 CAN bus and IoT technology

The need to collect huge amount of data has required an increased use of technol-

ogy, especially in certain sectors such as automation, automotive field and industrial

areas in general. At the beginning of the 80’s new technologies have been developed

to accomplish this task, for instance PROFIBUS and INTERBUS replaced the old

serial communication tools used in the automation world [28]. In the automotive

field a system based on Electronic Control Units(ECUs), sensors and actuators was

introduced, however this technology wasn’t a good solution considering the non-safe

data transfer among the connected modules and the bulky amount of cables.

With the introduction in 1986 of a new tool called ‘Controller Area Network’(CAN)

most problems mentioned above were solved. Some years after the first public pre-

sentation the most import electronic companies presented their first implementation

of this technology.

The CAN bus can be seen as the connection system enabling communication be-

tween all parts of a network, more or less complex. The link is implemented without

complex dedicated wiring and exploiting a proper protocol.

The advantages provided by the CAN technology can be summarized in the next

points, as explained in [28]:

• bus access safe method and centralized errors management - in the

previous technologies based on Ethernet the nodes of a network started trans-

mitting when there was no transmission, however if two or more nodes started

13
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transmitting at the same time there were collisions. This conflict had to be

solved destroying the messages already sent and delaying the transmission.

With the innovative mechanism of CAN each message has a level of priority

and when a collision occurs all the messages are queued and then sent ac-

cording to their level of importance, the nodes of the network don’t have to

transmit again their messages because they are stored safely. The network is

in charge of managing this kind of problems.

• data consistent transmission - if any kind of error occurred and is identified

by a node a notification is sent to the other ones, in this way the erroneous

messages are discarded and a new trasmission is required

• resistance to external disturbances - the bus electrical structure based on

two twisted lines and the symmetric transmission compensate electromagnetic

interference

• flexible inclusion of additional nodes - all the nodes connected to the

CAN bus communicate with a single CAN interface, the main positive aspect

associated to this feature is that is not necessary to repeat for a new single

device connected to the network a multiple configuration in different points.

The CAN technology has been improved especially considering its two main rel-

evant drawbacks. The first kind of CAN bus allowed the transmission of a single

message not bigger than 8 bytes, this problem was simply solved splitting a single

message(with a size greater than 8 bytes) in multiple units however they couldn’t

arrive at the same time. The second problem was the low bit rate. A new version

of CAN bus, called CAN bus flexible data-rate, was introduced in 2012 with new

features addressed to solve the limitations mentioned above, the new key solutions

are the transmission up to 8Mbit/s and data packets of 64 bytes. Nevertheless, it

still represents a popular technology only for the automotive field.

The use of CAN needs to be assisted with a proper environment equipped with

further technologies that should able to store all the data collected, in this regard the

role played by the cloud services is crucial. Once the data are collected then they are
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transferred to the cloud that are able to offer different services(e.g. preprocessing,

displaying, etc.) in an easy-to-read format.

2.2 Preventive, reactive and predictive mainte-

nance

Focusing the attention on the main topic faced in this thesis is necessary to introduce

the problem known as predictive maintenance(PdM), that is typically addressed

exploiting the information contained in CAN messages or collected with devices

used by IoT. In many industrial sectors the maintenance is splitted in three different

subclasses:

• preventive maintenance(or preventative maintenance, PM): ‘it is mainte-

nance that is regularly performed on a piece of equipment to reduce the prob-

ability of failure’ [15]. This type of maintenance is carried out before the

component of a system breaks and is programmed considering the achieving

of usage thresholds(e.g the device has accomplished a certain operation a num-

ber of times) or time thresholds. To notify that the maximum limit has been

exceeded a signal is properly set. From a practical point of view this kind

of maintenance can be performed only using a predefined set of software that

allow to set special operations according to the triggers that are appropriate

for each piece of equipment. A proper action must be performed once the

trigger occurs.

Planning maintenance allows reducing costs associated to breakdowns that

include lost production, higher amount of money spent to replace an entire

component, and finally time lost to repair the failures that have occurred.

Finally, the usage of condition monitoring equipment is not needed and so

the related costs are eliminated. All the positive aspects cited don’t have to

overshadow the investment required in time and resources required by PM,

moreover the maintenance tasks should be planned with meaningful frequen-

cies, a high or low number of maintenance operations in a certain time period

would be inefficient.
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• reactive maintenance(RM): in contrast with PM it refers to a collection of

tasks executed when a component is already broken down and for this reason

requires an effort only when it is strictly necessary. This approach has many

weaknesses: first it is time-consuming(e.g. many operations planned could be

pushed or cancelled completely) and requires an expensive economic effort,

secondly a restored component will be subjected to faster deterioration. In

addition, we must consider the element of surprise to which technicians are

subjected when a breakdown occurs.

• predictive maintenance(PdM): this kind of methodology can be considered

a solution to prevent unplanned reactive maintenance, with all its associated

weaknesses, and the costs associated with doing too much preventive main-

tenance. The primary purposes are to predict when a component will break

down and secondly to prevent the occurrence of the failure by performing

maintenance. A real-time analysis and monitoring operation allows to check

all the values related to the performance of a system component, the most

important tools to perform these kinds of monitoring tasks can be grouped in

the IoT(of course CAN bus technology belongs to IoT).

Comparing PdM with PM, the first one ensures that a piece of equipment

requiring maintenance is only shut down right before an imminent failure, or

at least when the damage caused by exceeding the fixed threshold is not so

limiting for the entire device kept under observation. This allows to save time

and money to repair the failure that has occurred. On the other hand we

must consider all the costs for human and material resources involved in this

process.

Figure 2.1: Key concepts for reactive, preventive and predictive maintenance
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Considering the descriptions provided for all the methodologies presented, one

can say with certainty that RM features many drawbacks if compared with PM

and PdM. On the other hand it is not possible to say if PdM is better than PM or

viceversa, a deeper analysis on a particular asset could justify an approach rather

than the other.

2.3 General considerations and the main goal

This thesis has been developed thanks to the collaboration between Politecnico di

Torino and TIERRA Telematics, moreover represents the continuation of a work

previously started, which aims to analyze with data mining and machine learning

techniques the large amounts of data collected(mainly data related to industrial

vehicles). TIERRA is an international company working mainly in IoT providing

telematics solutions to collect, preprocess and manage data from vehicles, machinery

and objects. The typical solution to accomplish the tasks mentioned above is based

on a simple technology: an on-board device, a sim-card valid in 194 countries, a cloud

infrastructure for data transmission and a web-based and mobile remote manage-

ment system. This solution allows improving maintenance and visualize in real-time

the performance for the system on which monitoring devices are installed. The

fields of application for the solutions offered by TIERRA are generally construction,

agriculture and automotive in particular in this thesis we focused on information

coming from vehicles working in construction sites, dumps and for street cleaning.

The work done, for a set of vehicles opportunely chosen, is based on the idea of

predicting for the current day in how long the usage threshold(generally in hours)

will be reached or if the vehicle servicing will be necessary on the next day or week .

The threshold is a value given for each company and can be considered representa-

tive for all its models. Once the threshold has been achieved, it is necessary to carry

out maintenance(e.g. oil change, filter cleaning, etc.). In short, what we want to do

is go from a preventive maintenance(perform the maintenance when the threshold

is reached) to a predictive one(forecast when the threshold is exceeded and carry

out appropriate actions).
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The solution to our problem is provided by machine learning algorithms properly

executed on the available data, in particular regression and classification algorithms

have been applied. It’s important to point out that the dataset provided by TIERRA

are a sequence of observations taken sequentially in time, keeping in mind the nature

of the problem we are forced to use historical data to predict future ones. More-

over, the data temporal dependence requires different approaches from the classical

ones, for instance the forecasted values must be validated without using the classic

technique known as cross-validation.



Chapter 3

State of the art

The literature review showed the data have been collected in different industrial

fields, and with different kinds of vehicles on which the CAN bus technology has

been fitted. The principal field of interest in which the CAN messages are used is

the predictive data-mining, this being the data mining that is done for the purpose

of using business intelligence or other data to forecast or predict trends. The main

tools exploited for this task are machine learning techniques such regression and

classification algorithms.

The research on this topic(predictive data-mining with CAN messages) has been

conducted trying to analyze different target variables, in particular we focused on a

restricted set of scientific papers where the main objective is the prediction of fuel

consumption:

• in [1] after a deep analysis to understand which variables are more correlated

with the target one, three machine learning techniques, Support Vector Ma-

chine (SVM), Random Forest (RF), and Artificial Neural Network(ANN), have

been applied to fuel consumption modelling of articulated trucks for a large

dataset. SVM and ANN gave the best results.

• [2] aims to explore the trip fuel consumption from large scale dataset for dif-

ferent kinds of industrial vehicles. The algorithm Support Vector Machine

obtained the best results, moreover it was employed to understand the corre-

lation between the target variable and further variable(e.g. distance travelled,

average speed). The three further regression methods the artificial neural net-

work (ANN), multiple linear regression model and the link fuel summation

19
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SVM model (LSSVM) have produced worse results than SVM. Besides the

data collected with the CAN technology, also the GPS was used.

• in [3] an approach totally based on artificial neural networks has been used to

predict the fuel consumption of mining dump trucks per cycle of operation.

The independent variables employed to train the machine learning models are

strictly related to the amount of time spent performing an operation. The

outcomes demonstrated a high fuel consumption during the idle times. For

this reason it is necessary to implement certain actions to reduce the negative

effects generated, of course avoiding idle times.

• in [4] a predictive analysis has been performed on the fuel consumption of a bus,

the problem in this case has been addressed as a time series and considering the

aspects associated to this type of approach. In this case the main problem was

the limited number of available factors to train the model for the prediction,

for instance all the parameters associated to the driver would be very useful

but should be collected employing additional tools. The regression techniques

used are neural networks, gradient boosting and random forest. The last one

got the best results

In all the papers mentioned above the machine learning algorithms applied on the

data gave results with different levels of accuracy. The final score depends on the

kind of relationship(linear or non-linear) between the variable predicted and the

independent ones, the kind of data collected for the final experiments(e.g. data

strictly related to the vehicles engine, geographical or temporal information, etc.),

the type of vehicles(passengers vehicles, trucks or vehicles working in construction

sites), and finally the time frame during which data were collected. Therefore, there

is not a regression or classification technique working better than others and that

can be chosen a priori, and you need to try different algorithms according to the

available data.

However fuel consumption prediction has not been the only matter analyzed with

predictive data-mining, forecasting the usage of different kinds of vehicles has been

a further topic analyzed with different regression techniques [5], also in this type

of problem the final results depends on the environmental conditions in which the
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data are collected. Furthermore, having available a huge number of vehicles and

their related data you need to select in the best possible way the vehicles more

representative.



Chapter 4

The data mining pipeline

4.1 Machine learning introduction

As stated by Arthur Samuel, ‘an American pioneer in the field of computer gaming

and artificial intelligence’ [22], Machine Learning(ML) enables computers to learn

and increase their performance from the data received in input. ML is used any-

where and automates tasks performed by humans bringing significant benefits. With

the passing of time the huge amount of data and the increase computation power

favoured the application of ML algorithms.

ML algorithms can be classified in three main categories [23]:

• Supervised Learning: the related techniques receive datasets with a certain

number of fields(the datasets columns), some of them are called independent

variables(usually indicated by X) whereas there is a single field that is the tar-

get variable also known as label(y). The application of supervised algorithms

allow to create a mapping function between the independent fields and the

target variable both received in input, this phase is usually known as train-

ing and a model is generated. The mathematical function/model learned in

the previous step can be used to predict the output variable for the new data

received. In short

y = f(X)

f should be able to map in the best possible way the input data X. Moreover,

it is necessary to distinguish between two type of Supervised Learning:

22
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– Regression: the output variable is numerical and so it can assume any

continues values

– Classification: the variable we need to predict is a category and so it is

a categorical attribute(e.g. healthy or sick)

• Unsupervised Learning: this method differs completely from the previous

one for the lack of the target variable, this means that for the input data X

the expected result y is not provided. Keeping in mind this relevant aspect,

the final task is to identify the similarities and classify different patterns in

the samples. Also in this case is possible to identify two different categories

for this ML technique:

– Clustering: samples with analogous characteristics are grouped in the

same collection. The metrics employed to understand the level of simi-

larity are usually based on mathematical measures.

– Association: the purpose is to find the rules describing big portions of

data samples.

• Reinforcement Learning: a reinforcement learning algorithm, or agent, re-

ceives a reward if an operation was performed correctly or a penalty otherwise

for each action performed. The main goal is to maximize the rewards and

minimize the punishments.

Before applying any kind of ML algorithm it is necessary to follow a predefined

number of steps, which enables to make the most of the ML techniques [24]. Typi-

cally, this process is identified by a universal workflow made of the next points. In

some cases this workflow undergoes small variations:

• define appropriately the model: the target variable we need to predict

is identified and also the kind of data that should be selected to perform the

analysis. Once that the previous questions have been answered we can choose

the approach to get the final results. What kind of ML algorithms is better to
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Figure 4.1: Machine Learning overview

use (e.g. supervised or unsupervised learning, etc.) ? How will they be used

and what are the meaningful metrics to quantify the achieved results ?

• collect the data: this is the most critical aspect because the quality of

collected data influence the results obtained with the ML algorithms. The

growth of the IoT has made this step easy, allowing us to carry out this task

in many different fields and also with an increasing quality

• data preparation: in most of the cases the available data are in a raw format

that can not be handled by the ML techniques. In particular, we need to fix

all the problems associated to missing data, typically represented with the

NaN or Null indicators, categorical data, feature scaling etc. There are not

fixed rules to solve these drawbacks, but a specific analysis on each dataset

can suggest the most appropriate strategy to adopt. The process identified

by the keyword feature engineering is part of this step and allows creating

and introduce the independent variables, of course related to the data already

available, required in the next stages.

• data exploration: this step allows us to understand better what are the

main characteristics for the available data. In our analysis this step gives

the opportunity to point out what are the most significant vehicles to be
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considered(e.g. having a lot of data and a meaningful usage)

• application and evaluation of ML algorithms: for supervised and unsu-

pervised ML algorithms a certain number of models is available(random forest,

support vector machine, etc.), after choosing one we can begin to apply that on

a training set to obtain a model and then we test it collecting and evaluating

the achieved results with the metrics chosen. When this process is executed

we can decide to use a subset of the starting features

• parameters tuning: each ML model mentioned in the previous point is

executed setting their parameters, known as hyperparameters, with default

values(a second category contains parameters that are learned through the

training phase). Tuning the hyperparameters is the best way to obtain the

best predictive power possible.

4.2 Regression algorithms

The usage of regression algorithms is necessary to accomplish the main objective

of this work considering the type of variable(days/weeks to maintenance) we need

to predict. Moreover, a long list of regression algorithms is available in literature

but here we decided to work by applying the basic algorithm Linear Regression that

doesn’t require the tuning of hyperparameters, Support Vector Regression, Random

Forest and Gradient Boosting Regression. The last two are based on two different

paradigms that are bagging and boosting, both ensemble methods in ML. What

do these terms mean ? As explained in [25], Bagging and Boosting are both ensemble

techniques, meaning with this word a Machine Learning technique training multi-

ple models using the same learning algorithm. The ensembles belong to a group of

methods, called multiclassifiers, where more than one learner is employed together

with others to accomplish a common task. The second group of multiclassifiers

contain the hybrid methods that use a set of learners too, but they can be fitted

using different learning algorithms. But what is the main difference between these

two approaches ? The training phase is parallel for bagging (the quality of each

learner doesn’t depend on the other ones) and each single result is combined using

some model averaging techniques(e.g. weighted average, majority vote or normal
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average), boosting builds the new learner in a sequential way taking into account

the previous classifiers’ ability to predict a value or class label. The new learner

depends on the previous one.The first step to use bagging or boosting is the choice

of a base learner algorithm that must be applied several times with different subsets

of starting data using a random sampling with replacement. In this regard in the

case of bagging any element has the same probability to appear in a new data set,

however for Boosting the observations are associated to a weight that are used to

report the level of importance allowing appearing more often in the new sets. After

each training step, the weights are redistributed and data classified with a mistake

enhance its weights to point out the toughest cases. In this way, subsequent learners

will refine the processing of this data.

All the mathematical aspects related to the ML algorithms exploited in this

work are set out below. All the algorithms have been applied using the open source

library Scikit-learn [20].

4.2.1 Linear Regression

Linear regression is probably one of the simplest algorithm and a good starting

point before introducing more elaborated techniques, moreover further regression

algorithms exploit the basic characteristics of linear regression and add extra fea-

tures.

From a mathematical point of view and assuming that our dataset has only one in-

dependent variable, the linear regression can be expressed by the following equation:

y = β0 + β1x

The beta parameters are the coefficients that we need in order perform forecasts

with our model. To find them, we need to minimize the least squares or the sum of

squared errors

e = ‖yreal − ypred‖2

The error is squared because the prediction can be either above(expressed by a pos-

itive value) or below(expressed by a negative value) the true value. Summing signed
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value we can obtain a skewed final result that could decrease because we perform

mathematical operation with values having opposite sign and not because the ac-

curacy of our model is improving. This explains the reason why we didn’t simply

consider the subtraction between the real value and the predicted one. Moreover,

squaring the errors penalizes large differences and so minimizing the squared errors

allows to generate a model with a better accuracy. In many applications, there is

more than one factor that influences the response

y = β0 + β1xi1 + β2xi2 + β3xi3 + ...+ βnxmn

where n is the number of features and m is the number of samples. Of course, the

linear model doesn’t generate perfect results and it will not predict all the data

accurately, meaning that there is in any case an error between the actual value and

the prediction. However, it can be considered an efficient tool to understand if a

linear relationship exists between our target variable and the independent ones.

The software implementation is realized with the method sklearn.linear model.LinearRegression

available at [9], as already mentioned with the regression algorithms introduction

there are not hyperparameters to set up.

4.2.2 Support Vector Regression

Support Vector Regression(SVR) is based on the same basic ideas of Support Vector

Machine(for classification tasks), however ‘it is considered a non parametric tech-

nique because it is based on kernel functions’ [26]. The main objective is to find a

function f(x) that deviates from the data point yi by a value no greater than ε and

as low as possible for each training sample.

Suppose we have a set of training samples, each one identified by xi, with observed

response values yi. Therefore, we want to find the linear function

f(x) = wx+ β

and the solution is given by

J(w) =
1

2
‖w‖2 with ∀i : |yi − (wxi + β)| ≤ ε

However, it could happen that f(x) satisfying the constraints doesn’t exist for all the

training samples and for this reason the slack variables ξi and ξi
∗ are introduced for
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each point and the new solution is

J(w) =
1

2
‖w‖2 + C

n∑
i=1

(ξi + ξi
∗)

subject to

∀i : ξi, ξi
∗ ≥ 0

yi − (wxi + β) ≤ ε+ ξi

(wxi + β)− yi ≤ ε+ ξi
∗

The constant C identifies the box constraint, a positive numeric value checking the

penalization awarded to data samples that are over the epsilon margin (ε). Moreover,

it helps to avoid overfitting and therefore final results with low quality. This value is

the threshold up to which deviations larger than ε are accepted. Any error inside the

ε distance of the observed value are not considered by the ε-insensitive loss function.

Measuring the distance between the ε margin and the real data samples y we can

obtain the loss value. To forecast new values a new function is used that is strictly

related to the support vectors:

n∑
i=1

(αi + αi
∗)〈xi, x〉+ β

where αi and α∗
i are non negative multipliers for each observation xi, if either

αi or α∗
i is not zero, then the corresponding observation is called a support vector.

The constraints for the alpha parameters are

n∑
i=1

(αi + αi
∗) = 0

∀i : αi, αi
∗ ≥ 0

∀i : αi, αi
∗ ≤ C

In some cases a regression problems cannot be characterized using a linear model,

in these situations the dot product 〈xi, x〉 is replaced by a nonlinear kernel function

G(x1,x2) = 〈φ(xi), φ(x)〉, where φ(x) is a transformation that maps x to a high-

dimensional space.

Scikit provides the method sklearn.svm.SVR performing the regression algorithm

described above, the relevant hyperparameters are
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• the kernel type

• the C parameter

• the range ε

• the multiplier γ if we use a polynomial or RBF kernel

4.2.3 Random Forest Regression

As mentioned in 4.2 Random Forest(RF) is an ensemble machine learning technique,

it is used for both classification and regression tasks exploiting multiple decision trees

on various sub-samples of the starting dataset and an approach known as bagging.

Reduction in overfitting, that is the failure to apply a trained model to new data and

so its negative ability to generalize, is the strength of RF. This is possible exploiting

the general approach provided by the bagging.

The main ideas behind this technique are strictly related to the term random, in

particular ‘random subsets of features for splitting nodes’ and ‘random sampling of

training observations when building trees’ [27]. Random Forest exploits multiple

parallel classifiers and their single predictions are fused together to get accurate

results.

Figure 4.2: Random Forest: the fundamental idea behind a random forest is to use

parallel weak learners to get results with high accuracy

As regards the random sampling of training observations, samples are extracted

with replacement known as bootstrapping. This means that some data samples will
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be employed multiple times in a single tree. The subset size doesn’t change, how-

ever the data samples are extracted with replacement, this approach is applied with

the software implementation of RF setting the parameter identified by the name

bootstrap with the boolean value True. By default, the bootstrapping is set to True.

The Scikit library provides the method sklearn.ensembleRandomForestRegressor to

accomplish this kind of regression. On the other hand, if the parameter bootstrap

contains the value False the randomness is not applied and so the same set of data

will be used by each tree composing the forest. The second main concept in the

RF is that each tree in the forest applies the regression on a restricted subset of all

the available features when deciding to split a node. As for the random sampling of

training observations, also this aspect is properly handled in Scikit-learn by specify-

ing a value for the parameter max features, for instance if there are 25 features and

max features = sqrt(n features), at each node in each tree, only 5 random features

will be considered for splitting the node.

There are further parameters that must be passed to RandomForestRegressor in

addition to bootstrap and max features :

• n estimators : the number of trees in the forest, the default value is 10

• max depth: the maximum depth of each tree. As indicated by the official Scikit

documentation if None(default value), then nodes are expanded until all leaves

are pure or until all leaves contain less than min samples split samples

• min samples split: the minimum number of samples required to split an inter-

nal node(default=2)

• min samples leaf : (default=1) the minimum number of samples required to be

at a leaf node. A split point at any depth will only be considered if it leaves at

least min samples leaf training samples in each of the left and right branches.

This may have the effect of smoothing the model, especially in regression

all the remaining aspects not set out above can be found at [10].
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4.2.4 Gradient Boosting Regression

The main features of Gradient Boosting(GB) were already discussed with 4.2 where

the basic principles of boosting have been mentioned. In short, a predefined number

of weak learners(weak prediction models) are built and used sequentially. Most

of the time these basical learners are decision tree, as for RF. The main purpose

of this algorithm is to minimize a loss function L(yi, yi,pred) , associated to the

results yi,pred achieved with our algorithm, by using gradient descent and updating

our predictions based on a learning rate. Following these guidelines each predicted

value can be updated exploiting the following formula

yi,pred = yi,pred − α ∗ 2 ∗
∑

(yi − yi,pred)

where α is the learning rate and
∑

(yi − yi,pred) the sum of residuals. The main

disadvantage of GB is its tendency to overfitting, however this drawback can be

tackled by restricting the number of boosting stages to perform.

Scikit provides the method GradientBoostingRegressor, belonging to the module

sklearn.ensemble, that allows to perform this regression algorithm. As for RF a

predefined number of hyperparameters must be setup, some of them match with that

ones introduced with sklearn.ensemble.RandomForestRegressor(e.g. all the stuff

related to a single decision tree that is max depth, max features, min samples split,

min samples leaf), a further predefined set of parameteres are strictly related to the

boosting operations:

• loss: it is the loss function to be optimized, many choices are available(e.g

least squares, least absolute deviation, etc.)

• learning rate: (default=0.1) correspond to the α coefficient in the previous

equation, it shrinks the contribution of each tree

• n estimators: (default=100) the number of boosting stages to perform. Gra-

dient boosting is fairly robust to over-fitting so a large number usually results

in better performance.

• subsample: (default=1.0) the fraction of samples received in input by each

single base learner for their fitting

further information at [11].
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4.3 Time Series forecasting

As already said in Chapter 2, a time series is a collection of observations taken se-

quentially in time. The data temporal order is therefore the characteristic element

forcing us to face the problem in a specific way.

To work properly with time series a first preliminary analysis is required, in this

way relevant trends can be visualized and it is possible to assume how much they

will affect, in broad outline, the quality of predictions.

From a technical point of a view, a time series can be splitted in four components

[14]

• level: the baseline value for the series if it were a straight line

• trend: the optional and often linear increasing or decreasing behavior of the

series over time

• seasonality: optional repeating behaviors over time

• noise: the optional variability in the observations that cannot be explained by

the model

Level is always present in any time series while most have noise, on the other hand

trend and seasonality are optional components. In the light of what has been said,

any time series can be represented as follows

y = level + trend+ seasonality + noise

A practical application of the concepts mentioned above will be presented in the

phase of data exploration on the data used for the forecasts. There is almost an

endless supply of time series forecasting problems, for instance forecasting the closing

price of a stock each day, unemployment for a state each quarter, the average price

of gasoline in a city each day, utilization demand on a server each hour, etc.

4.4 Validation of the predictions

As pointed out with the universal workflow followed to build a ML model, in par-

ticular with reference to the second-last point, once a model was trained we need to
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test its accuracy on data that it has not seen before. This process is called valida-

tion and helps us to understand if a model is underfitting(bad results for training

and test data), overfitting(bad outcomes only for data never seen before) or well

generalized. The most used approach is Cross-validation(CV) with its related

techniques [19]:

• train-test split approach: all the available data are splitted into training

and test set, then the model training is performed on the training set and use

the test set for validation purpose, the data are usually splitted into 80:20 or

70:30. If the total amount of available data is not huge the trained model

could miss some information about the data not used for training, otherwise

this approach is acceptable

Figure 4.3: Train-test split validation

• k-folds cross validation: this technique is very useful in case we have limited

input data because it ensures that every sample from the original dataset has

the opportunity of appearing in training and test set. By getting more into the

details, the entire data is splitted randomly into k folds (k is usually greater

than 5 and less than 10, however it depends on the data size). A model is

created using the k-1 folds and validated with the remaining kth fold, the

associated score is saved. This process is repeated until every K-fold serves as

the test set. Finally, the average of scores recorded is computed and represents

the final metric to quantify the error

Cross-validation for time series is different from machine-learning problems, that’s

because in the case of the absence of time we select a random subset of data as

a validation set whereas shuffling the samples belonging to a time series we don’t

consider the temporal dependence. Two schemas are employed to perform validation

for time series:
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• sliding window: as shown in the second plots of 4.4, the model is trained

on n samples and tested on the next m data points, then the training set is

updated shifting the first and the last endpoint of the window. The same

operation is executed for the test set.

• expanding window also known as Forward Chaining validation: the main

difference with the previous approach is that here the training set is updated

shifting only the last endpoint of the window, whereas both endpoints of the

test set are moved

Figure 4.4: Expanding and sliding window for validation



Chapter 5

Data preprocessing

5.1 Vehicles selection

All the vehicles belong to four different companies that are identified by C1, C2, C3,

C4. Each company produces different types of machines, these are then divided in

different models. This means that vehicles produced by the same tenant and of the

same type can belong to different models. Each type is identified by the letter T

and a number(e.g. type 1) whereas each model has an identification number that we

translate in ‘model and identification letter’ (e.g. model A), the id code for a single

machine is called unit uuid. It’s important to point out that a type is produced by a

single tenant, for instance the vehicles for street cleaning are manufactured only by

C2 whereas the remaining companies are specialized in the production of different

kinds of vehicles(e.g. vehicles for work on construction site or in waste disposal

plants, etc.). In the light of this, the model C1-T1-modelA represents a model

different by C2-T1-modelA (despite the same type and model may suggest otherwise)

because C1 and C2 produce different kinds of vehicles. The same reasoning applies to

other models, types and companies. The hierarchy explained above for the vehicles

analyzed is represented in 5.1 for a generic tenant.

Figure 5.1: Vehicles hierarchy

35
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Before starting the real data exploration we needed to select for each tenant a

subset of types, with the associated models and vehicles, for the subsequent analysis.

We have selected the companies C1, C2 and C3(C4 has been discarded for the lack

of data). For each tenant two types have been chosen and for each one three models,

those with the largest number of units and average number of rows. The selection

phase was carried out using a table containing the CAN messages. The images below

summarizes the choices made.

Figure 5.2: C2 models selected for the further analysis

It’s important to have a high number of distinct units for each model because in

this way we can retrieve info representing the behavior of an entire set of vehicles.

Fortunately the cases of models with a number of units less ten are uncommon.

Figure 5.3: C1, C3 models selected for the further analysis
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5.2 Data preparation

A further step, that we called data preparation, is necessary before performing the

data exploration. The main objective of this phase is to transform the starting raw

data in a convenient format.

For each model four tables, identified with the prefix usage, are available:

• usage fuelburnt: for each couple day-unit uuid the amount of fuel used is

showed

• usage distance: each record reports the information related to the geographical

aspects such as the country, distance traveled during the day, first and last

coordinates recorded, first latitude and longitude values for the previous day

and finally the difference between the first coordinates in the previous day and

the current day(to understand if the vehicles has been moved in a different

working site)

• usage ontime: a single record contains the information about the number of

seconds a vehicle has worked during the day

• usage duty: the number of seconds the vehicle has worked is splitted into the

status ‘ON/Idle’, ‘Moving /Working’, ‘High workload’ and ‘Long Idle’. Each

column of this table contains the number of seconds passed in each of these

states

Each table contains data related to multiple units with a daily granularity, when

a unit didn’t work on a specific day the corresponding record misses. As already

said in 2.3, a further table called ’maintenance profile’ was used to retrieve the info

about the usage threshold for each tenant, considering this value applicable for all

their models.

5.2.1 Data aggregation

The first step followed in data preparation is the aggregation of information con-

tained in the four starting tables, mentioned above, in a final one. In fact, working
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with different dataframes would be uncomfortable and there would be much more

chances of making mistakes in the next operations(data exploration and prediction).

The final dataframe can be easily accomplished with the join operation with respect

to the common fields ‘unit uuid’ and ‘date’(the ‘merge’ method provided by the

Pandas library performs this kind of task). From a technical point of view, all the

records belonging to the tables we want to aggregate and having the same values

for a specific set of fields are merged in a single line.

The image 5.4 represents schematically the rows aligning belonging to two different

tables, in our case we have performed this operation on four tables but the principle

of implementation is the same.

Figure 5.4: Merge operation: both the tables have two fields in common used for

the rows aligning

5.2.2 Missing values

All the raw data contained in the starting tables don’t suffer from a huge lack of

valid values(e.g. equal to NaN). Only the features lat d 1, lon d 1 and dist d 1,

belonging to the table usage distance, are affected by this problem. These fields

contain for the current row the first geographical info recorded in the previous day,

and so to the preceding record. That’s why the values of these fields miss in the first

row recorded in temporal order for each single vehicle(e.g. all the info associated

to the day before the first one in the tables, are not available). For instance, if

the first record for unit uuid abc1234. . . is related to 2015-01-01 the geographical
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coordinates on date 2014-12-31 are unknown.

For any unit uuid the percentage of records with missing values is equal to one over

the total number of records, that justifies the choice of removing for each machine

analyzed the related record containing values equal to NaN.

5.2.3 Features engineering

Once all the starting data are joined, the subsequent task is the application of

the process called feature engineering, that is the creation of new features used in

the model training. This operation is extremely sensitive and fundamental for the

application of machine learning algorithms. Considering our problem(time series

forecasting) we are forced to face the problem in a special way.

Feature engineering is basically performed distinguishing between feature conversion

and feature creation. Feature conversion aims essentially to convert categorical

features in numerical ones, this operation is strictly necessary if we want to give

in input to any machine learning algorithm the values of fields that could improve

the results. On the other hand, with feature creation new contextual features are

created. Those new fields are created using those already available(e.g. ‘season’

based on the values of feature ‘date’) or retrieving information related to the dataset

we want to enrich. The subsequent list presents all the new features:

• day of week(an integer from 1 to 7 associated to the name of the days)

• month(integer from 1 to 12)

• year(integer from 2015 to 2018)

• week of year(integer from 1 to 48)

• season(integer value from 1,for winter, to 4,for autumn, to identify the season)

• workingday(binary value, if the current day is not a holiday its value is equal

to 1 or 0 otherwise)

• holiday(binary value, equal to 1 if the current day is a holiday or 0 otherwise)

• ontime second(timestamp related to the time the vehicles has been switched

on the first time in the current day)
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• offtime second(timestamp related to the time the vehicles has been switched

off the last time in the current day)

• countryState code, created using the mechanism known as ‘one hot encoding’

• hours to maintenance(for the current record contains the number of hours to

maintenance)

• days to maintenance(target variable for regression)

• weeks to maintenance(target variable for regression)

• maintenance next week(target variable for classification)

• maintenance tomorrow(target variable for classification)

When a categorical feature is converted in a numerical one you need to pay attention

to the implementing rules. In fact, if a natural ordinal relationship exists between the

values of a feature the association categorical-numerical value can be accomplished

using increasing numerical values. For instance looking at the previous list of new

features, the values for the column day of week are no longer strings(e.g Monday)

in the new format but in the new dataframe a list of numbers, from one to seven, is

used to point out the ordinal relationship for the values of this column. There may

be problems when there is no ordinal relationship and allowing the representation to

lean on any such relationship might be damaging to learning to solve the problem.

The most popular solution in this situation is the usage of one hot encoding. This

approach considers the set of categorical values for each column of a table and

introduces for each one a new field in the table that is a binary feature, zero and one

are the typical values used. The advantage of using this technique is that it makes

available the use of features that otherwise could not be used by the various machine

learning algorithms, moreover the use of limited numerical values(zero and one)

does not introduce any relation of order that could alter the analysis results. In our

case this approach was used for the features country state, holiday and workingday.

The figure 5.5 represents the new columns introduced in a dataframe with one hot

encoding on country state field.

As well as mentioned for the join operation, even for one hot encoding the tools

provided by Python and the Scikit-learn library was used to perform this task,

otherwise would be much expensive performing this operation by hand.
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Figure 5.5: One hot encoding representation

The temporal libraries datetime, workalendar [6] and holidays [7] provided by

Python was used to fill up the features holiday and workingday. These last two

libraries contain info about a restricted set of countries, the missing information

was retrieved at the following link [8].

5.2.4 Setup of lag features

As mentioned in 2.3, the problem we want to solve is a time series forecasting and

this aspect force us to face the problem unlike the classical regression tasks. In par-

ticular, we have to fit models on historical data and then use them to predict future

observations(the problem will be formulated formally in the next chapter). Keep-

ing in mind the data temporal dependence we update the schema of the dataframe

introducing the lag features, also called lag times. The number of lags introduced is

a parameter that should be analyzed performing a set of experiments. The draw-

back associated to the use of a certain number of past values for the fitting and

prediction phase is the disposal of records with index from 0 to n-1 belonging to

the dataframe(denoting with n the number of lags) and containing NaN values. Re-

moving the records is the unique way to deal with the problem because applying

any other kind of approach aimed to replace the NaN would be damaging, that’s

because the future predictions would be based on an inconsistent set of past values

that don’t exist. For instance the first record(index equal to 0) in a dataframe have
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no lag features because there aren’t further rows before, the record with index n-1

misses only the nth lag. In conclusion, the more lags we consider the more records

are removed from the dataframe.

Figure 5.6 shows how the dataframe schema and its content change with the intro-

duction of lag features.

Figure 5.6: Lag features representation



Chapter 6

Data exploration

6.1 Motivations

The main objective in this thesis is the analysis of an approach based on predictive

maintenance with predictive data-mining techniques applied on a set of work vehi-

cles. The predictive maintenance aims to predict when a usage threshold will be

reached, and so basically we are interested to analyze the usage of the vehicles and

all its associated aspects. Understanding how the machines are used(e.g. number of

days with usage equal to zero, typical daily range of usage) gives an overview to eval-

uate the maintenance aspects we are interested in(e.g. which vehicles require a more

or less frequent maintenance, how well the machine learning techniques can work

with the available data). The entire analysis presented later is intended to analyze

the utilization hours for the single vehicles or for entire models, that’s because the

regression and classification algorithms were fitted using for the first methodology

an independent variable called hours to maintenance, dependent on the utilization

hours, and introduced with 5.2.3 whereas a second methodology seeks to predict

the utilization hours directly. In particular the analysis aims to identify patterns

of vehicles usage, evaluate utilization hours and finally make a comparison between

different models, types and tenants.

The results will be showed using the following methodologies:

• time series

• boxplots

43
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• cumulative distribution function(CDF)

• histograms

6.2 Analysis of utilization hours with time series

The first approach followed is the time series representation, used for all the models

selected and belonging to the three tenants C1, C2 and C3. The dataframe on which

the operations have been performed is that one obtained at the end of preprocessing

phase. At first the data was aggregated with a weekly and a monthly temporal

scale, in this way it was possible to analyze the behavior of different models. Then,

using a daily representation some units have been analyzed in depth. Considering

the table from which we retrieve the data, the records belonging to the same week

of the year/month and model was aggregated then for each group the values of

the onofftime second field were summed up. Finally, the sum was divided by the

number of distinct units in the considered period(week or month). All the following

graphs represent on the x axis the time(month or week), on the y axis the utilization

hours. Each graph(one for each company) contains three different lines(one for each

model belonging the company analyzed) depicted using different colors. Most of the

models are used in a period of time from 2015 to 2018, few of them have records

until 2019.

Figure 6.1: Weekly time series for C1-T1
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Figure 6.2: Monthly time series for C1-T1

As planned, the weekly representation is harder to analyze than the monthly

one due to its less compact values and the associated jagged trend. This is clear for

example looking at 6.1 and 6.2. That’s why the monthly representations are more

used to retrieve meaning details about the usage of vehicles.

Figure 6.3: Monthly time series for C1-T2
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Figure 6.4: Monthly time series for C2-T2

Figure 6.5: Monthly time series for C3-T2



6.2. ANALYSIS OF UTILIZATION HOURS WITH TIME SERIES 47

Figure 6.6: Monthly time series for C3-T1

Analyzing the plots it is possible to identify different trends

• stationary trend: for the first behavior identified the following table lists the

models with this kind of trend

Figure 6.7: Models having stationary trends

• non-stationary trends, with specific uptrends in the first months of use e.g.

C2-T2-C, or uptrends in the last available ones e.g. C3-T2-B

• non-stationary trends, with peak of usage: e.g. C1-T2-C with decreasing peaks

in December or C2-T2-B with decreasing peaks in February

Peaks and stationary trends for the models mentioned above can be justified con-

sidering for instance the necessary work done day by day(e.g. vehicles used in waste

dumps cannot stop working), unfavorable weather conditions for a time period or

finally maintenance periods scheduled. Of course these considerations are insights

that should be detailed analyzing the environment(work site, weather conditions,

e.g) in which the vehicles work. Summarizing the results achieved with the time



6.2. ANALYSIS OF UTILIZATION HOURS WITH TIME SERIES 48

series representation the vehicles obviously have an extremely heterogeneous usage,

moreover the predominant non-stationary trends suggest that it is hard to gener-

alize models to types basically because the vehicles usage depends on the context.

Finally, aggregating by tenant is not appropriate.

6.2.1 Focus on daily time series

By focusing attention on the daily time series it is possible to identify within a

model different behaviors for all their units(each one identified by a unique code

called unit uuid), for instance:

• C3-T2-A:

– usage with relevant peaks, null and repeated values in random time period

– winter months with usage close to 0, spring and summer months with

average usage higher than 6 hours

• C2-T1-B

– occasional values close to 0 and remaining values in the range 3-10 hours

repeated cyclically over time

– patterns repeated over time. Usage in the range 0-6 hours in the winter

months, 4-10 hours in the months from June to September

• C1-T1-B

– cyclic usage with repeated values in a well defined range and a restricted

sequence of values close to 0

– starting months(4 or 7) with usage from 0 to 2 hours and higher in the

next months

• C1-T2-C

– usage equal to 0 hours in December

– utilization hours equal to 0 in random months
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The following images highlight the relevant behaviors for the units mentioned above

and belonging to C3.

Figure 6.8: Daily time series without defined patterns

Figure 6.9: Daily time series with repeated patterns

The only exception is the set of vehicles belonging to the model C3-T1-B where

there are not different kind of use.

All the possible reasons presented to explain the trends identified with time series

analysis per model can be used also to understand the different behaviors for single

different units. Furthermore, it is not possible to aggregate units by model. The

most important consequence of this heterogeneous usage is the need for predictive

models which are customized for each single vehicle.
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6.3 Boxplots representation

Figuring out how the daily values are distributed is much easier exploiting the box-

plots, especially as regards the daily values. As explained in [29] ‘a boxplot is a

standardized way of displaying the distribution of data based on a five number sum-

mary (minimum, first quartile (Q1), median, third quartile (Q3), and maximum)’.

Moreover, it allows representing data sample considered outliers as it is outside the

range of data pointed out. In a few words this tool allows us to visualize in a series

of data which values are more frequent (showing the interval that contains them,

typically a colored rectangle) and which less. Even in this case a representation for

each tenant, and for their models chosen, is available distinguishing between daily,

weekly and monthly values.

Figure 6.10: Boxplots for C1-T1 C1-T2

Looking at the daily representations it is noticeable a lower usage for the units

belonging to C3-T1-C having an interquartile range(IQR) that can be considered

negligible and located close to 0, this means that the vehicles belonging to this

model have a very frequent low daily utilization hours. On the other hand vehicles

of type C1-T1 and C2-T1 have the highest percentage of daily utilization hours

over the threshold of five hours, the same predominance is present in the monthly

and weekly values. Analyzing the models of a same company there are not relevant

differences, in fact most of the time the lower whisker size is negligible whereas

boxplot for the vehicles C2-T1-B is the unique case having a boxplot with a normal
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Figure 6.11: Boxplots for C2-T1 and C2-T2

distribution. In addition to this many other aspects are shared between models of

different companies, for instance the next models show a similar interquartile range

with 25◦ percentile close to 0 and 75◦ percentile close to 5 hours, this means that

the 75% of possible values for utilization hours are shared:

• C1-T2 with models A, B and C

• C2-T2 with models A, B,and C

Moreover, the median is in most of the cases very close to 0. Only the models of

type C1-T1 and C2-T1(in particular models B and C) have the higher values for the

median, in the range 4-6 hours. Finally, the presence of a high outliers density for

the types C2-T2 C3-T1 and C3-T2 show that despite the low utilization hours, the

vehicles of this type are sometimes used with a higher number of hours. The results

with weekly and monthly granularity can be summarized as follows:

• weekly boxplots: the median is predominantly located in the range 10-25 hours,

the two extreme cases are given by the ranges 0-10 hours(related to C3-T1)

and 30-45 hours(for some models of C1-T1)

• monthly boxplots: the median is predominantly located in the range 50-115

hours, the two extreme cases are given by the ranges 20-40 hours(related to

C3-T1) and 130-200 hours(for some models of C1-T1)
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Figure 6.12: Boxplots for C3-T1 and C3-T2

The differences but also the common ground between models of same and different

tenants, pointed out with the time series representation, are showed further with this

approach. As for the predictive data-mining considerations associated to the results

collected with boxplots, the daily values distribution can suggest if the regression

machine learning techniques will be or not put a strain, being associated to a large

or short range of utilization hours values which influence the timetable related to

maintenance tasks. That said, for vehicles belonging to C3-T1 and C3-T2 the short

daily boxplots could suggest more favorable conditions, whereas the same cannot be

said for models belonging to the companies C1 and C2.

6.4 Analysis of the Cumulative Density Functions

The cumulative distribution function(CDF) enables us to analyze the data from a

probabilistic point of view. In fact, the CDF of a real-valued random variable X is

the function given by:

F (x) = P (X ≤ x)

in this way we can compute the probability that the target variable X (the utilization

hours in our case) is less or equal to x (all the possible values for the variable we

are interested in). The main goal associated to the use of this mathematical tool is

to understand which models have a high number of records with utilization equal
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to zero, that’s because it is the aspect that impacts more on the application of

regression algorithms, and so the quality of results. On the other hand, a low use

of a vehicle means a less frequent number of maintenance tasks and therefore a not

interesting analysis.

Figure 6.13: Daily CDFs for C1-T1 and C1-T2

Figure 6.14: Daily CDFs for C2-T1 and C2-T2
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Figure 6.15: Daily CDFs for C3-T1 and C3-T2

The models of C3-T1 have the higher average percentage(≈70%) of records with

daily utilization hours equal to zero. This result can be easily related to the daily

boxplots representation where the IQR for all the models is located inside the range

0-2 hours or even totally overlapped and coincident with the median very close to 0

hours, whereas higher values are considered outliers and so occasional values. The

most different behaviors between models of a same type occur for models of C2-T1,

but in general only the models of C3-T2 and C1-T2 have similar CDFs.

6.5 Final considerations

In view of the approaches used to perform the data exploration it is possible to

summarize schematically the results achieved

• units belonging to the same model have heterogenous usage, this means that

a certain number of well-defined patterns related to the daily utilization hours

are shared between vehicles of a same model. Because of this, the mainte-

nance tasks are performed with a different time progression and a predictive

data-mining model should be fitted for each different pattern identified.

• the analysis of data distribution pointed out how for some models the range of

values associated to the utilization hours is very restricted and could guarantee

favorable conditions for the phase of prediction, about this the types C3-T1

and C3-T2 have this feature. The daily representation plays a major role,
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weekly and monthly plots shift the daily results on a bigger temporal scale

without adding relevant info

• applying the regression algorithms on all the models selected would require

a massive effort, for this reason it’s necessary to perform a further selection

choosing a model with certain characteristics. The idea is to choose for a

single company a set of vehicles belonging to a model having common features

with the two remaining(we can discard the models belonging to C2-T1 and

C2-T2). Furthermore, exploiting the info retrieved with the data exploration

we can select units belonging to models with a well defined range of utilization

hours(so we can’t consider C1-T1) and a usage neither high nor low(C3-T1

models are not widely used). Given the choice between C1-T2 and C3-T2 the

choice fell on this last.



Chapter 7

Methodologies

In this chapter the problem is formulated from a mathematical point of view, more-

over the regression and classification algorithms and the two methodologies(with the

advantages and disadvantages associated) are presented.

7.1 Problem formulation

As already said in 2.3, the main goal of this thesis is the study of predictive data-

mining algorithms in a context related to predictive maintenance. In particular, we

want to predict how many days/weeks are left until the next maintenance operation.

Considering the nature of the problem, we must forecast continuous values and

regression algorithms can accomplish this task. days to maintenance is not the only

target variable. The strategy adopted in this work is to forecast the days remaining

to the maintenance and also the number of weeks but with a larger time horizon.

This means that if the daily predictions are performed focusing on the thirty days

before maintenance, the weekly forecasts are run and their errors represents for the

10 weeks(70 days) before the vehicles servicing. This approach allows understanding

in principle when the usage threshold will be exceeded many days, more than one

month, before the servicing. On the other hand the daily predictions focus on a

more restricted time interval and should achieve a better accuracy(error expressed

in terms of days and not weeks) in the forecasts. Moreover, classification algorithms

are useful to forecast(exploiting binary classification) if the next week the usage

threshold is exceeded or not. From a mathematical perspective the problem can be

56
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represented as follows

y = f(featt−1, featt−2, ..., featt−n, add featm,t−1, ..., add featm,t−n)

The meaning of the terms associated to the formula:

• y represents the target variable: days to maintenance, weeks to maintenance,

maintenance next week, maintenance next day

• f is the function receiving in input a set of values and giving in output the

value for the variable we are interested in

• feat is the main feature used to train a model. Of course, we are working with

a time series and for this reason we need to refer to historical values, properly

indicated by the subscripts t-i(i = 1, ..., n), to forecast the future ones

• add feat is the generic additional feature that can be exploited to improve

the quality of the prediction. Considering that there are multiple additional

features, the subscript m identifies one.

In the next sections the distinction between the main and additional features will

be clarified.

The following results are related to the daily experiments and focus on the different

number of lags used to train the models, subsequently the weekly results will be

presented having chosen a predefined number of features for the training phase.

7.2 Methodologies for predictions

The regression algorithms are used with two different methodologies, meaning the

steps followed to obtain the final forecasts. Two approaches were used that we

identify with the name “Predict the remaining days to maintenance” and “Cumulate

daily utilization time predictions”.

7.2.1 Methodology 1: Predict the remaining days to main-

tenance

With the first approach the target variable is days to maintenance, and we fore-

cast it straight away after fitting a model on a training set. The approach de-
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scribed in the next rows is used also for the target variable weeks to maintenance

hours to maintenance is the main independent variable exploited to train the model(the

variable we called feat in 7.1) and introduced with features engineering during the

data preparation, of course we use values referred to previous time frames(as indi-

cated by the subscripts in 7.1). Moreover, considering the context(time series) we

are working in certain rules must be followed.

Before starting to explain in details how this methodology works, it is necessary to

refer to the picture 7.1, where the horizontal axis represents the time whereas the

vertical lines are drawn in correspondence to the dates in which maintenance tasks

have been performed.

Figure 7.1: Base temporal schema

The vertical lines split the horizontal one in sectors or time periods, each one(except

the first and the last) is bordered by two lines. The second vertical line represents,

for the current time period, its real maintenance date. For each date belonging to

each sector we predict the days to its maintenance date. Having said this, it is

important to point out that if we predict the days to maintenance for the dates

inside the i-th sector, the training set must be fitted using the data belonging to

the previous one. 7.2 and 7.3 show this aspect. Following this rule is necessary,

otherwise if we train a model using the data belonging to the same sector we are

predicting, we skew the final results because actually we don’t know the values of

the target variable passed to fit the model. Using this approach it is not possible to

forecast the days to the first available maintenance.

As regards the training set used to train a model we already said that it is composed

by the records related only to previous maintenances, in particular we decided to

select all the available data for each previous time period preceding that one we are

analyzing. This methodology was applied using a training set built concatenating
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all the training sets previously used(an expanding approach). A further approach

could be based on the usage of data belonging to a single time frame that is that

one preceding the temporal window currently analyzed(sliding approach). We didn’t

apply this approach because we wouldn’t take advantage of the available samples.

The window of records is updated, concatenating the records related to the data

already analyzed, when the target variable is predicted for a new time period.

Figure 7.2: Application of methodology 1 with the expanding approach.

Figure 7.3: Application of methodology 1 with the sliding approach.

The blue rectangles in 7.2 and 7.3 represents the records used to fit the model

for the prediction phase.

A variation that we applied is the use of training sets with a predefined number of

data samples. The final decision was to select the 30 records preceding the mainte-

nance, as we are interested in obtaining an increasing accuracy in the forecasts as

we approach the exceeding of the usage threshold. In this way we expect the model

fitted is able to get a better accuracy when we get close to the maintenance, because

we apply a model trained on specific data samples. On the other hand we expect a

worse performance for predictions not included inside the temporal range chosen.
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The main advantage of this methodology is the usage of a single model whenever we

forecast the target variable for the current temporal interval between two mainte-

nances, we need to generate a new one when another temporal interval is analyzed.

In this way much time is saved, and the most computational effort is spent for the

forecasting phase.

Figure 7.4: Application of methodology 1 with training set reduced .

7.2.2 Methodology 2: Cumulate daily utilization time pre-

dictions

The main idea of this methodology is: for the current training set the integral sum

of utilization hours is available, predicting the variable onofftime second for the

subsequent days we can know how this integral sum changes and when the usage

threshold is reached(in this case the date is saved and the window is updated). This

way the remaining days to maintenance for the current date, the last in the train-

ing set, are computed by subtracting it from the predicted one. The independent

variables with this approach are the dataframe’s columns onofftime secondt-i. As

well as the first approach presented, also in this case it is necessary to consider that

we are working with a time series and the consequences associated to this aspect

influence the application of this methodology. We start applying the algorithm with

a predefined number of data samples, used to train the first model. We perform

the first prediction for the day after the current one and compute the integral sum

of utilization hours using the value just forecasted. If the result exceeds the usage

threshold the days remaining to maintenance are computed subtracting the date
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the threshold is reached by the current one(the window can be updated with the

next real value of utilization hours), otherwise we continue the forecasting phase

adding the value predicted to the starting training set and fitting a new model for

the subsequent predictions. This approach is affected by two weakness

• the current training set must be updated every time a new forecasting is per-

formed adding the predicted element to the training set, a new value of uti-

lization hours is predicted with the model fitted on the new training set. The

direct consequence of this is a propagation of the forecast error when the

regression activity is performed for data temporally far away from the starting

window of records

• big computational effort - the fitting phase is repeated for each value pre-

dicted in the future(e.g. yt+i) because the dataframe on which the operations

are performed has to be modified adding the samples predicted generating a

new model
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Figure 7.5: Application of methodology 2: each value predicted (indicated with a

different color) is integrated to the starting training set, then a new model is fitted

for the next prediction



Chapter 8

Experiments

8.1 Experimental design

The experiments were run on an Intel Core i7-4600U CPU 2.10GHz x 4, running

Ubuntu 16.04 LTS 64-bits.

For the methodologies PredictDays2Maintenance/PredictWeeks2Maintenance and

CumulateDailyPredictions seven units belonging to C3-T2-A were analyzed. For

each one the results have been collected executing the approach based on expanding

window because we want to exploit all the available data. The critical parameter

associated to the execution of the scripts is the number of records to train the

regression model, that we indicate as N, and the number of features M referred

to the past(the lags), that we have indicated as featt-i in 7.1. We expect that by

varying the dataframe sizes NxM we obtain different outcomes. All the possible

values for the number of lags are presented in details with the next presentations of

results.

As already mentioned in 4.2 the algorithms used to obtain the forecasts of days

to maintenance are linear regression, random forest, gradient boosting and support

vector regression. As already mentioned, the Scikit-learn library [20] was used to

perform the analysis. The hyperparameters, for the algorithms requiring them, have

been set up with the following values:

• RF

– n estimators=50

63
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– max features=auto

– max depth=10

– min samples split=5,

– min samples leaf=5

• GB

– n estimators=500

– max depth=4

– min samples split=2

– learning rate=0.01

– los=ls

• SVR

– kernel=linear

– C=10

– epsilon=0.1

8.2 Evaluation and visualizations of performances

Considering that we are applying two different techniques of supervised machine

learning, classification and regression, the performance evaluation for the performed

experiments must be based on two different analysis metrics.

8.2.1 Evaluation metrics for regression techniques

Performing a regression task we get for each real value its predicted one, in statistics

the difference between this two numbers is called residual, as residuals are the differ-

ence between data points they are sometimes called errors. The concept expressed

above can be briefly represented by the mathematical formula

erroryi,real = ||yi,pred − yi,real|| with 1 ≤ yi,real ≤ 30
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The same formula is used to quantify the error associated to the weekly experiments.

Of course yi,real is refered to the number of weeks and is a number in a more restricted

interval [1,10]. This error is averaged considering the entire set of vehicles on which

the experiments are performed. We consider the absolute value, if not when we com-

pute the negative and positive means they offset each other by generating a skewed

value. The average compute is represented separately for a predefined number of

days to maintenance(for instance from 1 to 31), that’s because allows understand-

ing better the quality of predictions when we get closer to the maintenance task.

If we compute an evaluation metric without distinguishing between days closer to

the maintenance and that ones more far the analysis of results doesn’t make sense,

because we treat a prediction made one month before in the same way as that one

made one day before. In this way we can have a general idea about the results ob-

tained and how the distribution change considering the decreasing number of days

tilling the maintenance task.

All the techniques mentioned above are executed considering the results got with

the two methodologies presented above, both applied with different lags used as

features and regression/classification techniques.

Before starting to analyze the results associated to the regression algorithms we need

to introduce some benchmark algorithms, allowing us to have a judgment. The first

one computes the remaining days to maintenance for the i-th day using the formula

days to maint(t) =
(hours to maint(t− 1)–avg util hours(0, t− 1))

avg util hours(0, t− 1)

the average is computed using all the available utilization hours in the past, otherwise

employing a restricted set of values it is more probable that the average is a number

close to zero and the ratio would generate a high number, and so a bad prediction

that would affect the quality of the final results. A second method using a formula

similar to the previous one but exploiting the utilization hours at t-1, instead of

the average, has been used but relevant and frequent peaks has been generated that

don’t allow comparing graphically the benchmark with the ML algorithms. For this

reason only the error trend for the moving average technique will be displayed and

compared with the regression techniques. All the following plots have on the x axis

the number of days/weeks to maintenance while on the y axis the average residual

error, the legends show the color associated to the error obtained with the baseline
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or with a certain number of lags used to train the models .

8.2.2 Evaluation metrics for classification techniques

When a classification problem is faced, in our case binary classification, the precision

associated with the model used is deduced by calculating four different parameters:

true positive (TP), false positive (FP), true negative (TN ) and false negative (FN ).

TP is a value used to understand how well the model predicts correctly the positive

class, while TN is used for the same purpose but with the negative class. FP and

FN quantify the incorrectly predicted labels. Starting from these parameters further

metrics can be computed: accuracy, precision, and recall. An exhaustive explanation

is available at [30]. Accuracy is the fraction of predicted labels correctly, for the

binary classification the formula is calculated as

accuracy =
TP + TN

TP + TN + FP + FN

However, where there is a significant disparity between the number of positive and

negative labels this parameter is not a significant value. For instance, if in a binary

classification(yes/no) problem the 90% of values belong to the class no and the

remaining 10% has yes label, the total accuracy will be a high value but the recall

for the class with few data samples has a recall close to 0%.

Precision and recall give more info relative to a single class, allowing getting more

details than accuracy.

precision =
TP

TP + FP
recall =

TP

TP + FN

For each vehicle precision, recall and accuracy are computed, finally an average value

for each metric is calcuted.

8.3 PredictDays2Maintenance results

After deciding the values for the hyperparameters you need to select a value for

the number of lags used as features. Regarding this, the subsequent values were

chosen 1, 7, 15 and 20 lags. The number of records belonging to the training

set is a value that varies based on the temporal distance, in days, between two
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maintenance operations. Therefore, it cannot be set a priori because for each vehicle

two maintenances occur with variable time distance.

The next pictures show the trend of the error for each regression algorithm

Figure 8.1: Residual error for LR with PredictDays2Maintenance

Figure 8.2: Residual error for SVR with PredictDays2Maintenance
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Figure 8.3: Residual error for RF with PredictDays2Maintenance

Figure 8.4: Residual error for GBR with PredictDays2Maintenance

It is clear by observing the graphs that the most performing algorithm is SVR

with linear kernel. The error for this algorithm decreases as you approach the day of

maintenance. The best results are obtained using 1 and 7 lags, however even the

remaining values do not deviate significantly. Good performance is also achieved

with linear regression, provided that a single lag is used. Otherwise, the error has a

jagged trend especially for the last two weeks preceding the maintenance task.



8.3. PREDICTDAYS2MAINTENANCE RESULTS 69

On the hand, RF and GB have a good decreasing error trend for the days less close

to maintenance, but an unexpected increase in the week before. The inability to

predict the days close to maintenance could be due to the nature of the algorithms,

or the choice of inappropriate values for hyperparameters.

Considering the results achieved by the baseline is evident that any regression algo-

rithm works better than the baseline, except for the gradient boosting and random

forest having the worst performance for the three/four days near to the mainte-

nance. Support vector regression with linear kernel pointed out the positive results

discussed above, indeed the error is lower than that one obtained with the baseline

using any number of lags as features. On the other hand, using linear regression we

need to select carefully the number of lags in order to get better results, using 1 lag

the error trend is not jagged.

8.3.1 PredictDays2Maintenance, results with alternative ap-

proach

The strange behavior of RF and GB for the predictions in the days close to main-

tenance has led us to use the variation in the choice of the training set for the

PredictDays2Maintenance, as explained in detail in 7.2.1. The results improved es-

pecially for GB and RF allowing to eliminate the surge of error for predictions in

days near to maintenance. Furthermore, linear regression has achieved good results

in a longer time horizon with all the lags employed. We can therefore conclude that

the non-uniformity in the time length of training sets, used to train regression mod-

els, leads to non-negligible errors in the vicinity of maintenance for the bagging and

boosting algorithms. For the rest, the improvements in the results are evident even

not in the vicinity of maintenance. It is important to emphasize this aspect, since

the temporal distance between the maintenance of the same vehicle is a variable

parameter, therefore it is appropriate to choose it adequately. A further variation,

based on the choice of records with utilization hours greater than zero has been

applied, however no significant improvements were noted. The most relevant results

mentioned above have been represented in the following pictures.



8.4. CUMULATEDAILYPREDICTIONS RESULTS 70

Figure 8.5: Residual error for GBR with PredictDays2Maintenance and reduced

training set

Figure 8.6: Residual error for RF with PredictDays2Maintenance and reduced train-

ing set

8.4 CumulateDailyPredictions results

With this methodology the number of lags used as features is the same of the

first one, therefore 1, 7, 15 and 20. We focus the attention on the last 30 days
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close to the maintenance, for this reason the window of records employed to train

the regression model contains all the available data samples collected in the days

preceding the thirtieth for the current maintenance task. Plotting the residual error

we can point out the good performance scored by linear regression, better than the

baseline chosen. The good results mentioned above have been achieved with all the

lags used as features. However, more than one lag allows to have a better accuracy

for the last three weeks preceding the maintenance task. The error detected on

the thirtieth day is, in the best case, about 17(meaning that the error is predicted

with 17 days in advance or delay) and decreases linearly getting close to the upkeep

scoring an error close to zero on the last three days(i.e. it is very likely to predict

when the vehicle usage threshold will be exceeded near the upkeep). On the other

hand, GB and RF mark the worst performance especially for the days from the

thirtieth(about 60) to the tenth preceding the maintenance, and using any number

of lags. The accuracy improves in the last week of predictions getting close to zero.

If the error trend decreases linearly for LR, GB and RF, a different behavior has

been detected for SVR with a rbf kernel and a linear one. Relevant peaks have been

detected plotting the residual error. The worst score is obtained with a radial basis

function kernel, in fact the error plot is over the baseline plot for most of the values

on the x axis. Using a linear kernel the performance enhance, as long as more than

1 lag is employed to train the regression model. The following plots show the results

Figure 8.7: Residual error for LR with CumulateDailyPredictions
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Figure 8.8: Residual error for SVR with CumulateDailyPredictions

Figure 8.9: Residual error for RF with CumulateDailyPredictions
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Figure 8.10: Residual error for GBR with CumulateDailyPredictions

The variation related to the CumulateDailyPredictions performs the forecasts

discarding the record with daily utilization hours equal to zero and so predicts the

working days to maintenance. In this case all the regression algorithms have an

error greater than that of the baseline in the weeks next to that one preceding

the maintenance. Therefore, relevant improvements are not detected. The best

results are achieved by linear regression, especially with a number of lags greater

than 1. The error plot overlaps with that one of the new baseline(scoring better

performance compared with the version with zeros), however in the seven days

preceding the maintenance the linear regression guarantees us to make forecasts

with greater precision.
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Figure 8.11: Residual error for LR with CumulateDailyPredictions without zeros

8.5 Tuning of hyperparameters for daily experi-

ments

The values for the hyperparameters of the regression algorithms have been cho-

sen using the default parameters suggested by the Scikit-learn library, however

it is necessary to repeat the experiments(we decided to run again the Predict-

Days2Maintenance to save time and choosing 7 lags, that seems to be a reasonable

value) on the selected vehicles using different values for the hyperparameters. For

each hyperparameter different values were selected, the regression algorithms were

performed by testing all the possible combinations for the values chosen. In this

way it is possible to understand if certain values can generate results with greater

accuracy, or if there are no relevant differences. For each combination of values

an average residual error, related to the thirty days preceding the maintenance

task, has been computed because it is not possible to show the large number of

plots representing the error trend. For this reason we preferred to represent the

error associated to a combination of values in tabular form. For each algoithm the

values selected to perform the tuning are:

• gradient boosting:
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– number of estimators: 400, 500, 700

– max depth: 3, 6, 9

– mean samples leaf: 2, 4, 6

– learning rate: 0.01, 0.5, 1

• random forest:

– number of estimators: 50, 70, 100

– max depth: 10, 20, 30

– mean samples split: 2, 5, 10

– mean samples leaf: 1, 3, 5

• support vector regression:

– kernel: rbf, linear

– C: 1, 5, 10

– epsilon: 0.01, 0.05, 0.1

– gamma: auto, 0.01, 0.05, 0.1

The most relevant result can be seen for the svr algorithm with rbf type kernel, in

fact the average residual error in the best case is equal to 5.63 while in the worst

case it is 27.95, in general the worst results are achieved with the lowest values of C

and gamma among those chosen. In case this algorithm, with kernel rbf, is chosen

the hyperparameters must be selected carefully. For the remaining algorithms there

are not considerable differences between the best and worst results. The following

tables show the best and worst average errors obtained.
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Figure 8.12: Tuning results with GB
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Figure 8.13: Tuning results with SVR and kernel rbf. The red rectangle points out

how the average error gets worse using low values for C and gamma.

As regards the tuning results associated to random forest and svr with linear

kernel, for which we didn’t represent their complete scores, they are the ones that

resulted in less significant differences in the use of different parameters. We show

the best and worst configuration and the associated average error scored:

• svr with linear kernel:

– best configuration: C=1 eps=0.01 gamma=auto, error=9.23

– worst configuration: C=5 eps=0.01 gamma=auto, error=9.31

• random forest:

– best configuration: number of estimators=50 max depth=20 min samples

split=2 min samples leaf=3, error=5.49

– worst configuration: number of estimators=70 max depth=30 min sam-

ples split=10 min samples leaf=5, error=5.91
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8.6 PredictWeeks2Maintenance, weekly results

After performing these experiments we analyzed the errors achieved using 7 lags and

figuring out in the same plot, and for each algorithm, the results obtained keeping

records with usage hours equal to 0(calendar weeks) and greater than 0(working

weeks). As for the daily plots, the baselines is represented.

Looking at the plots it is clear the bad performance scored by the baseline to predict

the calendar weeks and indicated as moving average in the legend, with an error equal

to 40 when it’s 10 weeks away to the vehicles maintenance. On the other hand, the

same baseline but predicting the working weeks presents an error between the values

1 and 5 with a decreasing trend from the ninth week. Considering the results related

to the calendar predictions, all the regression algorithms generate more or less the

same results: an error trend between 0 and 5(maintenance predicted at most with

5 weeks late or in advance) with a decreasing trend. The only exception is the

linear regression generating a more jagged trend. Using regression algorithms the

predictions are much more accurate than the baseline.

The relevant difference between the baseline and the regression algorithms detected

above are not confirmed for the errors associated to the working weeks predictions.

The error range is the same for baseline and regression algorithms, however the

accuracy is better with machine learning techniques from the sixth week, in the

following weeks the two approaches generate overlapping plots. It is important to

note that rfr and gbr, which generated an increase in error in the next maintenance

stages, do not exhibit the same behavior for weekly forecasts. This can be justified

by the narrower range of values of the target variable that the algorithms use in

the training and forecast phase. It is therefore useless to use the approach based on

reduction of the training set applied in method 1 with daily forecasts.
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Figure 8.14: Weekly comparisons between baselines and GB

Figure 8.15: Weekly comparisons between baselines and LR
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Figure 8.16: Weekly comparisons between baselines and RF

Figure 8.17: Weekly comparisons between baselines and SVR with kernel rbf
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Figure 8.18: Weekly comparisons between baselines and SVR with linear kernel

In light of what is shown by the previous graphs, in particular by observing

the comparison between the baseline obtained without excluding records with usage

equal to zero and the error trend for the regression algorithms with the same calendar

data, this methodology and relative weekly granularity for the target variable are to

be considered the best strategy to use. Especially considering further developments

proposed by Tierra related to this line of work.

8.7 Tuning for weekly experiments

The experiments related to the tuning of the hyperparameters has been repeated also

for the weekly target variable, trying to understand if for some regression algorithms

the choice of certain values can lead to results with a better or worst accuracy.

The calculated average residual error refers to the five weeks prior to maintenance.

By analyzing, for each algorithm, the error obtained with the best and the worst

configuration we can briefly summarize the results obtained

• svr with linear kernel:

– best configuration: C=1 eps=0.01 gamma=auto, error=1.504

– worst configuration: C=10 eps=0.01 gamma=auto, error=1.559
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• svr with rbf kernel:

– best configuration: C=10 eps=0.1 gamma=auto, error=0.843

– worst configuration: C=1 eps=0.1 gamma=0.01, error=1.445

• random forest:

– best configuration: number of estimators=50 max depth=10 min samples

split=10 min samples leaf=3, error=0.84

– worst configuration: number of estimators=100 max depth=30 min sam-

ples split=5 min samples leaf=1, error=0.886

• gbr:

– best configuration: number of estimators=400 max depth=3 min samples

split=2 learning rate=0.01, error=0.843

– worst configuration: number of estimators=400 max depth=6 min sam-

ples split=4 min samples leaf=1, error=1.217

Observing the errors obtained with the various combinations of parameters it is

clear that there are no significant differences between the worst and best case errors.

Therefore, for any algorithm, an approximate choice of values for hyperparameters

would lead us to obtain results with errors that cannot be improved by a lot.

8.8 Classification results

Before analyzing the results it must be premised that the number of class labels

with value yes(i.e.there will be maintenance tomorrow or next week) is negligible

compared to the labels with no value, therefore any kind of classification algorithm

shouldn’t be able to get high scores. The best results related to the classification have

been obtained for both the target variables maint next week and maint next day us-

ing data frames in which records with use equal to 0 have been deleted, therefore

using info associated to the working days and not the calendar ones. That’s be-

cause decreasing the number of records with usage equal to 0 the related number of

records with class target variable no decreases too, therefore it’s much easier cor-

rectly predict the class labels in particular the class label yes. Moreover, the best
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results have been obtained by using the algorithm Gradient Boosting and Random

Forest, significant differences associated with the number of lag used are visible only

with experiments on a daily basis. Precision and recall presented in the following

tables are referred to the label yes.

Figure 8.19: Daily classification results
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Figure 8.20: Weekly classification results

The precision and recall scores never exceed 70%, based on these results the

classification-based approach does not allow us to have good guarantees on vehicle

maintenance forecasts.



Chapter 9

Conclusions and future works

A final comparison between the two methodologies show how predicting the number

of days to maintenance, instead of forecasting it indirectly with the methodology

CumulateDailyPredictions, can give better results especially for RF and GB choos-

ing a training set with a predefined number of records. With this methodology the

error decreases linearly getting close to the vehicles maintenance, achieving a value

close to zero. Moreover, the residual error is always better than that one scored

by the baseline. The worst results obtained with the second technique can be ex-

plained keeping in mind that every predicted value of utilization hours is added to

the starting training set to train models for subsequent forecasts, this means that

each model is trained using values that are affected by an error that is propagated

in the following predictions. A further aspect we need to consider is the execution

time needed to train models and perform the predictions. The methodologies Pre-

dictDays2Maintenance/PredictWeeks2Maintenance require a single model for the

predictions in a time period, the second one trains a new model for each following

value predicted in the future due to the update on the starting training set. The long

execution times for the second methodology are the direct result of several train-

ing phases. PredictDays2Maintenance and PredictWeeks2Maintenance are therefore

preferable for the shorter times required other than the best accuracy. Furthermore,

the weekly granularity for the target variable allows to have a more reliable accuracy

for the predictions and the difference with the baseline is more evident in particular

for the most distant weeks at vehicle maintenance. As regards the classification,

this approach shouldn’t be used due to the unbalanced number of class labels(‘no

85
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maintenance’ label is more numerous than ‘yes maintenance’) and the associated

negative results.

Obviously the work done in this thesis should not be considered completely con-

cluded, relative to the topic of predictive maintenance. This means that the results

related to machine learning algorithms must be associated with a final product to

be delivered to the manufacturers of industrial vehicles supported by Tierra, that

has chosen to continue working with PredictWeeks2Maintenance. Obviously the

analysis presented in this thesis can be extended by taking into consideration new

vehicles/models in different scenarios, but above all by adding a greater quantity of

data relating to a longer time span.
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