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Chapter 1

Introduction

In today’s world, data value is severely undermined by our inability to translate

them into actionable knowledge. Up to now, a lot of research efforts have been

devoted to enhancing the effectiveness and efficiency of analytics algorithms. How-

ever, their exploitation is still a multi-step process requiring a lot of expertise to be

correctly performed. To streamline the knowledge extraction process and enhance

the friendliness of data analytics task, what we tried to do is to design and develop

a new generation of data analytics solutions to automatically discover descriptive,

predictive and prescriptive models and structures hidden in the data without re-

quiring the intervention of the data scientist. A key feature of such solutions is the

automation of the full data-analytic workflow, from heterogenous data ingestion to

the result presentation.

To do this, in this thesis work we implemented a new framework that aims to be

as user-friendly as possible, so that it can be accessible by everyone. Furthermore,

since our framework aims to analyze a dataset automatically, minimizing the contri-

bution of the data scientist, the skills required by the user who uses it are minimal.

We built it so that all users, even the less experienced in the field, can use it easily,

going to meet the concept of democratizing data science.
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Chapter 1. Introduction

1.1 Techniques Used

In implementing our new framework we have chosen to use python as program-

ming language, which is one of the most used programming languages for Data

Mining and Machine Learning techniques. In particular, the libraries and modules

we used most to produce this work were the following:

• Pandas, which is a library for manipulating data in a tabular or sequential

format. Very useful for loading and saving standard formats for tabular data,

such csv and Excel files

• Matplotlib, a very powerful and flexible library for the creation of graphics,

which allows the creation of many types of plots in a simple and intuitive way

• Seaborn, which is a matplotilib-based data visualization library. Seaborn pro-

vides a high-level interface for drawing information-rich statistical graphs

• Sklearn, which is an automatic learning library that contains all the most im-

portant classification, regression and clustering algorithms

To build the architecture of our web application we used Flask, which is a micro-

framework for Python web applications[1]. The graphic part of our web pages is

then managed thanks to Css and Javascript. Of particular interest was HighCharts

[2], a library written in pure Javascript which allowed us to create lots of interactive

and high-level graphics.
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Chapter 2

State of the art

Before analyzing our application in detail, let’s see and describe other existing ap-

plications that offer similar functionality to ours. In particular we have reported

below only the free applications on the web, that any user can exploit without any

restrictions. These applications obviously don’t do exactly what we have tried to

implement, but they still have common features useful for comparing our work. In

order to better compare the various results obtained with these different tools, we

tested each of these with the same dataset. The dataset used is ‘prescrizioni.csv’,

a very simple clinical dataset that contains 500 medical prescriptions, each of these

characterized by the id of the patient, the age of the patient, the sex of the patient,

the date on which the prescription was made, a code that characterized the type

of exam and a code that characterized the type of branca (which includes several

exams). The schema of the dataset used is shown in Table 2.1.

id eta sesso codpresta codbranca data

31 72 1 89.7 99 20070214

31 72 1 90.27.1 98 20070214

31 72 1 90.44.4 98 20070214

Table 2.1: Dataset Schema
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Chapter 2. State of the art

2.1 Datawrapper

Datawrapper is an innovative tool launched in 2012 which aims to allow users to

create and visualize interactive charts and maps. Charts and maps are very useful

and intuitive in data analysis, but creating them is often a very time-consuming op-

eration, because requires someone with design experience and someone who knows

the basic rules of charts. These long times could be a problem for example for a jour-

nalist or a researcher working under deadline. Datawrapper is proposed to be a very

good application to use when speed is an essential requirement, creating charts and

maps in few minutes.

This application can be shortly described in four different steps (see Figures 2.1 and

2.2):

• In the first step the user can copy and paste a data table or he can upload a

csv/xls file

• In the second step, called ‘check and describe’, the user can see his entire

dataset like a big table and he can sort the view according to the various at-

tributes. The columns are shown in red if they are numerical attributes and

are shown in black if they are text. Here the user can also decide to drop one

or more columns from the dataset, or add new ones.

• In the third step the user can see his dataset in many different ways, he can

choose from many chart and map types and after choosing one of these, he

can customize it to make it more effective

• Finally, the user can export his chart as a png, svg or pdf document to print it

10



Chapter 2. State of the art

Figure 2.1: First two steps of Datawrapper application

Figure 2.2: Third anf fourth steps of Datawrapper application

2.2 AnswerMiner

AnswerMiner is a data exploration and visualization tool focused on the usability

and simplicity. This software is designed to help everyone is working with data,

from the expert data-scientist to the simple user that has no experience with data

analysis. The key to ensuring this functionality is the very user-friendly interface

that this tool offers, making the use of the features understandable to anyone. This

application has a monthly cost to pay to be used, but there is also a free version with

the limitation that the user can’t analyze a dataset with more than 1000 rows and 20

columns. To test this tool and see in detail what features were offered, we used this

free version. Now let’s see what are the steps to follow to analyze a dataset with
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Chapter 2. State of the art

Figure 2.3: General overview of the functionality offered by AnswerMiner

AnswerMiner.

On the home page, we are required to load a dataset in a format like csv or xls.

After the uploading we are shown a summary overview of the dataset (Figure 2.3),

with a clickable menu on the left side of the page, from which we can access in more

detail the different sections. These sections are five and they include:

• ‘data view’, a spreadsheet visualization of the dataset in which we can have

an overview of the data (distributions, most common values, outliers)

• ‘relations’, where we can see the correlation degree between each pair of at-

tributes. These correlations are shown both as a map, a matrix and a table

• ‘suggested charts’, where the user can select one ore more attributes of the

dataset and visualize it through lots of different charts and visualization meth-

ods

• ‘prediction tree’, where the user is asked to select a target and one ore more

predictors to generate a decision tree which aims to show which attributes are

most significant for the target prediction

• ‘canvas’, a page where the user can find all the charts he had previously saved

12



Chapter 2. State of the art

2.3 JetPack Data

JetPack Data is a very simple and intuitive data visualization and data analysis plat-

form. You must pay a monthly fee to use this application, but if you respect the

constraint of not loading more than two files per month and if the files uploaded

have a size lower than 25Mb, so you can use this application for free. Respecting

these constraints we then loaded our dataset to see what analysis this application

allowed us to do on it. After loading the dataset we are redirected on a page en-

titled ’suggested charts’, which presents a series of different charts describing our

data. Each of these graphs represents couple of different attributes and these initial

attributes are chosen randomly or by some algorithm that is not described to us.

At the top of this page there is a horizontal menu that allows us to access the other

sections of this application. These sections are mainly three:

• ’Build my graphs’, in this section the user can choose between seven different

types of charts and he can analyze pairs of attributes (putting one on the X-axis

and the other on the Y-axis) after choosing the type of aggregation to be used

(count, average, min, max)

• ’Dashboards’, in this section the user can find all the charts he had previously

saved

• ’File summary’, a section where the user can find very general information

about the file uploaded (file type, number of rows/columns, type fields) and

he can see the top fifty rows of this dataset

2.4 DataPine

DataPine is a data visualization tool very similar to JetPack Data. In fact it offers al-

most the same features described in the previous case. The only real difference with

the other application is the graphical interface. Also DataPine has a fixed monthly

fee to pay to be used, but in this case there is no a free version of the application, so

in order to use it we had to make a registration and we were able to take advantage
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Chapter 2. State of the art

Figure 2.4: Layout of the Datapine analysis page

of the free 14-day trial period that the site offered.

After uploading our dataset, we are shown his first ten rows in a tabular form and

we are given the opportunity to eliminate some attributes before starting our analy-

sis. The analysis is of the same type as that offered by JetPack Data.

At the top of the page (shown in Figure 2.4) there is a sliding menu where we can

choose the type of chart (column chart, bar chart, pie chart, table, scatter plot, ecc)

and after choosing the one that best suits his needs, the user must select a field to put

on the X-axis, a field to put on the Y-axis and the type of aggregation (sum, count,

average). Also in this case all the charts produced can be saved on a dashboard.

2.5 Dive

Dive is a data exploration tool built at the MIT Media Lab in 2018 which allows non-

expert users to analyze their data without writing code [3]. In general, existing tools

that are able to do data exploration are tools that require a great amount of work due

to their close dependence on analysts, who have to manually specify queries using

code. What Dive aims to do is to significantly reduce this amount of work, making

data analysis available to all types of users, thanks to its user-friendly interface and

its simplicity. Let’s see in detail how Dive analyzes the data.

To begin, the user has to create a project, within which he uploads his dataset (the

dataset must not have more than 1000 rows). After the upload we are now redirected

on a new page; on the left side of this page there is a vertical menu containing four
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Chapter 2. State of the art

sections, representing the four stages of a data exploration workflow. These stages

are shown in Figure 2.5. They are:

• ‘Datasets’, where there is a spreadsheet visualization of the data. Each field is

labeled as nominal, ordinal or continuous. For each kind of field it is reported

the number of null values, in particular for a nominal field it is reported also

some information like the number of unique values and the frequency of each

value, while for an ordinal and continuous field some statistics are shown.

• ‘Visualize’, it’s the visualization mode, where the user can see some charts

about his data. By default, if the user doesn’t select any attributes, the appli-

cation returns univariate descriptive visualizations of each attribute. But the

user can also specify one or more fields with a click, focusing the charts on

them.

• ‘Analysis’, it is the statistic mode where the user can build aggregation tables,

correlation matrices relating each numeric field, running ANOVAs to detect

differences between groups and conducting simple regressions.

• ‘Stories’, this is a Compose page where a user can find all the visualizations

and statistical analysis result that he had saved before.

Figure 2.5: Four stages of a data exploration workflow in DIVE: (A) Datasets, (B) Visualize, (C)

Analysis, and (D) Stories

2.6 NCSS

NCSS is a software that includes over 250 statistical and plot procedures. We used

the 30-day free trial to observe the operation of this software and we have seen that

the features offered by this software are much more numerous than those offered by
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Chapter 2. State of the art

the applications described above. Once our dataset is loaded, we can get informa-

tion on it by clicking on the top bar on the buttons ‘Analysis’ or ‘Graphics’. All the

features offered by these buttons are shown in Figure 2.6.

Figure 2.6: Procedures offered by NCSS analysis

Of all these features, we have given particular importance to the section ‘Cluster

Analysis’, because it is an analysis that we have decided to implement in our frame-

work and we never found it in the previous applications described. In this section

the user can choose between ‘Fuzzy clustering’, ‘Hierarchical clustering’, ‘K-means

clustering’, ‘Medoid partitioning’ and ‘Regression Clustering’. We chose a classic

‘K-means clustering’ to see how the results of this analysis were shown. First of all

we must set the cluster variables and we must select the number of clusters we want

to obtain. A limitation in these choices is that we can select only numeric fields as

cluster variables; a text field cannot be used as a cluster variable, because the one hot

encoder or other similar transformations are not done in this analysis. After setting

the various parameters with appropriate values and clicking on the run button, the

results are shown in two ways:
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Chapter 2. State of the art

• a textual report, in which for each element the distance from each cluster is

indicated, and consequently the cluster to which it belongs. In this report is

also indicated the number of elements of each clusters and the mean and the

standard deviation of each variable within each cluster

• scatter plots, where a different color is used for each cluster. A limitation of

this representation is that all these scatter plots are two-dimensional and each

of them represents a pair of variables. So if there are n cluster variables, there

will be a total of (n
2) scatter plots.

2.7 ML Sandbox

ML Sandbox is another online free tool available at https://intelligentonlinetools.com/cgi-

bin/analytics/ml.cgi that allows us to do the cluster analysis. It is a very poor-

graphically tool and it’s not very user friendly: for example the user can’t upload a

dataset, but he has to cut and paste it without column names and with only a white

space between each value (not comma or other signs) and a new line character be-

tween each row. Anyway, since there are very few online tools that allow any user

to perform cluster analysis for free, we decided to test it and see its results.

This tool proposes several clustering algorithms and for each of them the user can

select the kind of data normalization (no-scaling, StandardScaler, MinMaxScaler). If

the dataset to be analyzed contains text field, these algorithms don’t work, because

there is no technique to transform text values into numeric values in this tool (like

the OneHot Encoder).

The most important of these clustering algorithms are:

• K-Means clustering. The user must set as a parameter the number of clusters

that he wants to obtain and then he has to click on the run button. As a result

there is a vector in which for each element of the initial dataset there is a cluster

Id that indicates which cluster it belongs to. For each cluster the coordinates of

its centroid are also indicated. Finally, there is a 2d scatter plot in which each

cluster is represented with a different color. The scatter plot axes correspond

17



Chapter 2. State of the art

to the first two columns of the initial dataset (there is no SVD or PCA)

• DBSCAN. The user can still select the number of clusters he wants to obtain,

but obviously this parameter does not make sense in this algorithm. The pa-

rameter necessary for this algorithm (MinPts and eps) are chosen automati-

cally (we don’t know according to which criterion) and can’t be modified by

the user. As a result there is simply a vector of cluster Id that tells us each

element which cluster it belongs to

• Hierachical Clustering. In this case the choice of the number of clusters by the

user is useless, because as a result there is only a vertical dendrogram. The

user cannot choose the kind of aggregation (min, max, average) and we don’t

know which of these was chosen

Other types of cluster algorithms that this tool offers are: text clustering, affinity

propagation clustering, BIRCH clustering and CURE clustering.
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Chapter 3

Automated Data Exploration

In this chapter we will present our proposed framework for automatically analyzing

a dataset, using data mining techniques, and we will explain the theory behind the

various techniques and algorithms we used.

In general, the knowledge extraction process includes basic building blocks, which

are selection, preprocessing, transformation, extraction and visualization (these blocks

are shown in Figure 3.1). But this process is an iterative process that requires great

expertise from the data scientist, because for each of these building blocks there are

so many algorithms that must be properly configured by the analyst and must be

chosen based on the type of data we are analyzing.

Figure 3.1: Traditional Knowledge Extraction Process

So, the aim of this thesis is to try to automate the process, minimizing the con-

tribution of the data scientist, with the final objective to democratize data science.

For this purpose we have proposed an automatic knowledge extraction workflow.

The workflow proposed by us includes the following steps: data type identification,

data characterization, outlier detection, cluster analysis, classification, data trans-
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formation and visualization. These steps can be summarized as shown in the figure

3.2.

Figure 3.2: Automated Workflow proposed by the framework

3.1 Data type identification

In this first step, we find the general characteristics concerning our dataset. Af-

ter having divided the various fields into numeric fields and text fields, we look if

there is any particular attribute, like a label, an ID, or a temporal attribute. Label

and temporal attribute searches are done exclusively at the semantic level. The first

comparing the names of the various attributes with words like ’class’, ’type’, ’label’,

’species’, ’outcome’ (both in uppercase and lowercase). The second comparing the

names of the attributes with words like ’data’, ’day’, ’month’, ’year’.

For the ID search, initially a semantic comparison is always made, looking for at-

tributes that contain the word ’ID’ in its name. If this first search is successful, then

we check if the number of distinct values of that attribute is equal to the total num-

ber of rows of the dataset. If the two numbers are the same, then we found an id

attribute.

3.2 Data characterization

In this second step of the workflow interesting information on the data is provided.

This information can be either in the form of statistics or in the form of graphs.
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For a textual attribute, the reported statistics are:

• Number of distinct values

• Most frequent value and number of times it appears in the dataset

• Number of null values

While for a numerical attribute the reported statistics are:

• Mean (sum of all values, divided by the total number of rows)

• Standard Deviation, obtained with the formula:

s =

vuut 1
N − 1

N

∑
i=1

(xi −M)2

where N is the number of values present in the attribute, xi is the single ele-

ment and M is the mean value of the attribute

• Range within which the attribute values are included

• Number of null values

Moreover, for the numerical attributes the correlation matrix is calculated [4], that

is a matrix showing the Pearson Correlation Coefficient between each pair of nu-

merical attributes. This coefficient is an index between -1 and 1 which expresses a

possible linearity relationship between the variables. Given two variables, the Pear-

son correlation index is defined as their covariance divided by the product of the

standard deviations of the two variables. If this index is close to 1, it means that

the two variables are positively correlated: increasing one variable, the other will

also increase. If, on the other hand, the index is close to -1, it means that the two

variables are negatively correlated: decreasing one variable, the other will increase.

Obviously the diagonal of this matrix is formed by all 1, because there is the coeffi-

cient between equal attributes.

In addition to the correlation matrix, the following graphs are also obtained for nu-

merical attributes:
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• Boxplot, a graph that intuitively describes the characteristics of the distribu-

tion (see paragraph 3.3)

• Cumulative Distribution Function (CDF), in which the x-axis represents the

number of occurrences of a given value, while on the y-axis all the distinct

values of the attribute are represented. If the curve were a straight line, it

means that all values are repeated only once; while long horizontal sections in

the curve (parallel to the x-axis) indicate that there are more occurrences for

single values

• Histogram, a bar chart where the x-axis contains all the values between the

minimum value and the maximum value of the attribute. This range is divided

into 10 parts of equal size and for each of these parts a vertical bar is built that

tells the user how many values of the attribute are contained in that range

3.3 Outlier detection

The term ’outlier’ means an anomalous value within the dataset, clearly distant from

the other available data. Since these anomalous values can influence many indica-

tors, such as the average or the standard deviation, before doing our analysis we

decided to identify and eliminate them. In our framework two different techniques

are used to do the outlier detection:

• ANOVA and Boxplots analysis (if a label is present)

• DBSCAN (if there is no label)

ANOVA and Boxplots analysis

In this case, first of all we searched for the most significant attributes of our dataset

using a hypothesis test. A hypothesis test is a statistical test used to understand if

a certain condition can be applied to an entire population, analyzing only a small

sample of this. The test result tells us whether to believe or reject the null hypothe-

sis. In our case we analyze each attribute of the dataset (excluding the label found)
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and for each of them the hypothesis to be tested will be: ’This attribute has no im-

portance for the response label’. Doing so we want to try to find those attributes that

give a greater contribution than the others in choosing the final label. To find these

attributes we perform an ANOVA [5] univariate test (a kind of hypothesis test) on

each of them and we assign this attribute a p-value. P-values are numbers between

0 and 1 that represent the probability that the data analyzed are due to chance; this

means that the lower the value found, the better it is to reject the null hypothesis,

which in our case means that the analyzed attribute can be considered meaningful.

To determine which attributes to consider as significant and which are not, we used

a threshold value for the p-value of 0.05 (anything less than 0.05 is considered sig-

nificant).

After having found the most significant attributes, for each of them we find the even-

tual outliers analyzing their boxplot representation. The boxplot is a graph used to

represent a distribution [6]. This graph is based on 5 numbers, these numbers are:

• minimum, the minimum observed value

• first quartile (Q1), the minimum observed value such that at least 25% of data

is less than this or equal to this.

• median, the minimum observed value such that at least 50% of the data is less

than this or equal to this.

• third quartile (Q3), the minimum observed value such that at least 75% of data

is less than this or equal to this.

• maximum, the maximum observed value

From these data we can find the interquartile range (IQR), defined as the first quar-

tile subtracted from the third quartile: IQR = Q3-Q1. After obtaining this value we

have therefore set the minimum value like MIN = Q1-1.5*IQR and the maximum

value like MAX = Q3+1.5*IQR. These two numbers that we have set are our thresh-

olds that allow us to determine if a value is to be considered outlier or not. In fact

all the values less than the minimum or greater than the maximum are labeled as
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outliers.

This boxplot analysis (shown in Figure 3.3) for the outlier detection is performed

Figure 3.3: Different parts of a boxplot [6]

once for each attributes that have been recognized as ’meaningful’ by the ANOVA

test and it returns a set containing all the values recognized as outliers. At the end

of all, these sets are joined together, forming a single set that contains all the outliers

of our dataset.

DBSCAN for outlier detection

DBSCAN is a density-based clustering algorithm that classifies points into core points

and border points. Any point that is not recognized as either core point or border

point is labeled as noise (outlier). However, before using this dbscan algorithm, we

transformed the textual attributes into numerical attributes and we standardized

our data (techniques described in the next section).

How the DBSCAN algorithm works and how its parameters are chosen, is explained

in depth in the next paragraph.

3.4 Self-tuning cluster analysis

In this step three clustering algorithms are performed on our data: k-means [7],

dbscan [7] and hierarchical clustering [7], applied with a self tuning strategy (auto-

mated parameter estimation) to automatically configure specific input parameters.
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Each of these algorithms requires parameters that significantly affect their perfor-

mance. Our framework then tries to find these parameters automatically, so as to

maximize the algorithm’s performance, minimizing user effort.

But before applying our clustering algorithms, we had to make some transforma-

tions on our data. First of all, since the clustering algorithms we will use are based

on distances between the various points, all the attributes of our dataset must be

numeric fields. To do this we must transform text fields into numeric ones. To

transform the data into numerical values we therefore decided to use the One Hot

Encoder() function, provided by the python sklearn library, which operates as fol-

lows [8]: considering for example a ’color’ attribute, which has as possible values

[green, red, yellow], the One Hot Encoder() function splits the ’color’ column into

three different columns called ’Red’, ’Yellow’, ’Green’ and assigns a 0 or a 1 as the

value of these columns, depending on the textual value in the original dataset. At

the end of this operation our dataset will be composed entirely of numerical values.

The negative aspect is that this transformation leads to an increase in the number of

columns of the dataset. A graphic example of how this technique works is shown in

figure 3.4.

Furthermore, as the various clustering and classification algorithms we are going

Figure 3.4: Example of how the One Hot Encoding Works [9]

to apply work better when the attributes are on a relatively similar scale, after trans-

forming our data into only numeric values, each feature of the dataset has been

standardized. After standardization, each attribute will have mean values equal to

zero and variance equal to 1. To achieve this, the average of an attribute is sub-

tracted from each value of that attribute, and this result is divided by the standard
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deviation of the attribute:

zi =
xi − µ

σ

Now let’s see in detail the clustering algorithms we used.

3.4.1 K-Means Clustering

K-Means [7] is an unsupervised learning algorithm that finds a fixed k number of

clusters in a data set. This is an iterative algorithm, because it repeatedly executes

some steps. These steps are:

• Step1: it chooses a number k of clusters in which to divide the data and chooses

k randomly positioned initial centroids

• Step2: in this phase the algorithm analyzes each data point and assigns it to

the nearest centroid

• Step3: now the position of the centroids is recalculated, as adding (or remov-

ing) new points the cluster will have changed. The new value of a centroid

will be the average of all the data points that have been assigned to the cluster.

Steps two and three are repeated until the centroids no longer change (a point of

convergence has been reached). In this case the stop condition has been reached.

This condition is usually represented by one of the following options:

• no data points change cluster

• the sum of the distances is reduced to a minimum

• a maximum number of iterations is reached (in our case this number is set to

300 by default)

Automated parameter estimation

The choice of the k parameter is fundamental in the k-means algorithm. If we know

a priori the number of clusters we want to get, we obviously set k to that number;
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but if we don’t want to find a particular number of clusters, but instead we simply

want to get the best solution among those possible, the strategy to adopt is the fol-

lowing.

Figure 3.5: Result of the elbow method for choosing the best number of clusters [10]

To look for the best solution of our algorithm, we calculated the k-means for each

value of k in the interval [1,10] (we have limited the maximum number of clusters

to 10) and for each of these solutions we have calculated the SSE (Sum of Squared

Error), which is the sum between the distances of each point and its nearest centroid.

This sum decreases when k increases and vice versa it increases when k decreases,

because an increase in the number of clusters is related to smaller distances. The

goal of this process is to find the point where the increase in k will cause a very

small decrease of the SSE, while the decrease in k will sharply increase the SSE.

If we plot our results in decreasing order of SSE, in a graph where on the x-axis there

is k and on the y-axis there is the SSE score, the point we want to find is called the

elbow point of the curve. To calculate this elbow point automatically [11], we have

drawn a straight line between the first point and the last point of our curve and we

looked for the point of the curve with the greatest distance from the line.
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Figure 3.6: Find the elbow of a curve, looking for the point with the

greatest distance from the line b (between the first and the last point of the

curve) [12]

This point is our elbow point and its coordinate on the x-axis is the value of k we

were looking for.

3.4.2 DBSCAN

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) [7] is a

density-based clustering algorithm, because it connects regions of points with suf-

ficiently high density. This algorithm is based on two parameters: a radius eps and

a minimum number of points minPoints. Starting from these two numbers the data

points are classified in the following way:

• a Core Point is a point that, in its neighborhood of radius eps, has a number of

points greater than or equal to minPoints

• a Border Point is a point that it is not a core point, but it is in the neighborhood

of a core point

• a Noise Point is any point that is not classified as a core point, nor as a border

point
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Figure 3.7: Example of based density on the left. Core, border and noise points on the right [7]

From the definitions above, three more definitions can be derived, which are funda-

mental to understand well the concept of cluster in the DBSCAN algorithm:

• a point a is Directly Density Reachable from a point b if b is a core point and a is

in a neighborhood of radius eps of b. This notion is not symmetric

• a point a is Density Reachable from b, if it exists a sequence of points p1,...,pn,

where p1=a and pn=b and each point pi+1 is directly density reachable from pi.

This notion in not symmetric

• two points a and b are Density Connected if there is a point x such that both a

and x, both b and x are density-reachable. This notion is symmetric

These notions are very important to understand the algorithm, in fact all the points

inside the same cluster are mutually density connected. Let’s now analyze the main

steps of this algorithm:

• First of all we choose an arbitrary point that has not yet been visited

• Then we calculate the number of points in its eps-neighborhood and if this

number is greater than or equal to minPoints, then the point is labeled as core

point and a new initial cluster is created; otherwise the point is initially labeled

as a noise point (but it can be later be in a eps-neighborhood of another point

and become part of a cluster)

• If the point is a core point, then all the points in its neighborhood are added to

its cluster label. If there are other core points between these points, the points
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in their eps-neighborhood are also added to the cluster. And so on until the

cluster is completed

• The previous steps are repeated until all the points are visited

Automated parameter estimation

Eps and minPoints are two fundamental values for the algorithm to work correctly.

For example if we choose a value of minPoints that is too low, new clusters will be

built between noise points. With an eps value too low, most of the points will be

considered noise, because there are not enough points in its neighborhood to be a

core points. On the other hand, with an eps value too high, the different clusters

will merge together and most of the points will be in the same cluster.

With these examples above it is evident that the two parameters should be chosen

appropriately. There is no universally correct method to do this, as the situation

changes according to the dataset analyzed. What is shown below is our method for

automatically choosing the two parameters, without the user having to enter them

manually.

Eps

Indicating with d the distance of a point p from its k-th nearest neighbor, within

a distance d from p there will be k+1 points. After setting the value of k, we de-

fine a k-dist function that assigns to each point of the dataset the distance from its

k-th nearest neighbor. Subsequently we order these distances in descending order,

obtaining a graph called ’sorted k-dist graph’. In this graph, choosing an arbitrary

point p and assuming that k is equal to minPoints and that k-dist (p) is equal to eps,

all points with less or equal k-dist will be core points. Therefore, having chosen a

threshold point on the graph (which corresponds to a value of k-dist and therefore

of Eps), all the points preceding it will be labeled as noise, while the subsequent

points will be assigned to clusters. This point is automatically selected by our appli-

cation looking for the elbow of the k-dist graph, with the same technique described

in section 3.3.1.
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MinPoints

We have just explained how to find eps starting from a k-dist graph, but how do we

choose the k-dist to use? In particular, how do we choose the value of k, which is

equivalent to our minPoints?

In the technique we used to solve this problem we have limited the values of k in

a range between 2 and 50. For each value of k in this range we have calculated

the corresponding k-dist graph and, starting with k=2 and increasing this value by

1 each time, we have seen the differences with the (k+1)-dist graph. To compare

two curves we used the mean absolute percentage error (MAPE), whose formula is

given below:

M =
100
n

n

∑
t=1

|At − Ft|
At

where At is a point in the k-dist graph, Ft is a point in the (k+1)-dist graph and n is

the number of points in our dataset.

This formula returns a percentage value and, if this value is less than 3 (the differ-

ence between the two curves is small), we stop the algorithm and we choose the

current k as minPoints to use in our DBSCAN. This threshold value (3) was chosen

empirically, applying this technique to different datasets.

3.4.3 Hierarchical Clustering

Hierarchical clustering [7] is a clustering approach that aims to build a cluster hier-

archy. Hierarchical clustering strategies are typically of two types:

• Agglomerative, in which at the beginning each element forms its own cluster,

and these clusters are then gradually grouped together by two

• Divisive, where all the points at the beginning are in the same cluster, and this

cluster is then recursively divided into sub-clusters

In our application we have only adopted the agglomerative strategy. The basic al-

gorithm of this technique is the following:
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• STEP1, the distance matrix is calculated, which contains the Euclidean dis-

tance between each point and all the other points

• STEP2, each point is assigned to a different cluster (n points –> n clusters)

• STEP3, the two closest clusters are joined together in a single cluster

• STEP4, the distance matrix is updated

STEP3 and STEP4 are repeated until a single cluster remains.

The result of a Hierarchical clustering is represented graphically in a dendrogram.

A Dendrogram is a tree-like diagram, useful to understand how the various clusters

have been grouped together. The horizontal axis of this diagram represents the ob-

jects and clusters, while the vertical axis of the dendrogram represents the distance

between clusters. But how can we calculate the similarity between two clusters, to

decide which of these join together? There are several approaches used to calculate

the similarity between clusters, the most important are the following:

• MIN, where the similarity between two clusters is equal to the minimum dis-

tance between two points Pi and Pj, where Pi belongs to Cluster1 and Pj be-

longs to Cluster2

Figure 3.8: Hierarchical Clustering using ’min’ as a criterion of similarity between two clusters [7]

• MAX, where the similarity between two clusters is equal to the maximum dis-

tance between two points Pi and Pj, where Pi belongs to Cluster1 and Pj be-

longs to Cluster2. This approach is the exact opposite of the previous one
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Figure 3.9: Hierarchical Clustering using ’max’ as a criterion of similarity between two clusters [7]

• Group Average, where the similarity between two clusters is the average of

all the possible distances between two points Pi and Pj, where Pi belongs to

Cluster1 and Pj belongs to Cluster2

Figure 3.10: Hierarchical Clustering using ’average’ as a criterion of similarity between two clusters

[7]

• Ward’s Method, where the approach is the same used in the Goup Average,

but in this case the sum of the squares of the distances between Pi and Pj is

calculated
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Figure 3.11: Hierarchical Clustering using ’ward’ as a criterion of similarity between two clusters

[7]

Automated parameter estimation (Silhouette)

Silhouette is a technique used to evaluate how good a clustering solution is [13].

This technique measures how similar an object is to its own cluster and how far it

is from other clusters. For each point i, the Silhouette index s(i), between 0 and 1, is

calculated as follows:

s(i) =
b(i)− a(i)

max[a(i), b(i)]

where a(i) is the average distance between the point i and all the other points that

belong to its own cluster and b(i) is the minimum average distance between point i

and all the other clusters, to whom i does not belong.

The value s(i) tells us how well the data has been clustered, in particular:

• s(i)~1 means that the point i has been correctly assigned to the cluster

• s(i)~-1 means that the point i was not assigned to the right cluster

• s(i)~0 means that the point is not clearly assignable to one of the clusters

To evaluate the goodness of all our clustering algorithm, we use the Average Silhou-

ette which is the average of all the silhouettes s(i) in our dataset.

In particular, to automatically select the number of clusters to be shown initially to

the user, we have done Hierarchical clustering ten times, the first with 2 clusters,
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the second with 3 clusters and so on until we have 11 clusters. For each of these

algorithms we have calculated the value of Average Silhouette and we have chosen

the algorithm with this highest value.

3.5 Classification

The framework uses classification techniques in two different contexts. In a first

case, after some clustering algorithm has been applied and a label has been given to

data, a decision tree is built on the new dataset, which shows the user what attribute

values make a data come to be labeled in a certain way (this classification technique

is applied to all datasets after clustering analysis).

In a second case, different classification techniques are applied only if the loaded

dataset contains a label and the various accuracy of these algorithms are compared

with each other. The algorithms used are the following:

Decision Tree

A Decision Tree [14] is a structure that allows us to understand which are the at-

tributes that have a greater relevance in the assignment of the label outcome. Each

node of this tree verifies a condition (test) on a given attribute and each branch

descending from this node represents one of the possible test results (one of the pos-

sible values of the attribute), while each leaf node represents the label outcome. The

first node in a decision tree is called root node and it is important that the first test

done in this node is done on the attribute that best classifies the data, so that the

classes are separated as much as possible from each other after this first test. To de-

termine the attribute that best classifies the data we use Gini index, which measures

the impurity of the dataset for a given node t.

The Gini Index for a node t is:

GINI(t) = 1−∑
c
[p(j|t)]2

where p(j|t) is the relative frequency of class c at node t. This index takes the value

0 in the best case in which all the data belong to the same class and it grows when
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the data are distributed in a more heterogeneous way among the classes.

The algorithm uses this index to determine how good a split is, looking at how

mixed the classes are within the two groups created by the split.

Support Vector Machine

The Support Vector Machine (SVM) is a supervised machine learning algorithm.

The objective of this algorithm is, given a set of data belonging to N different classes,

to find a hyperplane in an N-dimensional space that divides the classes in the best

possible way.

With the term ’support vectors’, we indicate those points that have a shorter dis-

tance from the hyperplane. The distance between the support vectors of two dif-

ferent classes is called margin. Since given a set of data belonging to two classes,

there could be infinite hyperplanes that divide the data correctly, the SVM proposes

to find, among all the possible solutions, the optimal one, that is the one with the

largest margin.

K-Nearest Neighbor

The KNN algorithm (K-Nearest Neighbor) is a Machine Learning algorithm that

is based on the concept of classifying an unknown sample, considering the class

of k nearest samples of the training set. The new sample will be assigned to the

class to which most of the nearest k samples belong. The choice of k is therefore

very important for the sample to be assigned to the correct class. If k is too small,

the classification may be sensitive to noise, if k is too large the classification can be

computationally expensive and the neighborhood may include samples belonging

to other classes.

Naive Bayes Classifier

The Naive Bayes Classifier is a classifier based on the Bayes theorem. With this

theorem we can get the probability that A happens, given B:

P(A|B) = P(A|B)P(A)

P(B)
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Suppose in our dataset we have n features (X1, X2,...,Xn) and a label y that can have

m distinct values. The probability that a generic line from our dataset (of which we

know the n features) will have a label Y, will be:

P(Y|X1, ..., Xn) =
P(X1|Y)P(X2|Y)...P(Xn|Y)P(Y)

P(X1)P(X2)...P(Xn)

This probability is calculated m times, each time with a different Y value (Y1,...,Ym).

Of all these calculated probabilities the highest one is taken and the element of our

dataset is labeled with the label (the value of y) associated with that probability.

3.6 Data Transformation

The framework offers the possibility of transforming the loaded dataset, modifying

its structure. The data is then reported in a different way, to try to extract infor-

mation that are too hidden or absent in the original structure. How the dataset is

transformed and when these transformations are applied, is explained in detail in

chapter 4.4.

3.7 Visualization

In this framework, the most used way to graphically represent the distribution of

the data (outlier detection, cluster analysis, etc.), is a clickable 3d scatter chart, eas-

ily understood by any user. But to get this representation, all the attributes of our

dataset must be summarized in only three attributes (one per Cartesian axis). To do

this we used the Principal Component Analysis (PCA).

PCA [15] is a non-supervised learning algorithm that reduces the dimensionality

(number of features) of a dataset, while maintaining as much information as possi-

ble about the data. This algorithm reduces the dimensionality by identifying a new

set of features called components, which are composite of the original characteristics

unrelated to each other. The first component represents the largest possible variance

in the data, the second component the second largest variance and is orthogonal to

the previous component, and so on.

To implement the PC we act as follows:
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• we have standardized the data: after the standardization, all the attributes of

our dataset will have mean equal to 0 and variance equal to 1

• we calculated the covariance matrix, which is a symmetric matrix that repre-

sents the variation of each variable with respect to the others

• we calculated the eigenvalues and the respective eigenvectors of the matrix

• the eigenvectors are nothing more than the new components we were looking

for and the larger an eigenvalue is, the more importance the corresponding

eigenvector will have

• we ordered the eigenvectors in descending order of importance and we took

the first three of these eigenvectors (3 principal components)

Other types of charts that are used in the framework to show the user the data

distribution are:

• Histograms (bar charts)

• Boxplots

• Cumulative Distribution Function

• Pie Charts

• Stacked bar charts
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Architecture and Workflow

The data exploration process includes several tasks that are often implemented by

different tools. To avoid having to use multiple tools and to simplify the exploration

process by the user, we have tried to unify all these tasks in a single automated

framework. In our process of data exploration, we have tried to show to the user

the information, structures and models hidden in the data, following a logical order

and dividing the results into different exploitable and human readable sections.

The logical order in which the data is analyzed automatically by our framework is

illustrated from the content in figures 4.1 and 4.2:

Figure 4.1: Map containing the different data exploration tasks offered by the framework

39



Chapter 4. Architecture and Workflow

Figure 4.2: WorkFlow of the automated data exploration proposed by the framework
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In any view of our application, the user can always see a vertical navigation

bar on the left of the page, from which with a simple click he can freely access the

various sections. These sections are three and are called ’Data’, ’User Exploration’

and ’StoryTelling’. The section ’User Exploration’ then groups together three other

subsections, which are called ’Info’, ’Clustering’ and ’Data Transformation’.

The first page of the application is an upload page, where the user can load his

dataset by searching for it manually, or by dragging it inside the dotted rectangle

(see figure 4.3). The only accepted formats for datasets are .xls and .csv. If a user

tries to upload a file of another format, a red error message is shown and he does

not leave the upload page. If the upload is successful, the user is redirected to the

’Data’ section, from which the data exploration can begin.

Figure 4.3: Upload Page

Now, let’s see in detail the various sections in which the user can navigate.

4.1 Data

This first section shows the basic information of the loaded dataset, such as the

name, the number of lines and the number of columns. There is also a representa-
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tion of the whole dataset in a table form. The user can scroll the dataset vertically,

seeing all the elements contained in it. From this representation the user can also ob-

tain some information about the nature of the various attributes, in fact the numeric

fields are shown in black, while the text fields are highlighted in blue. Further-

more, if some null value is present in the loaded dataset, the whole line containing

that value is highlighted in red. If any rows contain null values, these rows will be

deleted before the dataset is analyzed.

4.2 Data Characterization

This section shows the user more detailed information regarding the data he has

uploaded and this section is generically named ’Info’ in our developed tool. This

information is initially represented in the form of statistics. In addition to these

there are also several graphs showing the user various information regarding each

attribute, in an intuitive and east understandable way.

First of all, our framework distinguishes textual attributes from numerical ones. If

the attribute is a text field, it is reported if it is a categorical attribute or a non-

categorical attribute (in our application, an attribute is defined categorical if the

number of distinct values for that attribute is less than the 20% of the total num-

ber of rows in the dataset). For a text field is also reported what is the number of

distinct values, what is the most present value (and how many times it appears) and

how many are the null values in that attribute.

Regarding the charts for this type of attributes, for each text field of the categorical

type its distribution in a bar graph is represented, that is a histogram that contains

a bar for each distinct value of the attribute and that on the y axis shows a scale that

indicates the number of occurrences for each value.

If the attribute is a numeric field, first of all there are some statistics that describe the

data, such as:

• The average value

• The standard deviation
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• The minimum value

• The maximum value

• The number of null values present on it

After these details, a series of graphs are shown. First of all there is a correlation

matrix [4], that is a matrix showing the Pearson Correlation Coefficient between

each pair of numerical attributes. After the correlation matrix, the following three

graphs are then shown for each numerical attribute:

• Boxplot, a graph that intuitively describes the characteristics of the distribu-

tion

• Cumulative Distribution Function (CDF), which is a growing curve that helps

the user understand the distribution of the attribute

• Histogram, a bar chart formed by 10 bars of the same width (they refer to

ranges of equal size), each of which shows the user how many values of the

attribute are contained in that range

Obviously if the loaded dataset contains an ’Id’ attribute, the graphs on this attribute

will be of little interest. For this reason, our application looks for an ’Id’ attribute and

if it finds it, is eliminated momentarily, so that it does not appear in the correlation

matrix and the graphs on this attribute are not shown.

4.3 Exploratory and Unsupervised learning

In this third section of our application, we try to provide the user with a simple and

intuitive cluster analysis, representing each result obtained with very user-friendly

graphs. The various steps we have implemented in this section are as follows:

• Outlier Detection and Removal

• Cluster Analysis and Parameter Estimation

• Cluster characterization
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Outlier detection and removal

First of all the ’outlier’ points of our dataset are eliminated, in order to remove as

much as possible the noise and to have a cleaner dataset. This ’outlier detection’ is

shown to the user as an interactive 3d scatter chart which represents all the points

of our dataset according to its 3 most significant dimensions (found by applying the

PCA [15]), where all the points labeled as ’outliers’ are shown in red and the other

points are shown in green.

Cluster Analysis and Parameter Estimation

In this section the results of three clustering algorithms are shown: K-Means, DB-

SCAN and Hierarchical Clustering. The result of each of these algorithms is shown

in a 3d scatter chart generated with HighCharts, where the points belonging to the

same cluster have the same color.

The first solution shown is that in which the parameters are automatically selected

by the framework, but later, the user can also interact with the application, manually

entering the value of these parameters and thus being able to view other results. In

order to adequately choose these parameters, for each of these algorithms the user

is shown a different graph able to help him in the choice. In particular, these graphs

are:

• The elbow graph for the k-means, thanks to which the user can visually identify

the elbow point of the curve and choose the number of clusters accordingly

• The k-dist graph for DBSCAN. The value of k (MinPoints) is chosen automati-

cally by the framework, but starting from this value the user can again choose

eps by visually evaluating the elbow of the curve

• The dendrogram, thanks to which the user can see how the various clusters are

associated and how far they are from each other. Evaluating these distances,

it is possible to decide at what height to cut the dendrogram and based on the

cut to obtain a different number of clusters
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Cluster Characterization

After applying a clustering algorithm on the data and assigning a label to each value,

the framework shows different results and information regarding this cluster anal-

ysis. First a pie chart is shown, which, with the same colors of the scatter chart,

tells us how many elements belong to each cluster and the respective percentages.

Other information on the result of the clustering algorithm is shown in the following

graphs:

• Radar Chart

• Decision Tree

• Stacked bar chart for cluster validity

Figure 4.4: Radar Plot Schema [16]

Radar Chart

In the scatter chart of the K-means and in the scatter chart of the Hierarchical Clus-

tering there are also red points (one for each cluster), which represent the centroid
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of that cluster. These points are clickable and if the user clicks on it a new window

shows him the radar plot of that centroid.

The radar plot represents the value of each component of the centroid (the arith-

metic average of each attribute) on different Cartesian axes having the same origin

[16]. These axes have different scales based on the minimum value and the max-

imum value of the attribute represented on it and the points on the different axes

are joined with segments, so that the graph has the shape of a star or a spider web

(see Figure 4.4). Each radar plot represents the centroids of all the clusters found,

to allow the user to easily compare them; but only the segments that represent the

centroid on which the user has clicked are highlighted in red (the others are blue).

Stacked bar chart for cluster validity

If a label is already present in the original dataset, this attribute is found with a se-

mantic search for words like ’class’, ’species’, ’type’, ’outcome’. A distribution of

this attribute is shown to the user, who can graphically see how many values are

present in each class.

Since a label is already present, it would make no sense to apply clustering algo-

rithms (unsupervised learning) to try to divide our data into different classes. What

we have decided to do, however, is to eliminate this class attribute and apply the

various clustering algorithms anyway, then showing which of these algorithms give

us a cluster division similar to the original class division of the dataset. The compar-

ison between the original class division and the division obtained by the clustering

algorithm is shown if the user clicks on the button ’Compare with the original label’

(button present only if the search for the label has been successful). After this click, a

new pop up window is opened, containing a stacked bar graph, that is a histogram

that simultaneously shows both how the records are divided between the various

clusters, and which of the original classes these records belong to.

Decision Tree

After assigning a label to each point thanks to a clustering algorithm, supervised al-

gorithms can be applied to the dataset. In particular, by clicking on the button ’See
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Decision Tree’, the user can see, for each clustering algorithm, the decision tree built

on his dataset.

In the decision tree shown to the user, inside each node there are some information

regarding the split and the node itself (these information are reported in figure 4.5).

In particular, in each node there is:

• split: which tells us the split criterion

• gini: an index representing the degree of impurity of the current node. For low

values the node is purer and therefore all the values tend to belong to a single

class, while for higher Gini index values we have greater disorder and records

tend to be distributed among different classes

• sample: represents the number of records that each node takes into account

• value: represents the number of records belonging to each of the different

classes

• class: represents the class that best characterizes the node (the class in which

the greatest number of elements is present)

Figure 4.5: Example of a Decision Tree applied to the Iris dataset [14][17]
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4.4 Data Transformation

In this section we wanted to show the user different possible transformations for the

loaded dataset. By reporting the same data in a different structure than the original

one, hidden information that was not very visible before, maybe can now become

clearer. But such transformations are not suitable for all types of datasets. On some

datasets it does not make sense to apply such techniques. And since our tool wants

to be an automatic tool that works without the help of the user, to decide if it makes

sense to apply these transformations on a given dataset or not, we searched among

its attributes if there is one of a temporal type (’data’, ’day’, ’month’, ’year’). If the

search is successful, the user can click on this section and he can see the various pro-

posed results in it. Otherwise the section ’Data Transformation’ is not present in the

vertical menu that is on the left on all the pages and consequently the user cannot

access it.

Our idea to transform the dataset, changing its structure to emphasize new infor-

mation, is to consider only two attributes among the initial ones. Let’s suppose that

the attribute ’A’ has a number ’n’ of distinct values and that the attribute ’B’ has a

number ’m’ of distinct values, with n < m. Our new dataset will have m rows and

n+1 columns. The first column will contain a row for each distinct value of B, the

other n columns will each represent a value of A. The generic cell xi,j (i is the row,

j is the column), will therefore contain a fraction obtained as the number of times

the value of column j is associated with the value of row i in the original dataset,

divided by how many times the value of column j appears in the original dataset.

If, just to give a practical example, we take a starting dataset like the one shown in

the table 4.1:
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id eta sesso codpresta codbranca data

31 72 1 89.7 99 20070214

31 72 1 90.27 98 20070214

33 77 1 90.44.4 99 20070214

33 77 1 89.7 98 20070312

35 69 1 90.27 98 20070215

35 69 1 89.7 98 20070215

37 70 0 90.27 98 20070217

37 70 0 90.27 98 20070225

Table 4.1: Initial Dataset

and we want to transorm it according to the Id-Codpresta attribute pair, the final

dataset will be as the one shown in table 4.2:

id Codpresta 89.7 Codpresta 90.27 Codpresta 90.44.4

31 0.33 0.25 0

33 0.33 0 1

35 0.33 0.25 0

37 0 0.5 0

Table 4.2: Dataset After Transformation

Now that we have understood how to transform our dataset, it remains to ex-

plain how to choose the two attributes to be used in the transformation. Generating

all the possible transformations taking all the possible pairs of attributes doesn’t

make sense, because with large datasets the solutions shown to the user would be a

very large number, but only a small part of them would be really interesting.

To decide which pairs of attributes to use for the transformation, we considered
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each possible pair and we evaluated its behavior in the case the two attributes were

merged into a single attribute. The operation of merging two attributes into one

column is shown in the figure 4.6:

Figure 4.6: The two attributes ’Id’ and ’Exam’ are merged into a single column

The idea is that, if the new attribute created behaves like an Id attribute, then

the two starting attributes will contain interesting information and we can make

the transformation of the dataset based on these features. After combining two at-

tributes, merging them into a single column, we calculated its average frequency, as

the total number of lines divided by the number of distinct values of the attribute.

If this frequency is lower than a threshold we have set to 4.5, but it is greater than

1 (because we want our new attribute to look like an id, not to be a real id), then

the transformation can be done. Before proceeding with the transformation it is

also checked that the average frequency of the new attribute is less than the average

frequencies of the two attributes that compose it (because otherwise the merging

operation would have been useless). If we want to sum up what has been said up

to now, we can use these two formulas:

1 < AverageFrequencyNew < ∆,

AverageFrequencyNew < Min(AverageFrequencyAttr1, AverageFrequencyAttr2)

where delta is a value found empirically by analyzing different datasets.

On the page relating to the ’Data Transformation’ section, first of all the scheme of

the original dataset is shown and the original distribution is displayed in a 3d scatter

chart. Then, all the pairs of attributes that are considered suitable for processing are
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listed. To see the transformation, the user must click on the name of the attributes.

A new window will open; this window will contain the scheme of the new trans-

formed dataset and a comparison between the 3d distribution of the original dataset

and the 3d distribution of the dataset after the transformation.

The scheme of the transformed dataset contains only its first five lines, but, by click-

ing on a link next to the structure, the user can download the entire dataset in a csv

format, thus having the new dataset available for further analysis.

4.5 StoryTelling

In this last section of the application, the most salient information regarding our up-

loaded data will be automatically show to the user. Structures and models hidden

in the data are reported in a completely automatically way and the user must not

interact anymore with the application. Furthermore, the information in this section

is often also present in previous sections. But while in the other sections all the pos-

sible models and structures hidden in our data were shown in cascade, now we try

to show only the most interesting solutions, that are those that mostly characterize

the dataset. The purpose of this section is therefore to tell the story of the uploaded

data, so that the user can have an immediate summary of it, even without analyz-

ing all the other sections in detail. To provide this summary, the section is divided

into several pages, each of which tells different analyzes to the user. Up to now the

Storytelling section provides four different views named ’Data Characterization’,

’Unsupervised Learning’, ’Data Transformation’, ’Supervised Learning’.

First view - Data Characterization

In the first of these pages there is a brief overview of our dataset, which includes the

number of rows, the number of columns, the list of numerical and textual attributes.

In addition to this basic information there is also a 3d scatter plot, which shows the

distribution of the data, and the correlation matrix that contains the Pearson coeff-

cients between the various numeric fields. This matrix is clickable, in fact clicking
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on a cell, a pop up window is opened, which contains the boxplots and the Cumula-

tive Distribution Function concerning the attributes related to the clicked coefficient.

Obviously clicking on a cell of the diagonal (coefficient=1 between equal attributes),

only one boxplot and one cdf is shown.

Second view - Unsupervised Learning

After the first page, the user can access a second one concerning clustering. In the

clustering section ’Derived by the user’ (cluster analysis described in 4.3), there were

all the results of the various analyzes made with the parameters chosen automati-

cally by the framework and later the user could see new results by manually chang-

ing these parameters. Now instead, in this second storytelling page, between all the

solutions automatically shown by the framework and those manually selected by

the user, only the best one is displayed (chosen using the Silhouette score).

This solution is represented as usual in a 3d scatter chart, where each cluster is iden-

tified by a different color. By clicking on a point belonging to a particular cluster,

a new page is opened containing information regarding that cluster. On this page

there is:

• a radar plot related to the centroid of the cluster (only if the best solution is

k-means or hierarchical clustering)

• boxplots (one for each attribute) that show the distribution of the various at-

tributes within that cluster

• decision rules, that is all the paths that can be extracted from the decision tree

built on that solution. The paths that bring a point to be classified in the cluster

clicked are highlighted in red

Third page - Data Transformation

There is also a third page that summarizes the results obtained in the ’Data Transfor-

mation’ section. This page is obviously only present if a temporal attribute has been

found. This page shows the three best transformations between those obtained, re-

porting for each of these the scheme of the new dataset and its distribution in a 3d
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scatter chart. To choose which are the best transformations among those obtained,

we apply to each of them a clustering algorithm (k-means with k=3). After doing

this, we calculate the Silhouette score for each of these transformations and choose

the ones with the highest score.

Fourth page - Supervised Learning

Finally, a fourth page is present only if the original dataset contains a label. In this

case, the results of a series of classification algorithms applied to it are shown here.

To apply these techniques, we first divided the data into two sets: the training set

(which is used to train the model) and the test set, used to determine the accuracy

of the model. But the risk of dividing the data in these two sets only once is to

take (randomly) sets that are not really representative of the entire dataset and that

therefore lead to finding inaccurate accuracy values.

Figure 4.7: Example of how k-fold cross-validation works [18]

To avoid this overfitting problem (lack of generalization of the model), we used

k-fold cross-validation technique. With this technique the input data are divided

into k subsets (in our case k=10). Nine of these subsets are used as training sets and

the remaining subset is used as a test set. This operation is repeated k times, each

time using a different subset as a test set. Each of these iterations will find a certain

accuracy value of the model used; total accuracy is given by the average of the k

accuracy values found. The classification techniques we have used are [19]:
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• Support Vector Machine

• Decision Tree

• K-Nearest Neighbor (K=3)

• Naive Bayes Classifier

For each of these techniques there is a confusion matrix (see Figure 4.8), that is a

matrix in which each row represents the predicted values, while each column rep-

resents the real values. The generic cell xi,j (i is the row, j is the column) represents

the number of elements labeled i, which have been classified with a label j. If all the

elements were classified correctly, the matrix would contain non-zero values only

on the diagonal, while all the other values would be zero.

Figure 4.8: Example of confusion matrix with two labels (positive and

negative). True positive (TP) and True negative (TN) are the values

classified correctly [20]

The sum of the values on the diagonal, divided by the sum of all the values of

the matrix, constitutes the accuracy of the model. These accuracy values (one for
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each algorithm) are shown alongside in a table, in which the row containing the

algorithm with highest accuracy is highlighted.
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Results and evaluation

In this chapter we have decided to concretely describe how our application presents

itself to the user. To do this, we will report below a series of images that are screens

of our framework in the various phases of analysis of a dataset.

In particular, in order to report the results of all the analyzes that the framework

makes available, we have separately analyzed two datasets. The first dataset used

is called ’Iris’, a free dataset available at the UCI Machine Learning Repository [17].

We have chosen this dataset because it is very simple and because, containing a la-

bel, it is possible to apply classification algorithms on it.

The second dataset of which we will report the results is called ’prescriptions’ and

contains a temporal attribute that allows us to view the content of the ’Data Trans-

formation’ section.

5.1 Iris Dataset

This dataset (available at https://www.kaggle.com/uciml/iris) contains 150 records,

each of which represents a different flower. For each flower, numerical attributes are

given, such as the length and the width of the sepals and petals, in centimeters. Each

flower also belongs to one of these three species of iris (setosa, virginica, versicolor).

In particular, there are 50 flowers for each species.

Table 5.1 shows the first four lines of this dataset:
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Id SepalLengthCm SepalWidthCm PetalLengthCm PetalWidthCm Species

1 5.1 3.5 1.4 0.2 Iris-setosa

2 4.9 3.0 1.4 0.2 Iris-setosa

3 4.7 3.2 1.3 0.2 Iris-setosa

4 4.6 3.1 1.5 0.2 Iris-setosa

Table 5.1: Iris Dataset

5.1.1 Data

First of all, after the upload page, the user is redirected to the page shown in the

figure 5.1.

Figure 5.1: Section ’Data’. First page shown. The user can scroll the table

horizontally and vertically to see the whole dataset

5.1.2 User Exploration

In the ’User Exploration’ macro section, the user can access two different sections:

Info and Clustering. The following images show the information contained in the

’Info’ section.
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Info

In this section the user can see statistics and graphs related to the different types of

attributes, both numerical and categorical, as shown in the figures 5.1, 5.2, 5.3, 5.4,

5.5, 5.6.

Figure 5.2: Section ’Info’. The user can see some statistics on the various

attributes

Figure 5.3: Section ’Info’. ’Species’ is the only textual attribute.

Histogram containing the number of elements for each species
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Figure 5.4: Section ’Info’. Correlation Matrix

Figure 5.5: Section ’Info’. Boxplots for each numerical field

Figure 5.6: Section ’Info’. CDF and Histograms for each numerical field

Clustering

Here the user can graphically see the outliers present in the loaded dataset (Figure

5.7) and he can see the various results regarding cluster analysis, as shown in the
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figures 5.8, 5.9, 5.10.

Figure 5.7: Section ’Clustering’. 3d scatter chart to show the outliers

Figure 5.8: Section ’Clustering’. Elbow graph and 3d scatter chart for the

K-means. The radar chart is obtained by clicking on the centroid2 on the

scatter chart. To the right of the scatter chart there is also a pie chart
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Figure 5.9: Section ’Clustering’. 3d scatter chart and pie chart for the

DBSCAN. On the left of the scatter chart there is also a k-distance graph.

The stacked bar chart is obtained clicking on the button ’Compare with

original label’

Figure 5.10: Section ’Clustering’. Dendrogram and 3d scatter chart for

the Hierarchical Clustering. The popup window is obtained by clicking on

the button ’See decision tree’

5.1.3 StoryTelling

This section contains three pages shown automatically: the Data Characterizazion

page (Figures 5.11 and 5.12), the Unsupervised Learning page (Figures 5.13 and 5.14)

and the Supervised Learning page (Figure 5.15).
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Figure 5.11: Section ’Storytelling’. First Page

Figure 5.12: Section ’Storytelling’. First Page. Result obtained by

clicking on the correlation matrix cell highlighted in the previous image

Figure 5.13: Section ’Storytelling’. Second Page
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Figure 5.14: Section ’Storytelling’. Second Page. Result obtained by

clicking on any point in the cluster0

Figure 5.15: Section ’Storytelling’. Third Page

5.2 Prescription Dataset

This second dataset contains medical information. In particular, each line contains

information about the exam (codpresta) made by a patient (ID), on a given date

(data).

The first four lines of this dataset are shown in the table 5.2:
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id eta sesso codpresta codbranca data

31 72 1 89.7 99 20070214

31 72 1 90.27.1 98 20070214

31 72 1 90.44.4 98 20070214

31 72 1 91.49.1 98 20070214

Table 5.2: Prescription Dataset

5.2.1 Data

Figure 5.16 show the result of the ’Data’ page, the first page shown after the upload.

Figure 5.16: Section ’Data’. First page after the upload page

5.2.2 User Exploration

In this case, since there is a temporal attribute (data), the macro section ’User Explo-

ration’ contains within it three sections, not just two as in the previous case (figure

5.17). Let’s look at the differences compared to the analysis of the previous Iris

dataset.
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Figure 5.17: Vertical navigation bar present on all pages. In this case

there is also the section ’Data Transformation’

Info

In this section, the information reported is the same as shown in the images 5.2, 5.3,

5.4, 5.5, 5.6 regarding the Iris dataset.

Clustering

Figure 5.18 shows the difference between the ’Clustering’ section in the Prescription

dataset and the analogous section depicted in figure 5.8 regarding the iris dataset.
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Figure 5.18: Section ’Clustering’. The structure of this section is the same

as that reported for the Iris dataset. But in this case, since there is no label,

the ’Compare with original label’ button is no longer present

5.2.3 Data Transformation

Figures 5.19 and 5.20 depict how the possible transformations of the dataset are

shown to the user.

Figure 5.19: Section ’Data Transformation’
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Figure 5.20: Section ’Data Transformation’. Result obtained after

clicking on the transformation highlighted in the previous image

5.3 Storytelling

The different pages in the storytelling section are shown in the figures 5.21, 5.22,

5.23, and 5.24.

Figure 5.21: Section ’Storytelling’. First Page
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Figure 5.22: Section ’Storytelling’. Second Page

Figure 5.23: Section ’Storytelling’. Third Page

Figure 5.24: Section ’Storytelling’. Third Page. Window opened after

clicking on the transformation highlighted in the previous image
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Conclusions

With this thesis work we have introduced our new framework for the automated

data exploration. The work done up to now has allowed us to automatically analyze

a large number of datasets, obtaining from them interesting graphs and statistics.

All the results obtained by our framework are shown in the simplest way possible,

so that all users, even the less experienced, can take advantage of our work.

Obviously what has been done in these months must be considered as a starting

point. Automatic data exploration is a complex topic. And the idea of doing it

automatically makes everything even more difficult. We need to find techniques

and algorithms that can be generalized as much as possible, so that they can be

applied without problems to any type of dataset. The results obtained so far are

still very good, but we can make the work even more complete by adding different

improvements. These possible improvements can be the following.

Extension of the supervised learning section

In the current framework the classification techniques are applied only in a page of

the storytelling section. In the future we could create a special section of Supervised

Learning, with a more detailed study on the choice of parameters for each of these

techniques.
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Time series analysis

This particular type of dataset requires a special preprocessing step that has not been

implemented in the framework. But it may be added in a second moment.

Georeferenced Data

An additional task to add to the framework could be to manage the presence of geo-

referenced attributes, for example representing each element of this attribute above

a map.

New Transformation Techniques

Only one type of transformation was proposed in this framework. And in which

cases applying this transformation was decided based on empirical results obtained

by analyzing different datasets. Maybe in the future we can deepen the study related

to these transformation techniques, obtaining more accurate and more generalizable

results.
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