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Abstract 

The extension of the well-known surface process model SNOWPACK to the soil is relatively new. Studies 

have mostly been conducted in high-altitude alpine areas, characterized by coarse-grained soils. 

Investigating the role of soil at all altitudes is crucial for various fields, such as catchment hydrology, 

geotechnical engineering, geochemistry, and agriculture. A thorough understanding of the model 

behavior can provide a tool to assess water cycle, soil moisture and other phenomena in future variable 

climate change scenarios. 

This work focuses on a seasonal analysis of ground temperature, soil moisture, water loss by 

evapotranspiration and produced runoff, which, despite often being studied separately, are highly 

interconnected. SNOWPACK allows evaluating all of them together. By applying the model to low-

altitude sites with fine-grained soils, this thesis pursues a double purpose: on the one hand, a sensitivity 

analysis is carried out in Payerne (Canton Vaud, Switzerland), to determine how various configurations 

and soil parameters affect the mentioned hydrologic quantities. On the other hand, the model is tested 

in ten other locations, most of which in the Swiss Plateau, through the application of the soil 

parametrization obtained in Payerne and the comparison with ground temperature and soil moisture 

field data sets. 

A sensitivity analysis is initially performed: the results are divided based on the water infiltration model 

and the soil evaporation method. A simple Bucket model is found to reproduce summer and spring 

temperatures well and autumn and winter ones decently (underestimation of 1 °C), but only when 

associated with the Evaporation Resistance method. If Richards equation is implemented, temperatures 

are underestimated by about 1-2 °C in all seasons, whereas evapotranspiration and soil moisture are 

satisfactorily simulated. Ground temperature evolution with depth appears largely affected by thermal 

conductivity and heat capacity, while surface summer temperatures turn out to be highly sensitive to 

roughness length variations. The average soil grain size is, by construction, the variable that influences 

the most evapotranspiration, runoff and soil moisture. It is noted that the introduction of canopy, 

together with every canopy parameter variation which contributes to its increased effect (increases in 

height, Leaf Area Index and others), causes a ground temperature reduction. Evapotranspiration, 

instead, responds with a general increase, except for the case in which the canopy height is raised. 
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SNOWPACK validation in the ten new sites is overall successful. The ground temperature 

underestimation observed in Payerne is generally reduced or inverted, with overestimation occurring 

especially in the sandy loam soils; ground temperature gradients are not well reproduced in autumn 

and occasionally in winter. The fitting’s accuracy with respect to the modelled data is therefore very 

variable. Modelled evapotranspiration (assessed in three sites) has the same bias as in Payerne, with 

the difference that Root Mean Square Error values are much lower in Rietholzbach. Regarding soil 

moisture, this is well reproduced (Root Mean Square Error < 0.05) in most of the sites; variations are 

satisfyingly captured, even though accuracy is not uniform among the simulations. Moreover, it can be 

affirmed that no evident difference in soil moisture is manifested between the seven loamy soils and 

the other four (silt loam and sandy loam soils) when a new soil type is set, but the same other soil 

parameters are maintained. 

Finally, Payerne runoff is assessed at a catchment scale using Alpine3D. The cumulative runoff is found 

to have the same order of magnitude of the cumulative river discharge. Runoff exceeds discharge more 

with Bucket than with Richards (43% and 21% respectively), a result consistent with the strong 

underestimation of evapotranspiration by the Bucket model and which allows to confirm Richards as 

the most accurate hydrological model at yearly scale. 

 

Key words: ground temperature, evapotranspiration, soil moisture, runoff, Richards equation, Bucket 

model, soil evaporation method, sensitivity analysis, SNOWPACK, Alpine3D 
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1 INTRODUCTION 

Future water cycle and soil moisture are topics that need to be addressed in the context of climate 

change predictions. This thesis contributes to this large field by validating the well-known surface 

process model SNOWPACK in a series of soil sites in the Swiss Plateau. This work is in the context of a 

larger project, which looks at coupled stream temperature and discharge in Switzerland from the Alpine 

catchments to the Swiss Plateau rivers. 

Since the early 2000s, SNOWPACK has been used predominantly in alpine regions, followed by polar 

ones. Initially developed to simulate the snow cover in alpine areas and to assess avalanche risk (Bartelt 

et Lehning, 2002), it was then continuously adapted to study all types of snow-related phenomena more 

comprehensively. A soil module was introduced with the former purpose of creating a physically realistic 

lower boundary condition for snow. The first studies analyzing or accounting for soil were all primarily 

focused on permafrost. Luetschg et al. (2003) investigated the influence of the permafrost typical grain 

size on the thermal behavior and the liquid water content (LWC) of three soil samples, from coarse-

grained to rocky types, under low temperatures. They obtained a satisfying representation of ground 

temperatures (GT) and an underestimation of soil moisture, as well as a strong linear dependency 

between air temperature and ground surface temperature. Later, a sensitivity study on the relationship 

between the snowpack and the soil thermal regime was realized by Luetschg et al. (2008). They 

identified snow depth as the most critical factor in terms of thermal insulation by the snow. Secondly, 

the variations in mean annual air temperature together with the dates of first winter snow and summer 

snow disappearance, hence the duration of the snow insulation, were found to be important. This last 

point governs the slope of the linear dependence between mean air temperature and mean ground 

surface temperature. 

Passing to water dynamics schemes, Wever et al. (2014) were the first to introduce a Richards equation 

(Richards, 1931) solver in SNOWPACK, which is the same used in this work. In two mountain sites, 

precisely Col de Porte (1325 m a.s.l.) and Weissfluhjoch (2540 m a.s.l.), snow-only produced runoff with 

the classic Bucket and the new Richards model was verified against measurements from a snow 

lysimeter. Richards was found to predict slightly better cumulative values and a lot better values at sub-

daily time scales. Once more, SNOWPACK was run in Weissfluhjoch, where the reproduction of GT in 

the gravel soil characterizing the place was evaluated, using the same Bucket and Richards models 
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(Wever et al., 2015). The target, consisting in providing a correct boundary for the snowpack, was 

achieved and Richards was confirmed to be a more accurate tool for both GT and water dynamics 

modelling, even though a significant bias remained between the observed and the modelled data. 

Wever et al. (2017) took the analysis one step forward, assessing soil moisture in two Swiss mountain 

sites (Uf den Chaiseren and SLF2) and runoff in the whole Dischma catchment using Alpine3D. 

Interesting findings were reported, such as SNOWPACK tendency to overestimate soil freezing, causing 

an underestimation of soil moisture in winter. Further issues were identified in the impossibility to 

reproduce a high groundwater table in the melting season and in the modelling of nonexistent soil 

moisture fluctuations at the sub-daily scale. LWC was overall well captured, even though significant bias 

remained between modelled and observed data as well as within different field datasets. 

Both with Bucket and Richards model, an incorrect prediction of soil water budget components often 

occurs. Regarding Bucket models, Romano et al. (2011) suggest determining the field capacity through 

field drainage experiments instead of simply relating it to a specific suction head value of the water 

retention curve. As for Richards equation, Wever et al. (2017) propose to calibrate the water retention 

curves to actual soil moisture measurements to achieve a better agreement. 

Many other soil hydrological models exist, that can simulate in detail soil physics, soil thermal regime 

and soil water dynamics. Among these, the CoupModel and HYDRUS-1D are worth mentioning, because 

of their historic importance and robustness. The former represents a platform of multiple modules 

which have seen a development since 1979 (Jansson et Halldin, 1979), whereas the latter traces its roots 

in the late 1980s, based on the works by van Genuchten (1978), van Genuchten (1987), Vogel (1987), 

and Kool et van Genuchten (1989). Both models combine Richards equation for water flow and Fourier 

equation for heat flow in a 1D domain. In its early years, the CoupModel was mainly used in Boreal 

forest ecosystems (Jansson et al., 1999), being then extended to all types of systems, from semiarid 

regions (Rockström et al., 1998) to permafrost soils (Hollesen et al., 2011). Chemical processes such as 

the nitrogen and carbon cycles were implemented in the model, followed by the inclusion of plants 

development. HYDRUS-1D, the 1D version of the HYDRUS software (which also includes HYDRUS 

2D/3D), is the reference soil hydrological model and is able, among other things, to well simulate solutes 

transport of various chemical substances such as carbon dioxide. 

These two models were not developed for crop-related use. However, there is a variety of models 

specialized in specific crop evolution which can mimic soil water dynamics and GT. A good example is 
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offered by DDSAT, the Decision Support System for Agrotechnology Transfer (DSSAT), a package that 

incorporates 16 different crops (Jones et al., 2003). The Cropping System Model (CSM) within DSSAT, 

featuring a modular structure (soil, crop, weather modules), is equipped with a tipping bucket model. 

Sándor et Fodor (2012) decided to test the response of the coupled model DSSAT-HYDRUS-1D in terms 

of both soil water dynamics and crop growth and yield. The results were positive: in fact, LWC, 

evapotranspiration (ET) and crop-related parameters were reproduced better than with the simple 

DSSAT CSM model. In another study by Shelia et al. (2018), HYDRUS-1D was compared to CERES, a DSSAT 

model developed for cereals, focusing on GT simulations. Both highlighted a reduction in overall GT and 

in diurnal GT amplitude due to vegetation. Some critical points were found, such as the underestimation 

of GT, the overestimation of GT oscillations in winter and the impossibility to account for the snow cover 

insulation effect. HYDRUS-1D performed better than the simpler CERES model, even though the former 

requires many input parameters which, if estimated, can lead to a decrease in accuracy. 

In the field of stream temperature prediction, an increasing number of studies has been presented over 

the past few years. In some cases, hydrological models which reproduced stream discharge were 

modified to consider water temperature too. The understanding of soil thermal behavior is crucial in 

this context because it directly affects the interflow routed to the stream. Studies such as the one by St-

Hilaire et al. (2000) reported that stream temperature prediction is enhanced with the incorporation of 

soil temperature as a parameter influencing interflow temperature. Gallice et al. (2016) produced a list 

of semi-distributed models which simulate both stream discharge and temperature; in their work, they 

improved StreamFlow 1.0, an external extension to the physically-based snow model Alpine3D, and 

applied it in the Dischma catchment. Stream temperature was found to be highly sensitive to the 

approach used to model the subsurface flow temperature. Wever et al. (2017) found that “relating the 

water flux at 30 cm depth in the soil to streamflow in the Dischma catchment using a travel time 

distribution approach provided a higher agreement with observed streamflow than directly using the 

water flux at the top of the soil or at 60 cm depth”. 

 

The present master thesis has been developed within the CRYOS research group, part of the School of 

Architecture, Civil and Environmental Engineering (ENAC) at EPFL. 
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The snow and land-surface model SNOWPACK has been widely used in high-altitude alpine areas, with 

the focus being a thorough description of the snowpack characteristics and evolution with respect to 

the atmosphere. Its application to soil is more recent and has so far regarded coarse-grained soils in the 

alpine sector near Davos (Switzerland). The aim of this work is validating the model SNOWPACK in the 

low-altitude region of the Swiss Plateau, where snow cover is only present for a restricted time of the 

year. To do so, a sensitivity analysis is first performed in the site of Payerne, where the best 

parametrization is sought for both a Bucket scheme and the Richards equation model. 

Consequently, the hydro-meteorological and soil-related configuration obtained in Payerne is extended 

to ten sites bearing very similar soil characteristics. The analysis focuses on the seasonal average of four 

main quantities, i.e. GT, LWC, ET, and runoff. The first three can be evaluated via a comparison to field 

measurements data lasting several years. As for runoff, this can be roughly validated in the hydrographic 

catchment where Payerne is encountered. Here, the runoff produced by the spatial, three-dimensional 

snow cover and earth surface model Alpine3D in a 14-month period is compared to the cumulative river 

discharge over the same time window. 

 

The thesis is organized as follows: second chapter describing the used models; third theoretical chapter 

explaining soil water dynamics and thermal transfer in soil; a fourth chapter treating all relevant 

SNOWPACK’s characteristics and phenomena implementation; a fifth chapter gathering data and a 

summary of the MATLAB script; a sixth chapter covering the sensitivity analysis realized in Payerne; a 

seventh chapter intended for validation, made up of four sections, each one assessing a different 

quantity; a final chapter presenting the conclusions. 
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2 MODELS USED 

This thesis will make use of the models MeteoIO, SNOWPACK and Alpine3D. All of them were developed 

at the Swiss Institute for Snow and Avalanche Research (SLF) in Davos and at the CRYOS laboratory at 

EPFL. They are all available for free on https://models.slf.ch/ under LGPL version 3 license. They are all 

coded in C++. 

 

2.1 MeteoIO 

MeteoIO is a library developed to handle the input and output of numerical models that make use of 

meteorological data. A complete description is found in Bavay et Egger (2014). The library is able to 

retrieve, filter and resample the data. An API is provided, which is used in the models to mask the 

complexity of the data processing steps. By applying different algorithms, MeteoIO achieves the spatial 

and temporal extrapolation of the data. These come in most cases from the MeteoSwiss automatic 

monitoring network and from the IMIS stations. The latter are operated by SLF and are separated into 

two types, wind and snow stations, both well spread over the Alps. In the case of spatial extrapolation, 

the elevation is included thanks to a Digital Elevation Model (DEM). The DEM is also responsible for the 

topographic shading for short wave radiation. Many generators are present in the library for missing 

data and different filters can be applied, allowing to skip the editing of the input data. MeteoIO is 

arranged through a text configuration file. 

 

2.2 SNOWPACK 

SNOWPACK is a one dimensional, physically based, numerical model initially developed for avalanche 

warning (Bartelt et Lehning, 2002; Lehning et al., 2002a; Lehning et al., 2002b). It provides information 

about the state of the snowpack, such as snow depth, snow temperature and density. Snow is 

reproduced as a tri-phase porous medium (ice, water, air) where each phase is characterized by its 

volumetric content. At a microscopical level, four independent structural parameters exist: sphericity, 

dendricity, grain size, bond size. 

Over the last 15 years, SNOWPACK has seen constant improvements: a better description of weak layers 

characterization, the implementation of a soil module (Luetschg et al., 2003), the addition of a more 
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physical water transport scheme in soil and snow from Richards Equation (Wever et al., 2014) and the 

inclusion of a two-layer canopy module (Gouttevin et al., 2015). Mass, energy transport and phase 

change processes are modelled the same way in soil and snow (Lehning et al., 2002b). The model solves 

the partial differential equations governing the mass, energy and momentum conservation within the 

snowpack and soil layers using a Lagrangian finite element method (Bartelt et Lehning, 2002). 

Soil is described as a four elements material: water, air, ice and soil minerals. Different soil types can be 

distinguished from one another by parameters such as density, grain size and thermal properties of the 

dry material. These are related to each other and are used to determine other characteristics: for 

instance, the water retention depends on the grain size, while the thermal conductivity is computed 

based on the water and ice contents (Luetschg M. , 2005). 

The model has been validated in multiple locations and conditions, and it has fulfilled diverse goals, 

including studies on climate change scenarios and permafrost evolution. 

 

2.3 Alpine3D 

Alpine3D is a spatial, three-dimensional snow cover and earth surface model developed by the SLF. It is 

a distributed version of SNOWPACK (Lehning et al., 2006) and it simulates the key physical processes 

(mass and energy exchange) that occur between the atmosphere, snow and soil on mountain 

topography. The simulation of the snowpack remains one-dimensional, but a 3D radiation module, 

together with 3D atmospheric and topographic features, is implemented. One of the main reasons for 

the development of Alpine3D was building a physical model for catchment scale hydrology to be used 

predominantly in alpine environments. The model has been proved valid for this purpose by several 

authors (Comola et al., 2015a; Gallice et al., 2016; Brauchli et al., 2017; Wever et al., 2017). The model 

resolution is determined from the DEM one and its relative land cover grids. A sensitivity study has 

shown that resolution can have a relevant impact on the SWE (Snow Water Equivalent) for the Dischma 

catchment (Schlogl et al., 2016), situated in the eastern Swiss Alps. However, running Alpine3D with the 

highest possible resolution leads to high computational time, which is the reason why it can be run in 

parallel. 

In this work, Alpine3D will be primarily used to estimate the runoff at a catchment scale. This quantity 

will be compared with the river discharge at a gauging station to assess the correctness of the simulated 
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runoff. In addition, soil temperature, which is an important factor for river temperature because it 

conditions the temperature of the infiltrating water, can directly be computed in Alpine3D. The soil 

module provides a physical residence time for the water in the top part of the soil. 
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3 THEORETICAL NOTIONS 

3.1 Water flow in porous media 

3.1.1 Saturated conditions: Darcy’s Law 

The total hydraulic head h (m) of a fluid, also known as the piezometric head, is the sum of two 

components: pressure head ψ (m) and elevation head z (m). The head equation, coming from the 

Stevino law valid for static fluids (for which h = const), reads as: 

 ℎ = 𝜓 + 𝑧 (1) 

The pressure head can be expressed as: 

 𝜓 =
𝑃

𝛾
=

𝑃

𝜌𝑔
 (2) 

where P is the gauge pressure (Pa), γ is the unit weight of the liquid (N/m3), ρ is the density of the liquid 

(kg/m3), g is the gravitational acceleration (m/s2). P is a positive term in case of saturated flow, while it 

is negative in non-saturated flow. In the latter case, the pressure head takes the name of suction and P 

is found to be: 

 𝑃 = −2𝛾
cos 𝜃௪

𝑟
 (3) 

where 𝜃௪ =
ೢ


 is the volumetric water content (-) and r (m) is the bond radius of the soil particles. The 

elevation head z relates to a reference elevation. 

The equation describing a fluid motion in a saturated porous media was empirically obtained by Henry 

Darcy (1856). By realizing multiple experiments with different materials and pipe lengths, he found a 

direct proportionality relation between the flow rate Q (m3/s) passing through a pipe connecting two 

tanks having different piezometric heads h1 > h2 and all the following: the section area of the pipe A, the 

head difference 𝛥ℎ = ℎଵ − ℎଶ and a coefficient K. An inverse proportionality relation held between Q 

and the pipe length L. He expressed these links in the famous Darcy’s Law: 

 𝑄 =
𝐾𝐴Δℎ

𝐿
 (4) 
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Let the ratio ொ


 be defined as specific flow rate q or apparent velocity V (m/s) and see in the ratio ௱


 the 

piezometric head gradient 𝑖 = −
డ

డ௦
 (-). Therefore, the law can be reformulated as: 

 𝒒 = −𝐾
𝝏𝒉

𝝏𝒔
            (5) 

K (m/s), denominated hydraulic conductivity, is defined as the ease with which a certain fluid can move 

through pore spaces or fractures of a solid matrix. Its range of values goes from 10-12 to 10-1 m/s (Freeze 

et Cherry, 1979). Figure 3-1 displays the possible K values associated with a variety of different soil types. 

 

Figure 3-1: Typical values for hydraulic conductivity (adapted from Freeze and Cherry, 

1979) 

 

Expanding the analysis to three dimensions, Darcy’s law in the three main directions becomes: 

 𝒒𝒙 = −𝐾
𝝏𝒉

𝝏𝒙
                              𝒒𝒚 = −𝐾

𝝏𝒉

𝝏𝒚
                              𝒒𝒛 = −𝐾

𝝏𝒉

𝝏𝒛
 (6) 

Which can be summarized in the form: 

 𝒒 = −𝐾𝒈𝒓𝒂𝒅(ℎ) (7) 

The hypothesis admitted so far in Darcy’s formulation is a condition of isotropy, with the value of K 

independent of the direction. However, a marked anisotropy exists for properties such as the 
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permeability k (m2). This behavior is marked for example in the case of sandy to clay sedimentary and 

alluvial deposits, for which kx ,ky ≫ kz (De Marsily, 1986). 

Following, the continuity equation is presented, from which the formulation of the Richards equation 

derives. The form displayed here below is valid in conditions of isotropy and uniformity: 

 
𝐷𝜌

𝐷𝑡
+ 𝜌 ∙ 𝑑𝑖𝑣(𝒒) = 0 (8) 

Hypothesizing ρ as constant in space and time ቀఘ

௧
= 0ቁ, 

 𝑑𝑖𝑣(𝒒) = 0 (9) 

is obtained.  

 

3.1.2 Non-saturated conditions: Richards equation 

In a porous medium, the infinitesimally small control volume for which the continuity equation (8) is 

derived, is composed of both solid matter and voids. The amount of fluid mass per unit volume of bulk 

porous material is thus given by ρw∙ θw, where ρw is the density of water (kg/m3). Likewise, the mass flux 

per unit area is defined as ρw∙q (or qi). Therefore, the continuity equation (8) for a fluid with constant 

density but variable saturation, takes the form: 

 𝑑𝑖𝑣(𝒒) = −
𝜕𝜃௪

𝜕𝑡
 (10) 

If Darcy’s law is substituted in the last equation, Richards Equation (Richards, 1931) is obtained: 

 𝑑𝑖𝑣൫𝐾𝒈𝒓𝒂𝒅(ℎ)൯ =
𝜕𝜃௪

𝜕𝑡
 (11) 

or written out in full, 

 
𝜕

𝜕𝑥
൬𝐾

𝜕ℎ

𝜕𝑥
൰ +

𝜕

𝜕𝑦
൬𝐾

𝜕ℎ

𝜕𝑦
൰ +

𝜕

𝜕𝑧
൬𝐾

𝜕ℎ

𝜕𝑧
൰ =

𝜕𝜃௪

𝜕𝑡
 (12) 

Under conditions of steady flow or fully saturated flow, the right-hand side of equation (11) becomes 

zero, leading to the Laplace equation for a uniform material. Let C(h) be defined as a function describing 

the rate of change of saturation with respect to the hydraulic head:  
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 𝐶(ℎ) =
𝜕𝜃௪

𝜕ℎ
 (13) 

then the right-hand term of equation (11) can be rewritten like this: 

𝐶(ℎ)
𝜕ℎ

𝜕𝑡
 

and Richards Equation in the head-based form looks like: 

 𝑑𝑖𝑣൫𝐾𝒈𝒓𝒂𝒅(ℎ)൯ = 𝐶(ℎ)
𝜕ℎ

𝜕𝑡
 (14) 

For a 1-dimensional column, Richards Equation can be expressed in a mixed-form, which can be 

discretized in a finite difference approximation that ensures perfect mass balance (Celia et al., 1990). 

 
𝜕ℎ

𝜕𝑡
−

𝜕

𝜕𝑧
൭𝐾(𝜃) ൬

𝜕ℎ

𝜕𝑧
+ cos 𝛾൰൱ + 𝑠 = 0 (15) 

where γ is the slope angle and s a source/sink term (m3/m2∙s), i.e. an external addition or removal of 

mass. For the application of equation (15), a water retention curve must be adopted, which relates θ to 

h. The relationship between the water content θw and the pressure head ψ (defined as matric potential 

when it assumes negative values) is known as water retention curve. It can be found under different 

names, including ‘soil-water characteristic curve’, ‘pressure head–water-content relationship’, ‘water 

content–matric potential curve’ and ‘capillary pressure–saturation curve’. The curve is unique for 

different types of soil and its knowledge is key in soil hydrology: in fact, it allows to predict the soil water 

storage and the available water supply for plants, quantity described by the so-called field capacity. 

Various models exist, which can describe the water retention curve with analytical formulations: some 

of these are mentioned in section 4.2.  
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Figure 3-2: Characteristic curve relating moisture content to pressure head (Blaskó 

Lajos, 2008) 

  

To produce the curve, the volumetric water content is plotted against the matric potential. When the 

potential is equal to zero, saturation conditions hold. For slightly lower values, capillary forces are the 

primary ones. A further decrease of θw is accompanied by stronger bonds in the pellicular water, 

remaining in the smallest pores and around the soil grains at a radius smaller than 1 μm.  

The field capacity (θfc) can be described as the amount of soil moisture present in the soil after drainage 

of gravitational water, which typically occurs 2-3 days after the last rainfall or irrigation. θfc is physically 

defined as the water content retained in the soil at -33 kPa/kg (or -0.33 bar) of hydraulic head. This 

definition is flexible, and the hydraulic head threshold can reach values like -10 kPa/kg, as indicated in 

Figure 3-2. 

The permanent wilting point (θwp) coincides with the hydraulic head of -1500 kPa/kg (or -15 bar) and 

represents the water content at which “the plants growing in that soil are first reduced to a wilted 

condition from which they cannot recover in approximately saturated atmosphere without the addition 

of water to the soil” (Briggs et Shantz, 1912). 
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Figure 3-3 shows the phenomenon known as hysteresis, consisting in different wetting and drying 

curves. The initial drainage curve (IDC) results from the stepwise reduction of the matric potential from 

an initially saturated soil (θs). The residual water content θr is reached when no more water can be 

drained. If a water input is provided at this point, with a stepwise matric potential increase up to 0, the 

curve follows the main wetting curve (MWC) and reaches the satiated water content θo. A further 

reversal leads to the main drainage curve (MDC). Reversing the process in the wetting or drainage phase 

will always produce scanning curves between the MWC and the MDC. 

 

Figure 3-3: The initial drainage curve (IDC), the main wetting curve (MWC), the main 

drainage curve (MDC), and a scanning curve. θ refers to the volumetric water 

content and the subscripts r, o, and s, to residual, satiated, and saturated (Dane, 

Lenhard, 2005) 

 

As mentioned earlier, the soil-water characteristic curve depends greatly on the soil treated. In 

particular, it depends on two factors, which are the nature of the bonding and the porosity. In sand-like 

soils, the capillary forces govern the unsaturated zone, causing a fast release of most of the water at 

low absolute values of matric potential. Moving to clay-like soils, the adhesive and osmotic forces 

enhance a higher resistance to drainage. Finally, peaty soils usually display even more negative matric 

potential values for the same water content. An example of soil water characteristic curves is reported 
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in Figure 3-4: a big difference can be spotted between the behavior of a coarse-grained soil and a fine-

grained one. 

 

Figure 3-4: Typical soil water characteristic curves for soils of different texture (Tuller, 

Or, 2003) 

 

3.2 Theory on thermal transfer in soil 

Within the soil, heat mainly propagates in two ways: conduction and convection. Conduction is the 

phenomenon through which heat transfers in a continuous medium (solid or liquid) by internal 

molecular motion without any macroscopic movement. It is caused by the transfer of kinetic energy 

through numerous intermolecular collisions. In soil, it takes place between minerals, organic matter and 

water. Conduction is by far the predominant mechanism of heat transfer in soil (Koorevaar et al., 1983). 

The second way of heat propagation is convection, the displacement of volumes of a medium in a liquid 

or gaseous phase moved by temperature gradients. In soil, the media through which convection occurs 

are the water and the air occupying the soil pores. In soils, free convection through water or air is usually 

negligible, except for scenarios with soil pores diameter larger than a few millimeters, enough to allow 

water and air fluxes to affect deeper layers’ temperature (Martynov, 1959). Forced convection is the 

phenomenon through which air or water currents are forced to move by pressure gradients. It can be 

non-neglectable in the case of groundwater flow in very coarse sands, where it can increase the thermal 

conductivity by as much as 20% (Johansen, 1975). 
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Furthermore, water phase changes and the energy involved in such processes have a considerable 

influence on the ground temperature variations and on the heat transfer. This is due to the high value 

of the latent heat of vaporization for water (2264.705 kJ/kg). Whenever energy is supplied to the soil, 

liquid water reacts absorbing this energy and undergoing evaporation. When, instead, energy is being 

lost by the soil, vapor condensates, thus avoiding an immediate cooling of the ground. In both scenarios, 

soil moisture acts as a ground temperature (GT) stabilizer. As for heat transfer, the following can happen: 

in unsaturated strata, water moisture evaporation can lead to vapor diffusion and consequently to a 

possible condensation in different points. Water fusion and solidification are also responsible for latent 

heat fluxes in cold regions, even though they are less influential because of the latent heat of fusion for 

water equal to 333.55 kJ/kg. 

Soil is characterized by two fundamental thermal properties. The first one is the volumetric heat 

capacity C (J/m3 ∙K), related to the capability of a material to store heat. It is defined as the amount of 

heat absorbed by the material to raise the temperature of a unit volume of that material by 1 °C. Heat 

capacity C is a linear function of the volumetric content θ of the soil components, as can be read in the 

following: 

 𝐶 =  𝐶𝜃



=  𝜌𝑐𝜃



 (16) 

Some of the factors increasing C are the soil particles’ density, soil compaction and moisture content. 

Andujar Marquez et al. (2016) propose typical values of C for common rocks and soils. Amongst these, 

they assign the values 1.6 MJ/m3 ∙K to dry clay/silt and 3.4 MJ/m3 ∙K to water-saturated clay/silt. 

The second thermal property is the thermal conductivity λ (W/m∙K), the ability of the medium to 

conduct heat. Fourier (1822) postulated that the total quantity of heat transfer Φ (W) flowing through 

a soil column from one point to another is directly proportional to the cross-section area A of soil and 

to the difference in temperature between the two points. On the other hand, it is inversely proportional 

to the distance between the points (along the direction s). The direct proportionality factor is, indeed, 

λ. Such relations can be expressed in the formula: 

 𝜑 =
𝛷

𝐴
= 𝜆 ⋅

𝜕𝑇

𝜕𝑠
 (17) 

where φ (W/m2) is the flux per unit area. 
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The thermal conductivity is not related in a linear way to the single heat conductivities of the soil 

components, even though this is the way it is currently computed in SNOWPACK, as explained in section 

4.5.4.1. In reality, heat conduction takes place in an irregular way among the different media. The value 

of λ depends greatly on the relative position and distribution of the soil particles. These can be in contact 

with each other, well interconnected by the less conducting water or separated by the poorly conducting 

air. 

Thermal properties can be determined indirectly by measuring the response of temperature to a heat 

input to a line source at a certain point (Taylor et Jackson, 1965). Some models have been developed to 

estimate λ and C of a soil based on the volume fractions of its constituents and the shape of its grains. 

The thermal conductivity of soil depends on several factors: these are the texture and mineralogical 

composition, the porosity, the water content and the soil management (Yadav et Saxena, 1973). Any 

practice or process whose result is the compaction of the soil and a reduction of its porosity will have a 

significant impact on its thermal conductivity. The effect of water content on λ has received more 

attention than other factors (Riha et al., 1980). 

Koorevaar et al. (1983) describe the evolution of λ with respect to the liquid water content (LWC) for a 

compacted sandy soil. In dry conditions, the λ is typically below 0.2 - 0.3 W/m⋅K, as conduction occurs 

only at the contact points between soil particles. During a moisture increase up to around 0.05, water 

forms films surrounding the soil particles, hence a slow growth of λ. Following, the additional water 

creates water bridges, very efficient in connecting separated soil particles, and λ starts to rise with a 

steeper slope. As the water content grows, the water bridges’ cross-sectional area increases more 

slowly; consequently, also the λ slope continuously declines within the whole range 0.1 - 1 of soil 

moisture. A proof of the λ slope change is offered by the pairs of soil moisture - λ values found by 

Koorevaar et al. (1983): for LWC = 0.1, λ = 1.5 W/m⋅K; for LWC = 0.2, λ = 2.3 W/m⋅K; for LWC = 0.4, λ = 

3.0 W/m⋅K. Clearly, the maximum λ is achieved at saturated conditions. 

A study by Abu-Hamdeh et Reeder (2000) analyzed the thermal conductivity variations of four sieved 

and repacked soils: sand, sandy loam, loam and clay loam. The factors studied were bulk density, water 

content, salt concentration in solution and organic matter. In average, a 15% increase in bulk density 

made λ 50% higher for all soils, thanks to the particle-contact enhancement. Moreover, it was observed 

that beyond a certain bulk density, higher values of moisture content increased λ less rapidly in the case 
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of clay loam and loam soils, and more rapidly in the case of sandy and sandy loam soils. The maximum 

λ was observed for sandy soil, with a value in accordance with literature values by Van Wijk (1963):  0.3 

- 2.25 W/m⋅K. For the loamy soil too, the values found were in agreement with those reported by 

Ghauman et Lal (1985), relative to a maximum moisture of 0.20: 0.15 – 0.79 W/m⋅K. Tavman (1996) 

suggests that soils with smaller grain size, under the same overall porosity, require the presence of many 

more particles, which in turn cause more thermal resistance. Hence, a smaller thermal conductivity. 

Regarding the two factors that were not assessed in this work (salt concentration in solution and organic 

matter), both provoked a net decrease of λ, as can be seen in detail in the cited study. 

Table 3-1 proposed below shows some recurring values for thermal conductivity in various soils. 

Table 3-1: Values of thermal conductivity of three soil classes in function of humidity 

and density (Belarbi, 2013) 

 

 

The conduction of heat in dry soil is described by the diffusion equation:  

 𝜕𝑇

𝜕𝑡
=

𝜆

𝐶

𝜕ଶ𝑇

𝜕𝑠ଶ
 (18) 

which is valid in conditions of uniform λ over space. 

The term λ/C is related to the thermal diffusivity α (m2/s), defined as λ/c, describing the speed at which 

temperature waves move through the soil or, in other words, the rate at which the soil warms up under 
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a given temperature gradient. The implementation of the diffusion equation (18) is described by 

Lehning et Bartelt (2002). 

A word must be spent as well on ground temperature temporal fluctuations. GT is closely dependent 

on the air temperature: this implies the presence of GT fluctuations at a diurnal and at an annual scale.  

In both cases, the amplitude of the GT variation decreases exponentially with depth. Besides, a temporal 

shift in the curves is always found, affecting deeper layers with a certain delay. Plotting daily or weekly 

averaged temperatures shows a nearly sinusoidal annual wave. The magnitude of the temperature 

variation from maxima to minima greatly depends on the soil type: coarse soils will exhibit bigger 

oscillations. Some of the described characteristics are visible in Figure 3-5, relative to the soil thermal 

regime at an annual time scale. 

 

Figure 3-5: Annual temperature waves in the weekly averaged subsurface soil 

temperatures at two depths in a sandy loam soil (West, 1952) 

 

3.3 Thermal boundary conditions and phase changes 

An upper and a lower boundary condition are needed to solve the heat equation in the SNOWPACK 

model. The energy balance at the ground or snow surface is a complex process, indeed many factors 

play a role in it. Figure 3-6 illustrates the main components and mechanisms acting in modifying the 

snow or soil surface temperature in the SNOWPACK model. Radiation is the process by which energy 

emitted from a surface, propagates through electromagnetic waves and is absorbed by a receiving 

surface. It is normally divided in short wave (300 – 4000 μm) and long wave (4000 – 10000 μm) radiation. 
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99% of solar radiation reaches Earth as short wave and soil re-radiates it as long wave radiation. 

Radiation can be direct or scattered by the clouds, and once it reaches the surface it can be absorbed 

or reflected. The exchange of latent heat (amount of energy lost or gained during water phase changes) 

and sensible heat (energy required or released to vary the temperature of a substance with no phase 

change) is fundamental in controlling the surface temperature. Another key factor is the geothermal 

heat flux, used as a lower boundary condition: it is constant in time at a short time scale and always 

directed upwards, thanks to the Earth internal heat production. 

 

Figure 3-6: Relevant processes in the snow cover model SNOWPACK (SLF) 

 

As mentioned before, radiation can be absorbed or reflected by the Earth surface. The fraction of the 

incident short wave radiation that is reflected is known as albedo. It can vary greatly depending on the 

material and its color. Literature reports a list of typical albedo values that have been proved valid. 

Table 3-2: Typical values of albedo for natural surfaces (Nathan Cs, 2010) 

Natural surface Albedo Natural surface Albedo 

Fresh snow 0.75 – 0.95 Dry silt loam soil (before cultivation) 0.23 – 0.28 

Water 0.03 – 0.01 Dry silt loam soil (after cultivation) 0.15 – 0.18 
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Bare fields 0.12 – 0.25 Dry clay loam soil 0.18 – 0.22 

Dark colored and rough soil 

surfaces 
0.10 – 0.20 Sand (wet) 0.09 – 0.11 

Light colored soil surfaces 0.40 – 0.50 Wet clay loam soil 0.11 – 0.13 

Stubble fields 0.15 – 0.17 Wet ploughed fields 0.05 – 0.14 

Sand (dry) 0.18 – 0.21 Forests 0.05 – 0.20 

Dry sandy soil 0.25 – 0.45 Green grass 0.16 – 0.27 

Dry clay soil 0.15 – 0.35 Dry grass 0.16 – 0.19 

 

As illustrated, the values are not completely unambiguous, which is one of the reasons why soil albedo 

will be analyzed, among other parameters, in chapter 6. The lower the albedo is, the easier it will be for 

the body to gain heat. There are a series of factors affecting the albedo, among which seasonal and 

diurnal radiation changes, soil moisture (high moisture content, low albedo), color (more organic matter, 

lower albedo), surface roughness (fine-textured dry soils, high albedo). 

According to Kirchhoff's law of thermal radiation (Kirchhoff, 1860), for an arbitrary body absorbing and 

emitting thermal radiation in thermodynamic equilibrium, the emissivity is equal to the absorptivity. A 

body’s emissivity (usually indicated with ε) is the fraction of radiated energy from that body with respect 

to the radiated energy from a black body at the same temperature. It is function of the surface 

condition, temperature and radiation wavelength. To remedy the dependence on wavelength, total 

emissivity is defined as the resultant value of averaging the individual emissivity factors over the entire 

utilized radiation spectrum. 

Table 3-3: Typical values of emissivity for natural surfaces (An et Hemmati, 2017) 
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4 SNOWPACK 

4.1 Type of files and variables 

SNOWPACK performs physical modeling of the various processes taking place in and between the soil, 

snow cover and atmosphere in order to simulate the evolution of the soil and the snow based on 

meteorological input data. SNOWPACK requires several kinds of information. First, the description of 

the place where the soil and snow column have to be simulated: name, latitude, longitude, elevation, 

slope; secondly, the time series of the various meteorological parameters (here referred to as meteo 

file); thirdly, the initial state of the various soil and snow layers (here referred to as sno file); lastly, the 

settings of the simulation keys (here referred to as ini file). 

In the setup used, the meteo file must report a series of meteorological parameters, such as the air 

temperature, the relative humidity, the wind speed, the incoming or reflected short-wave radiation, the 

incoming long-wave radiation, the precipitation, the geothermal heat flux. 

The sno file consists of a header and a block of lines describing the soil or snow layers’ initial state and 

characteristics. The header contains multiple parameters which can be arbitrarily chosen; the most 

important ones are the number of soil and snow layers, the soil emissivity ε, albedo α and roughness 

length z0 (m), besides various canopy variables. The soil and snow layers are described by the following 

terms: thickness, initial temperature, initial volumetric fraction of ice, water, dry voids and solid part 

(respectively θice , θw , θv , θm), density of dry compacted soil component ρm (kg/dm3), thermal 

conductivity of the dry soil λm (W/m∙K), according to equation (25), specific heat capacity cm of dry 

compacted soil component (J/kg∙K), based on equation (28) and classical grain radius rg (mm) (Fierz et 

al., 2009). The setting of the volumetric fractions is meaningful only when the Bucket model is applied, 

as explained in section 4.2. 

Finally, specific information about the site’s pedology is often necessary to calibrate the sno parameters: 

this can regard the land use (grassland, bare rock, etc.) and the soil type. When Richards equation is 

implemented, SNOWPACK allows choosing between 14 soil classes, among which there are loam, sandy 

loam and silt loam, used in this study, and others varying from fine to coarse-grained soils. 

It must be said that the wind and the meteorological measured data refer respectively to heights of 10 

m and 2 m from the ground. However, in the ini file these values are both set, by mistake, to refer to a 
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6 m height. This error proved to affect only little the results, not changing the scientific conclusions 

which can be drawn from them. 

 

4.2 Richards equation in SNOWPACK 

In section 3.1.2, it is enunciated that a water retention curve is the “tool” needed to use the Richards 

equation. Many of these soil-water characteristic curves have been proved valid in the last decades. 

Historically, two are at least worth mentioning: these are the one proposed by Campbell (1974) and the 

one introduced by Russo (1988). In SNOWPACK, the implemented water retention curve is the van 

Genuchten model (Van Genuchten, 1980): 

 𝜃௪ = 𝜃 + (𝜃௦ − 𝜃)
(1 + (𝛼|𝜓|))ି

𝑆𝑐
 (19) 

The parameters appearing in the water retention curve are α > 0 (m-1), related to the inverse of the air 

entry suction: this is the minimum matric suction required for the entry of air into the soil voids;  n > 1 

(-), that is a measure of the pore-size distribution and 𝑚 = 1 −
ଵ


 (-). Sc is a correction term that allows 

to take into account the air entry pressure, according to the approach by Ippish et al. (2006). Wever et 

al. (2015) point out that the residual water content in the water retention curve, in other words, the dry 

limit, is not comparable to the water holding capacity θh described in section 4.3. 

In SNOWPACK, in the implementation of Richards equation for the snow layers, the cited parameters 

are computed according to the equations presented by Wever et al. (2015). As for the soil layers, 14 

available classes are identified in the SNOWPACK code. Such classes are responsible for the 

determination of the water retention capability by setting the van Genuchten values for the water 

retention curve. To this aim, the Rosetta soil classification and class mean hydraulic parameters are 

adopted (Schaap et al., 2001); the complete set of values is reported in Appendix A. Regarding the field 

capacity θfc, the value is computed using the formulation proposed in Saxton et al. (1986) and the mean 

clay content for each soil class. In Table 4-1, an example for loam is presented. 

Table 4-1: van Genuchten values relative to a loamy soil 

θr θs α n Ksat Max pore size θfc 
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0.061 0.399 1.11 1.47 0.02947/(24⋅60⋅60) 0.005 0.262 

 

4.3 Bucket scheme in SNOWPACK 

The Bucket scheme approximates the hydrological processes within the snow and soil layers. Setting 

enough layers, hence allowing them to be relatively thin, guarantees a more realistic simulation of the 

water transport and of its infiltration through the soil. In order to avoid quantitative issues with the 

modelled runoff, an unrealistic thickness of 25 m must be used to describe the soil layers in the sno file. 

Percolating water occupies the pore space one layer at a time. As water begins to infiltrate and the 

uppermost layer gets filled, excess water moves to the layer beneath. Water does so when a limit is 

reached: this limit is the water holding capacity, defined as the minimum between the field capacity 

(function of rg) and the pore space (depending on the mineral fraction). Likewise, lower layers are filled 

with water one after the other. The only layers which can undergo an upper water loss are the most 

superficial ones because of evaporation (up to 30-60 cm depending on the grain size) and water uptake 

by the vegetation roots. When the bottommost layer has reached its maximum water content, runoff 

starts being produced as the result of excess water. 

The main disadvantage of this scheme is the impossibility to reproduce the volumetric water content, 

as gravity effect is partially neglected, with the only water losses being due to evapotranspiration. 

Moreover, below a certain depth, soil moisture is constant for the entire time series. 

Following the implementation found in the master thesis by Hipp, the field capacity is calculated based 

on rg. 

If rg < 17.0 

 𝜃 = min (0.95; 
0.32

ඥ𝑟𝑔
+ 0.02) (20) 

If rg < 60.8057 

 𝜃 = 0.0976114 − 0.002 ⋅ (𝑟𝑔 − 17) (21) 

Else 

 𝜃 = 0.01 (22) 



33 
 

Always ensuring that 

 𝜃 ≤ (1 − 𝜃) (23) 

The field capacity in function of rg is plotted in Figure 4-1. 

 

Figure 4-1: Field capacity in function of rg, when the Bucket model is applied 

 

4.4 Soil evaporation method 

Two approaches exist to describe the latent heat exchange between atmosphere and bare soil: 

Evaporation Resistance (ER) and Relative Humidity (RH). When a snow cover is present, there is no 

differentiation. In order to describe the two main differences standing between the methods, it is 

necessary to introduce the bulk aerodynamic equation for computing latent heat exchange ql (W/m2): 

 𝑞 = 𝛽 ⋅ (𝑒 − 𝑒௦) (24) 

where 

β = aerodynamic resistance (m/s) 

ea = air vapor pressure (Pa) 

es is the vapor pressure at the surface or near the surface, according to the method being used. If the 

temperature of the topsoil layer is below 0 °C, es is taken as the surface vapor pressure in saturated 

conditions. If the temperature is above 0 °C, es can be defined in two possible ways: with ER, it is simply 

taken as the saturated vapor pressure in the uppermost layer, which corresponds to a depth of 1 cm in 
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these simulations. With RH, a reducing factor between 0 and 1 is applied to the last definition, making 

the overall es lower. This causes an overestimation of the negative vapor gradient from the atmosphere 

to the soil (causing excess condensation) and an underestimation of the positive vapor gradient from 

the soil to the atmosphere (causing insufficient evaporation).  

The second difference lies in the heat exchange coefficient c (m/s) due to vapor exchange; this factor is 

at the numerator of the formula describing β. With RH it is defined as the inverse of an atmospheric 

resistance Ra; with ER, an additional resistance Rsoil, dependent on the relative humidity of the topsoil 

layer, is counted, used to reduce the heat exchange coefficient c in the case of evaporation. Such 

modification of c is only applied when es >= ea and the temperature of the topsoil element is >= 0 °C. 

Concluding, when either method is applied in a discretized model, it is important to consider the 

difference between vapor pressure at the surface and in the middle of the topsoil layer. Besides, RH 

overestimates condensation even when the topsoil layer is saturated and the soil surface is warmer than 

the atmosphere. 

Summarizing, the ER method has been introduced later as an alternative to the RH approach. It is based 

on the field capacity (Hurk et al., 2000) and its parameters were obtained by fitting experimental data. 

The main contrast from the RH method is that the surface vapor pressure is always assumed to be at 

saturation. This way, the unrealistic condensation resulting from the RH approach is avoided. A complete 

scheme of the calculations which define one or the other method is reported in Appendix B. 

 

4.5 Other variables and phenomena 

Although the sites analyzed are at medium-low altitudes, most of them are covered by a temporary 

snowpack in winter, for periods that range from days to weeks, or even months. The snow height 

considered by SNOWPACK during the simulations is generated from the observed precipitations. 

 

4.5.1 Thermal boundary conditions 

The thermal boundary condition at the soil top and bottom can be defined in two ways: one is by setting 

a fixed temperature, the other is called Neumann boundary condition. It consists in setting a certain 
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heat flux, which may be directed towards or from the soil boundaries. The Neumann condition is 

pursued, given the availability of means and data that guarantee the setting of such fluxes. 

At the soil surface, SNOWPACK computes an energy balance equation whose result is a positive or 

negative net heat flux. At the soil bottom, a constant geothermal heat flux directed upwards is entered 

in the ini file. The information on geothermal heat fluxes for the sites analyzed in this work comes from 

a study published by Vedova et al. (1991). Making use of scattered data from boreholes, tunnels and 

lakes, his team was able to attempt drawing isolines of equal heat flow values in the whole alpine region. 

Some precious conclusions could be drawn from the work, in which the Swiss territory was divided into 

separate regions, as illustrated in Figure 4-2. Heat flow in the Upper Rhine Graben (1-2) is high (> 0.1 

W/m2), values in the Molasse Basin (3) are rather high (0.08 W/m2), while heat flow in the Alps (4-5-6) 

is lower and varies widely (0.06-0.08 W/m2) (Thimo, 2013). 

 

Figure 4-2: Swiss Geotraverse, crossing all the regions defined by differing 

geothermal heat fluxes (Vedova, 1991) 
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4.5.2 Atmospheric stability correction 

Various options are available in SNOWPACK to address the atmospheric stability correction for turbulent 

heat fluxes. The selection of an atmospheric stability correction is needed because a neutral boundary 

layer often overestimates heat fluxes and should hence be discarded when modelling turbulent sensible 

heat fluxes in stable conditions.  

Numerous functions are available in literature: however, their applicability greatly depends on the 

chosen site where they are used. Schlögl et al. (2017) investigate six different stability corrections, 

among which two are particularly suitable for snow-free terrains: Michlmayr et al. (2008) derived from 

Stearns et Weidner (1993), and Holtslag et H. (1988). What differs among these parametrizations is the 

computation of the stability parameter ζ, which means that this variable alone is responsible for most 

relevant information. According to the cited study, all the tested stability corrections perform well under 

low wind speeds and small temperature variations, with the one from Holtslag et H. (1988) showing 

optimum behavior in terms of Mean Arithmetic Mean (MAE) values on sensible heat fluxes. 

 

4.5.3 Roughness length 

The roughness length (z0) is a mathematical tool to represent the roughness of any surface. It allows to 

approximate atmospheric turbulence and fluxes of various quantities near the surface. Its computation 

is based on the ratio between the frontal area of the average element (facing the wind) and its width. 

The closer the roughness length is to zero, the smoother the surface is. As values grow, they indicate 

bigger and bigger obstacles. High values imply weaker horizontal winds near the surface and a greater 

exchange with the atmosphere. A classification of z0 classes of interest for the current study is reported 

in Table 4-2. 

Table 4-2: Terrain classification due to Davenport and quoted by Wieringa (1960) 

class Roughness 

length (m) 
Landscape features 

No. Name 

1 Sea 0.0002 Open water, tidal flat, snow with fetch above 3 km 

2 Smooth 0.005 Featureless land, ice 



37 
 

3 Open 0.03 Flat terrain with grass or very low vegetation, airport runway 

4 Roughly open 0.10 
Cultivated area, low crops, obstacles of height H separated 

by at least 20 H 

 

4.5.4 Thermal parameters 
 
It must be made clear that it is not the objective of this work to measure and determine the soil thermal 

characteristics of one specific site. In fact, the goal is to evaluate the goodness of the implementation 

of SNOWPACK in the simulation of ground temperature (GT), volumetric liquid water content (LWC), 

evapotranspiration (ET) and runoff. Since, however, the thermal properties of the soil play a 

considerable role in the determination of ground temperatures, an appreciable part of the sensitivity 

analysis is dedicated to them. 

 

4.5.4.1 Thermal conductivity 

The computation of the soil matrix thermal conductivity λbulk (W/m⋅K) is calculated in SNOWPACK with 

a weighted average that sums the conductivity of each medium in the following way: 

 𝜆௨ = 𝜆 + (𝜆௪ ⋅ 𝜃௪) + (𝜆 ⋅ 𝜃) (25) 

where: 

λm is the thermal conductivity of the dry soil (provided as input parameter); 

λw is the thermal conductivity of water, computed following Hipp’s master thesis: 

 𝜆௪ = 0.11455 + 1.6318 ⋅ 10ିଷ ⋅ 𝑇 (26) 

λice is the thermal conductivity of ice: 

 𝜆 = 0.4685 +
488.19

𝑇
 (27) 

where the temperature is in K. 

The limit of equation (25) is the little importance assigned to the water content. In fact, assuming a soil 

temperature of 20 °C, λw becomes equal to 0.59 W/m⋅K. This means that from unsaturated to fully 



38 
 

saturated conditions, λbulk will increase by a maximum of 0.59 W/m⋅K, excluding the presence of ice. It 

is true that the soil thermal conductivity dependence on the water content depends in turn on the soil 

density, and results can vary to some extent based on this. However, the vast majority of literature 

studies reveal that λbulk is highly influenced by the LWC, causing values to easily rise by 1 W/m⋅K from 

dry to saturated conditions. The reason behind the thermal conductivity enhancement operated by 

water is the creation of water bridges, very efficient in connecting separated soil particles. 

Another inconsistency identified is the high λm necessary to simulate the measured GT. In chapter 6, it 

is demonstrated how a value around 1.4 W/m⋅K seems to well simulate the slope of the GT-depth 

curves. Independently from the contribution brought by water, which for LWC < 0.5 is not so influential, 

such value appears much higher than any proposed by scientific studies on the topic. 

These two considerations suggest that, on the one hand, high values of λm are needed to compensate 

for the low contribution that water can provide to λbulk; on the other hand, the heat transport module 

coded in SNOWPACK requires high thermal conductivities to represent the evolution of temperatures in 

depth correctly. 

A universal, correct equation for computing the matrix thermal conductivity does not exist, because 

different forms would be needed each time the soil type, the porosity or the water content change. It 

is also because of this that a simplified linear formulation is currently used in SNOWPACK. A more 

complex version exists in the model, but it can be applied when ice is widely present in the soil, which 

is not the case in this work. Studies on the formulation of λbulk began in 1949 with Kersten (1949), whose 

parametrization was followed and modified by Johansen (1975). Later, Farouki (1982) compiled thermal 

conductivity research from seven authors: Kersten, Johansen, Mickley, Gemant, De Vries, Van Rooyen, 

and McGaw. Each researcher had come up with his own method for computing λbulk in fine-grained and 

coarse-grained soils. The grouping of the studies demonstrated a significant variability among the 

results. Duarte et al. (2016) partially explained the reasons behind this, affirming that most historic 

research had been done in frozen regions, and the same formulas could not be simply transferred to 

tropical or temperate climates. 
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4.5.4.2 Heat capacity 

SNOWPACK’s computation of the heat capacity c (J/kg∙K) consists of a weighted average of the specific 

heat capacities of each medium, among which cm is the one defined by the user (relative to the dry 

compacted soil). 

 𝑐 =
(ρ ⋅ 𝜃 ⋅ 𝑐) + (ρ ⋅ 𝜃 ⋅ 𝑐) + (ρ௪ ⋅ 𝜃௪ ⋅ 𝑐௪) + (ρ ⋅ 𝜃 ⋅ 𝑐)

ρ௨
 (28) 

where: 

ρair = 1.1 kg/m3 (using the ideal gas law), ρice = 917 kg/m3, ρw= 1000 kg/m3 (at 0 °C); 

cair = 1004.67 J/kg∙K, cice = 2100 J/kg∙K, cw= 4190 J/kg∙K (at 0 °C); 

 ρ௨ = (ρ ⋅ 𝜃) + (ρ௪ ⋅ 𝜃௪) + (ρ ⋅ 𝜃) (29) 

This formulation is physically correct, contrary to the one for thermal conductivity, leaving less space for 

discussions and reformulations. The literature values for C reported in section 3.2 for a fine-grained soil 

are consistent with the best ones for cm obtained in Payerne throughout the sensitivity analysis. 

 

4.5.5 Canopy 

The canopy module was initially developed to be implemented in conifer forests (Rutter et al., 2009). 

This first version considered trunks and leaves as a single body. The updated second version came with 

the introduction of a two-layer canopy module, useful to separate the lower part consisting of trunks 

from the upper one made of branches and leaves (Gouttevin et al., 2015). 

In SNOWPACK sno file header, it is possible for the user to set some of the main parameters relative to 

canopy. The first one is the canopy height, whose values can range from a few tens of centimeters for 

grass and bushes to several meters for trees. Then there is the Leaf Area Index (LAI), a dimensionless 

quantity defined as the one-sided green leaf area per unit ground surface area (m2/m2) in broadleaf 

canopies (Watson, 1947). Its values can be lower than 1 for sparse low vegetation and greater than 5 - 

6 for forests. Next, the Direct Throughfall (DT), defined as the proportion (unitless) of the precipitation 

that reaches the ground surface when certain vegetation is present. This is a quantity which normally 

varies a lot with time, because of its dependence on the moisture content within the vegetation, as well 

as on the canopy height and LAI, which will be, in our case, studied separately. Low values (< 0.6) are 
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normally associated with forests, where the trees’ action is much more effective. High values (> 0.8) 

describe a short vegetation cover such as grass. Values close to 1 would ignore canopy’s action in 

retaining precipitation. The last selectable parameter of the sno file header is the canopy albedo, which 

can be given two different values, whether it’s referred to dry or wet conditions. 

From the code itself, other parameters can be modified. Among these the root depth, a variable that is 

decisive from the perspective of the soil moisture uptake by the plant roots. The deeper the roots, the 

greater the plant’s capability to extract water from the soil and make it subject to transpiration. 

According to the fraction of roots, transpiration is partitioned between the different soil layers. Root 

water uptake is limited to the reachable water in each layer, defined by the field capacity and the wilting 

point. These two are solely dependent on the soil type, with θwp = 0.17 ⋅ θfc . 

Following, a few other variables are presented: the Canopy Basal Area, which refers to the density of 

trunks (stems in our case) on the ground; the Biomass Heat Capacity, equal to 2400 J/kg∙K for needles 

and to 800 J/kg∙K for grass; the Biomass Density, which can be set to about 900 kg/m3 to represent 

grass; the Trunk Fraction Height, which defines the fraction of the overall canopy height that consists of 

trunks (it is only considered when a two-layer canopy module is applied). Finally, the friction generated 

by the presence of canopy is simulated by a roughness length set equal to 10% of the canopy height. 
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5 DATA AND ANALYSIS TOOLS 

5.1 Origin of the data 

The meteorological data are obtained from the MeteoSwiss automatic monitoring network and also 

from SwissSMEX in the station of Rietholzbach. The soil information is offered by the joint project 

SwissSMEX (Swiss Soil Moisture EX-periment), initiated by ETH_Zurich, Agroscope ART and MeteoSwiss 

in 2008 to investigate soil moisture evolution at sites with different land cover types. The soil 

information includes a set of temperatures and soil moisture measurements taken at various depths. 

These go from 5 cm up to 150 cm for some stations and sometimes multiple sets of measurements are 

available (up to four in the case of soil moisture). 

Finally, the DEM required to use Alpine3D are provided by SwissTOPO and are accessible online for 

research purposes. The land cover is the CORINE data set from the European project Copernicus. 

In chapter 7, the results obtained in chapter 6 are tested in ten new sites equipped with meteorological 

stations and soil measuring tools. A map of these sites is reported in Figure 5-1, while the sites’ 

geography and main characteristics are listed in Table 5-1. As can be seen, most places are located in 

the Swiss Plateau, with the exception of Magadino Cadenazzo (Ticino) and Sion (Valais). Furthermore, 

all except Plaffeien lie at altitudes below 800 m. 

 

Figure 5-1: Location of SwissSMEX stations for soil monitoring (https://iac.ethz.ch) 
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Reported in Appendix C, a table can be found, indicating the duration of each site’s simulations and the 

availability of meteorological data for each station. 

Figure 5-2 and Figure 5-3 illustrate two of the several stations whose data are used in the present study. 

 

Figure 5-2: Payerne station for soil monitoring (https://iac.ethz.ch) 

 

 

Figure 5-3: Plaffeien station for soil monitoring (https://iac.ethz.ch) 
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Table 5-1: Geographical and physical data of the stations analyzed in chapter 7 

 

ID Name Latitude Longitude 
Elevation 

(m a.s.l.) 
Land Use Soil 

Geothermal 

heat flux 

(W/m2) 

Remarks 

BAS BASEL 47.54103 7.58356 316 grassland loam 0.10  

BER BERN 46.99074 7.46400 552 grassland loam 0.08  

CHN/C

GI 

NYON 

CHANGINS 
46.40104 6.22773 455 grassland loam 0.08  

LAG/N

ABLAE 
LAEGERN 47.47824 8.36437 688 grassland clay 0.08 Shallow soil 

MAG/

CAD 

MAGADINO 

CADENAZZO 
46.16003 8.93366 203 grassland silt loam 0.06 

Groundwater 

in 70 cm 

PAY PAYERNE 46.81158 6.94242 490 grassland loam 0.08 
Cambisol, 

Molasse 

PLA/P

LF 
PLAFFEIEN 46.74771 7.26626 1042 grassland sandy loam 0.08  

REC RECKENHOLZ 47.42769 8.51794 443 grassland loam 0.08  

RIE/R

HB 

RIETHOLZBAC

H / ZURICH 

AFFOLTERN 

47.38043 8.99340 755 grassland loam 0.08 Cambisol 

SIO SION 46.21864 7.33021 482 grassland sandy loam 0.06  

TAE TAENIKON 47.47987 8.90487 539 grassland loam 0.08  

WYN WYNAU 47.25501 7.78746 422 grassland silt loam 0.08  
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5.2 Output processing 

The primary tool to analyze, compare and visualize the data was a MATLAB script, here summarized. 

DATA PLOTS: 

Measured and modelled data (ground temperature and soil moisture) are plotted against time. When 

more than one set of measurements is available, multiple sets are plotted, so long as they do not show 

evident errors or temporal gaps. Together with the liquid water content (LWC), also the ice volumetric 

content is reproduced, since it can be held accountable for sudden drops in the modelled LWC. 

AVERAGE GROUND TEMPERATURE COMPARISON: 

The chosen time resolution to assess the modelling of ground temperature (GT), LWC and 

evapotranspiration (ET) is seasonal. Being the timeseries quite long (from 7 to 9 years), the results are 

presented under the form of average values referring to a 3-month long time scale. Lower time 

resolution, e.g. from sub-daily to weekly cycles, is not evaluated. 

Average GT across the whole time series are computed and plotted for both input and output. A “season 

filter” is created to split each set of data into seasonal 4 sets. Average GT relative to each season are 

computed and plotted, for both measured and modelled data, taking into consideration the whole time 

series. The same is done at a monthly level. Average air temperatures are computed and plotted, in 

order to roughly validate the correctness of the near-surface GT measurements. 

It must be specified that the seasons are selected by grouping the twelve calendar months into four 3-

month periods based on similar temperatures. Therefore, so-called meteorological seasons (relative to 

the northern hemisphere) are adopted: for instance, the meteorological winter begins on December 1st 

and includes the months of December, January, and February. 

Another way to visually compare measured and modelled GT is through scatter plots. Every point’s x-

coordinate represents the measured GT and the y-coordinate the modelled one. The closer the points 

are to the drawn bisector having a slope equal to 1, the better the simulation. For each season a different 

color is assigned; the scatter plots are realized for all depths. 

GROUND TEMPERATURE PERFORMANCE MEASURES: 
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Five statistical parameters are computed. These are the Mean Absolute Error (MAE), the Mean Squared 

Error (MSE), the Root-Mean-Square Error (RMSE), the Nash-Sutcliffe Efficiency (NSE) and the Kling-

Gupta Efficiency (KGE). The RMSE is computed this way: 

 𝑅𝑀𝑆𝐸 = ඨ
∑ (𝑒)

ଶ
ୀଵ

𝑛
 (30) 

where n is the total number of data, ei represents the deviation between the measured and the 

modelled GT at the timestep i. 

MAE, MSE and RMSE summarize performance in a way that disregards the direction of over- or under- 

prediction. They are all dimensional indices and their best values are zero. 

The RMSE index is a widely used measure of precision; one of its features is that it tends to emphasize 

larger differences in a series, whereas lower ones are virtually neglected: in other words, it is very 

sensitive to outliers. The RMSE was chosen to evaluate the reproduction of GT, being the most accurate 

and most utilized in other scientific studies. 

The indexes NSE and KGE are ideal to describe river discharge data, as well as water quality constituents 

such as sediment, nitrogen, and phosphorus loading. Because they highlight the mean characteristics 

of a phenomenon, hence they are not suited for the analysis of GT, they are not utilized here. 

LIQUID WATER CONTENT: 

The same approach is used for LWC, apart from the scatter plots, which are not realized in this case. As 

it is common to dispose of multiple sets of measured LWC, more than one is illustrated, if characterized 

by realistic values. 

With respect to the LWC, only the RMSE is computed, relative to depths greater than 25 cm. In fact, 

above this depth, the soil moisture magnitude varies enormously in brief time windows, making any 

analysis extremely difficult and with little physical basis. 

RUNOFF: 

The modelled runoff is plotted against time, together with its total average. The values are in kg/m2 ∙3h. 

There are no sites among the ones studied, for which runoff measurements coming from soil lysimeters 

are available; hence the absence of a set of measured data to compare the modelled with. This can be 
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done only at a watershed scale thanks to the application of Alpine3D and the comparison of its output 

with the measured river discharge. 

EVAPOTRANSPIRATION: 

This section is only implemented for Payerne, Bern and Rietholzbach, where ET data are available. The 

variables of interest are Evaporation from the soil, Evaporation from the canopy, Transpiration from the 

canopy, and Total Evapotranspiration. In Payerne and Bern, the measured ET is only available as daily 

value. To make the data comparable, the four said modelled variables are turned daily, by summing the 

values produced by SNOWPACK every 3 h. These are later plotted separately and together, aiming to 

illustrate the quantitative composition of the total evapotranspiration, made up of the three different 

phenomena. In Rietholzbach, instead, the measured ET is available every hour. So, it is summed over a 

time windows of 3 h to make it comparable to the modelled data. 

Afterwards, measured and modelled ET are plotted, followed by a representation of the difference 

between the two (measured – modelled), its moving average (window length = 15 days) and its total 

average. 

In order to understand the dependence of the ET modelling accuracy on the season, a season filter is 

applied. Similarly to what is done with GT and LWC, both measured and modelled ET are divided 

according to the season and averaged (across multiple years) for each season. The result allows to assess 

when the matching is done correctly and when a gap exists. 

For ET, the adopted statistical index is the RMSE. It is computed referring to each of the four seasons, 

the reason being the great variety of accuracy obtainable by the model according to the period of the 

year. 

RUNOFF + EVAPOTRANSPIRATION: 

Finally, a mass balance verification is executed: three modelled cumulative quantities are weighted over 

the whole timeseries: runoff, ET and total precipitation (PSUM). The aim is to verify the coincidence 

between runoff + ET and total precipitation. 
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6 RESULTS - PAYERNE SENSITIVITY ANALYSIS 

The purpose of this sensitivity analysis is to assess the influence of a series of parameters on ground 

temperature (GT), evapotranspiration (ET), soil moisture (LWC) and produced runoff. Extreme values for 

each parameter are tested and compared between each other, in order to magnify the effects on the 

quantities under study. Besides, the output data are visually and analytically placed side by side with 

the measurements, a precious tool that helps to identify a set of parameters able to represent at best 

the reality, hence validating SNOWPACK’s parametrization. 

The station of Payerne is selected for this analysis because of the availability of many data: OSWR, 

OLWR, ET measurements, as well as the possibility to run Alpine3D over the catchment where Payerne 

is located. Moreover, being characterized by a loamy soil, the same ideal set of parameters can be 

transferred and applied without further changes to the other sites where the soil is of type loam. The 

simulation is run over a 9-year period, from August 2008 to October 2017. 

Among the available atmospheric stability corrections, three are tested: Neutral, Michlmayr and 

Holtslag. The option Neutral, as expected, shows unacceptable predictions of GT. The formulas by 

Michlmayr and Holtslag are then compared, exhibiting extremely similar results for both GT and ET. 

Therefore, the parameterization proposed by Michlmayr is chosen for all the simulations because of its 

previous adoption in other related studies. 

This sensitivity analysis is first conducted without the canopy module (sections 6.1 and 6.2) in order to 

restrict the analysis to the infiltration models, the evaporation methods and the soil parameters, 

isolating these factors from possible ambiguities derived from the implementation of canopy. With this 

being said, the quantity ET only consists of soil evaporation in sections 6.1 and 6.2, while in section 6.4 

it is the result of summing soil evaporation and canopy evapotranspiration. 

LWC is not assessed in the Bucket simulations because of the unrealistic patterns produced, as explained 

in section 4.3. An example of the constant LWC reproduction below a certain depth for the whole time 

series is offered by Figure 6-1. 
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Figure 6-1: Soil moisture vs time, modelled and measured. Bucket, ER. Depth: 50 cm 

 

6.1 Bucket model 

The initial parametrization, reference for all tests in this section, is the following one: rg: 2.5 mm ; 

Specific heat capacity cm: 1400 J/kg·K ; Thermal conductivity λm: 1.4 W/m⋅K ; Solid fraction: 0.55 ; Density 

ρm: 2600 kg/dm3 ; Roughness length z0: 0.02 m ; Soil albedo: 0.17 ; Soil emissivity: 0.98 . 

 

SOIL EVAPORATION METHOD 

As a first step, the two soil evaporation approaches described in section 4.4 are compared: 

 Evaporation resistance (ER) 

 Relative humidity (RH) 

The graphic tool used to compare different configurations consists of plotting seasonal and yearly 

average GT against the soil depth. Modelled data always appear with a continuous line, while 

measurements are characterized by lines interrupted by various symbols. Average air temperatures are 

also plotted, in order to roughly validate the correctness of the GT measurements. 

With ER, the GT is generally lower than with RH, specifically: 1.5 °C lower in summer, 1 °C lower in the 

other seasons. As pictured in Figures 6-2, this allows ER to produce a very good match between April 

and September. On the other hand, RH reproduces well the GT from November to March. 
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Figures 6-2: Seasonal and yearly average GT vs depth, modelled and measured. Soil 

evaporation methods: ER (left panel), RH (right panel) 

 

The choice of the evaporation method has a considerable influence on the Evapotranspiration (ET). This 

quantity, as for now, is made up of the soil evaporation only, as canopy is absent. 

The analytical variable used to study ET variations is the average difference between measured and 

modelled ET throughout the whole time series. High absolute values of difference in ET imply a poor ET 

modelling, while the closer they get to zero, the better. Moreover, positive values stand for an 

underestimation of ET, while negative values indicate an overestimation of it. 

The difference in ET is equal to 0.444 kg/m2∙d (ER) and to 1.245 kg/m2∙d (RH). Figures 6-3 make it 

possible to visualize the ET average, computed for each season of the whole time series, both measured 

and modelled.  
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Figures 6-3: Seasonal average ET vs time, modelled and measured. Soil evaporation 

methods: ER (left panel), RH (right panel) 

 

At first glance, ER better predicts the ET of the site. Despite its value of difference in ET is far from zero, 

the modelled results are close to the measurements, especially in winter and autumn. On the contrary, 

RH fails in reproducing the ET in all seasons. Spring and summer see extremely low values; in winter the 

net balance shows condensation phenomena to be predominant, as highlighted in section 4.4 to be one 

of the biggest issues of the RH method. Given this fact, further sensitivity analysis on ET with the RH 

method will not be reported from here on. 

The reason behind the GT differences lies in the ET gap between the two evaporation methods. More 

water evaporating from the soil, thus a greater latent heat flux ql directed upwards, involves a heat loss 

for the soil in all seasons. 

Regarding runoff, the average value throughout the time series is analyzed to make comparative 

evaluations. The absence of a lysimeter in the station of Payerne, as well as in the others, does not allow 

to compare the modelled results to measurements. The application of the model Alpine3D to validate 

the runoff calculated by SNOWPACK will be presented in section 7.4. As for now, what is done is a mere 

evaluation of the sensitivity of a series of parameters on the runoff output. 

The average runoff is equal to 0.149 kg/m2∙3h (ER) and to 0.249 kg/m2∙3h (RH): the gap between the 

two values has its origins in the low ET obtained with RH, thus allowing more water to contribute to the 

runoff. 
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RG 

The second parameter that is found to have a considerable impact on GT and ET is rg, because of its 

unique role in representing the soil type. Growing different values are tested: 0.5; 0.75; 1; 1.75; 2.5; 4.5; 

10; 40; 50; 55; 60; 100. The first simulations shown below are run with the ER method. To analyze the 

consequences of a change in rg on GT, two extreme cases are taken. The first is rg = 0.5 which, with a 

θfc of 0.47, represents a typical clay soil. The second one is rg = 40, which simulates a gravel soil with a 

θfc of 0.05. The effect of rg is not the same on all seasons. Referring to an 80 cm depth, its increase 

brings lower GT in winter (-0.6 °C), but higher GT in spring (+0.4 °C) and summer (+1 °C), while it does 

not have any effect in autumn. The influence of rg is increasingly observable with depth. Figures 6-4 

report the average GT with the two different rg values. 

 

Figures 6-4: Seasonal and yearly average GT vs depth, modelled and measured. rg: 

0.5 mm, clay (left panel), 40 mm, gravel (right panel) 

 

The second set of simulations is run with the RH method. The first rg value is here taken equal to 0.75 

because rg = 0.5 produces runoff and ET that are not consistent with the results coming from higher rg 

values. rg = 0.75, with a θfc of 0.39, represents a typical sandy clay soil. The second value, rg = 40, 

simulates a gravel soil with a θfc of 0.05. rg‘s effect varies according to the season, as visible in Figures 

6-5. Referring to an 80 cm depth, its increase brings lower GT in autumn (-0.5 °C) and winter (-0.7 °C), 

but higher GT in spring (+0.4 °C) and summer (+0.6 °C). In the same way as with ER, the influence of rg 

is increasingly observable with depth. 
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Figures 6-5: Seasonal and yearly average GT vs depth, modelled and measured. rg: 

0.75 mm, sandy clay (left panel), 40 mm, gravel (right panel) 

 

The grain size acts in two ways on the GT. The first one has to do with the soil heat resistance, the second 

one with the ET. The first way, which is more influential, can be explained in these terms: high values, 

simulating loose soils, cause the soil to heat up more easily in the warmer months and to cool down 

more in the colder ones. Finer soils, as expected, apply a greater heat resistance to the temperature 

variation of the air and ground surface. Secondly, increases in rg cause a general decrease in the 

modelled ET throughout the year (especially with the ER method). As already explained, a lower ET 

leads to higher temperatures. In summer these two effects sum up; in winter they play against each 

other, but the change in gradient proves to be predominant, causing a GT decrease. Overall, ER and RH 

simulations react similarly to rg variations. 

Figures 6-6 show the response of the average runoff and the difference in ET to rg variations. Two 

comments must be done on low and high rg values. The very fine soil types described by values smaller 

than 2 mm encounter a problem in the water infiltration modelling realized by SNOWPACK. Being the 

soil overall depth equal to 25 m, the time needed for all the layers to fill with water is high. As a result, 

the runoff appears absent for months (or even years for rg = 0.5). This happens because the field 

capacity is high, and water is not released easily enough to the lower layers. Secondly, the sudden 

increase of runoff for rg values higher than 55 mm occurring with the RH method deserves further 

investigation, because clearly unrealistic. Finally, two clarifications on the curves: in the right-hand 
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graph, the difference in ET is plotted, meaning that low values correspond to high modelled ET and vice 

versa. Secondly, the unit of measure: runoff is displayed in kg/m2·3h, while ET in kg/m2·d. Hence, to 

compare the values, runoff must be multiplied by 8. If this is done, it can be noticed how the water mass 

balance is well respected. 

The right-hand figure shows that only with ER and low values of rg it is possible to minimize the 

difference in ET. Increasing rg produces worse simulations in terms of ET. 

   

Figures 6-6: Modelled runoff (left panel) and difference in ET (right panel) trends 

with the two soil evaporation methods ER and RH 

 

The following sensitivity tests are realized with the ER method, because of two arguments: first, the ET 

is much better simulated by ER, whereas RH makes the ET practically null if considered in average along 

the year. Secondly, although for the topsoil layers the RMSE value for GT prediction is smaller by 0.1 – 

0.3 with RH, the RMSE value at 80 cm is considerably lower for ER (0.82) compared to the one for RH 

(1.28). The more accurate results at such depth (as well as at 30 cm), thus for a bigger portion of soil, 

are considered in the choice of the evaporation method to be adopted. 
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SPECIFIC HEAT CAPACITY 

The following values for specific heat capacity cm (J/kg∙K) are tested: 500; 1000; 1400 (initial); 1800; 

2300. The minimum (500) and maximum (2300) values are visually and analytically compared (Figures 

6-7), in order to highlight the GT sensitivity to cm changes. 

Associated to a cm increase, two main effects can be spotted: one is the variation in surface GT, more 

evident in winter (+0.4 °C) and autumn (+0.6 °C). The second one, more significant, is the change in GT 

gradient. This can be quantified through the changes in GT at 80 cm depth: an appreciable increase for 

winter (+1.8 °C) and autumn (+1.3 °C) and a decrease for summer (-1 °C).  

 

Figures 6-7: Seasonal and yearly average GT vs depth, modelled and measured. cm: 

500 J/kg∙K (left panel), 2300 J/kg∙K (right panel) 

 

Analyzing the modelled GT next to the measurements, neither of the two reported values for cm is 

realistic. The former is too low: in fact, the soil is not able to store enough heat, causing the deep soil 

layers to warm up excessively in summer. On the other hand, the latter value (2300) produces the 

opposite behavior. Too much geothermal heat is stored by the soil layers in winter and autumn, causing 

them to reach too high temperatures. 

An intermediate value between these two extremes is the most appropriate to reproduce correctly the 

shape of the GT-depth curves. A visual comparison suggests that any value between 1000 and 1800 is 

acceptable. It can be said that cm affects in a relevant way neither the runoff nor the ET. 
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The values in the cited range are compared to the ones proposed by Andujar Marquez et al. (2016) for 

heat capacity C in fine-grained soils: the authors assign the values 1.6 MJ/m3∙K to dry clay/silt and 3.4 

MJ/m3 ∙K to water-saturated clay/silt. If transformed into specific heat capacity c (J/kg∙K) and then to 

dry compacted soil heat capacity cm (J/kg∙K), the values are consistent with each other. 

 

THERMAL CONDUCTIVITY 

The following values for thermal conductivity λm (W/m⋅K) are tested: 0.5; 1; 1.4 (initial); 1.8; 2.3. The 

minimum (0.5) and maximum (2.3) values are compared (Figures 6-8), in order to highlight the GT 

sensitivity to λm changes. 

Analogously to cm, λm affects the surface GT and above all the GT gradient. Increasing λm brings about 

higher surface GT for all seasons, especially spring, summer (+0.7 °C) and autumn (+0.5 °C). As for the 

GT gradient, the GT at 80 cm depth varies as follows: it diminishes in winter (-2.0 °C) and autumn (-

0.7 °C) and it grows in spring (+1.3 °C) and summer (+2.6 °C). 

 

Figures 6-8: Seasonal and yearly average GT vs depth, modelled and measured. λm: 

0.5 W/m∙K (left panel), 2.3 W/m∙K (right panel) 

 

The action of the λm can be observed from the graphs. A conductivity as low as 0.5 is clearly unable to 

transmit into depth the influence of the air temperature. The result, in depth, is very low summer GT 

and very high winter ones. On the other hand, a value like 2.3 is responsible for elevated heat 

transmission, leading summer GT to very high values. A value between 1.4 and 1.8 could reproduce 
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correctly the shape of the GT-depth curves. Like for cm, λm ‘s effect on runoff and ET is negligible, if 

compared to the influence of rg on these two quantities. As explained in section 4.5.4.1, the λm values 

here obtained are hardly comparable to the ones found in literature. This is due on one hand to the fact 

that literature values refer to the bulk thermal conductivity, whereas SNOWPACK requires as input the 

thermal conductivity of the dry compacted soil. On the other hand, even if bulk values were to be 

compared, this model would still need much greater values to produce a good fitting with the observed 

data. 

 

SOLID FRACTION 

Porosity is here studied, by changing the value initially assigned to the solid fraction. Three values are 

tested: 0.40; 0.55 (initial); 0.70. The lowest and highest are represented below, in Figures 6-9. 

 

Figures 6-9: Seasonal and yearly average GT vs depth, modelled and measured. 

Solid fraction: 0.40 (left panel), 0.70 (right panel) 

 

From the figures, the solid fraction does not affect GT as much as the previous parameters do. Increasing 

the solid fraction to 0.70, the GT gradients grow, especially in summer and winter. This can be due to 

the smaller quantity of water that, infiltrating, can contribute to the heat transfer. 

The GT gradients are better simulated by a solid fraction close to 0.55 (porosity = 0.45), which is the one 

associated with loam in literature. ET and runoff do not undergo any variation. 
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DENSITY 

Density ρm (kg/dm3) of the dry compacted soil is analyzed, by testing the values: 2000; 2600 (initial); 

3200. Results from the lowest and highest are represented below, in Figures 6-10. 

 

Figures 6-10: Seasonal and yearly average GT vs depth, modelled and measured. 

Dry compacted density: 2000 kg/dm3 (left panel), 3200 kg/dm3 (right panel) 

 

Higher density causes a bigger GT gradient, which can be due to the increase in specific heat capacity. 

The slope of the GT curve is better simulated by 2600, which is also a more physical value for the soil 

under study, based on the bulk density values listed by Joint Technical Committee (2016), who assign a 

bulk density of 1430 kg/dm3 to loamy soils. The ET and runoff do not prove affected by density changes. 

 

ROUGHNESS LENGTH 

The soil roughness length z0 (m) is evaluated, through the following values: 0.005; 0.02 (initial); 0.05. 

Average GT relative to the lowest and highest values are displayed in Figures 6-11. 
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Figures 6-11: Seasonal and yearly average GT vs depth, modelled and measured. 

Roughness length: 0.005 m (left panel), 0.05 m (right panel) 

 

As z0 increases from 0.005 to 0.05, temperatures get lower by 1 °C in autumn and spring and by 2 °C in 

summer. Higher turbulent fluxes associated with a z0 increase, lead to heat dissipation and lower 

temperatures in the warm months of the year. 

The original value of 0.02 m represents a good compromise to well represent all the seasons and 

provides the best RMSE. It must be reminded that these simulations do not include any canopy, so the 

value 0.02 m, associated in literature to “flat terrain with grass or very low vegetation” (see Table 4-2), 

is chosen also to mimic the presence of a low grass cover. 

The main goal of the z0 tests is to verify the applicability of different roughness lengths to simulate the 

presence of canopy and its effect on ET. The modelled ET is affected only little by z0: in fact, modelled 

ET decreases by 0.05 kg/m2∙d when passing from 0.005 m to 0.05 m.  Although apparently small, this 

variation in ET is of the same order of magnitude as the one obtained after the introduction of canopy 

in section 6.4. This is a satisfying result, which allows to possibly neglect the implementation of a canopy 

module when the vegetation is sufficiently low. Further investigations can be realized on the role of 

roughness length as a mathematical tool to account for low canopy presence. 

 

SOIL ALBEDO 
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To select the correct value for soil albedo, the first approach is to evaluate the Outgoing Short Wave 

Radiation (OSWR). The modelled values are compared to the field dataset and their difference is 

computed. When the average difference reaches the value of zero, a realistic soil albedo is being used. 

By following this method, the value 0.21 is identified. However, as visible in Figure 6-12, the gap 

between measured and observed OSWR can easily reach the order of 100 W/m2, while the OSWR 

absolute values range between 50 and 200 W/m2. These high variations imply a low certainty on the 

measures and on the correctness of the simulation. For this reason, more importance is assigned to the 

typical albedo values displayed in Table 3-2 and the soil albedo is set to 0.17. This new value produces 

an average difference between measured and modelled OSWR of only 5.8 W/m2, a small amount if 

compared to the high mentioned variations. 

 

Figure 6-12: Difference between measured and modelled OSWR and its average. Soil 
albedo: 0.21 

 

In conclusion, 0.21 simulates slightly better GT in summer, but overall the RMSE is the same as with 

0.17. Runoff and ET modelled values are affected very little by the soil albedo compared to the effect of 

the first factors analyzed in this section. 

 

6.2 Richards equation 

Richards equation is the infiltration model utilized for the simulations present in this section. A 

sensitivity analysis is carried out, structured in the same way as in section 6.1, with the addition of an 
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evaluation of the liquid water content reproduction. When the results are similar or equivalent to the 

ones obtained with the Bucket model, reference will be made to them, without reporting further figures 

or numbers. The initial parametrization, reference for all tests in this section, is the following one: Soil 

type: loam ; Specific heat capacity cm: 1400 J/kg·K ; Thermal conductivity λm: 1.4 W/m⋅K ; Solid fraction: 

0.55 ; Density ρm: 2600 kg/dm3 ; Roughness length z0: 0.02 m ; Soil albedo: 0.17 ; Soil emissivity: 0.98 . 

 

SOIL EVAPORATION METHOD 

As a first step, the two soil evaporation approaches described in section 4.4 are compared: 

 Evaporation Resistance (ER) 

 Relative Humidity (RH) 

Figures 6-13 show moderate GT changes, even though when looking at the RMSE at 80 cm, the better 

modelling is produced with ER, which has an RMSE = 1.72 against the RMSE = 1.97 of RH. In fact, GT is 

slightly higher with ER than with RH. 

 

Figures 6-13: Seasonal and yearly average GT vs depth, modelled and measured. Soil evaporation 

methods: ER (left panel), RH (right panel) 

 

In this section, canopy is not present within SNOWPACK simulations. Nonetheless, the modelled ET 

brought by the soil only is higher than the measurements in all seasons except for summer, both with 

ER and RH (Figures 6-14). RH overestimates ET more than what ER does, while in summer they 
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reproduce almost the same values. The average difference between the measured and the simulated 

ET over the historical series is -0.043 kg/m2∙d with ER and -0.181 kg/m2∙d with RH. 

This behavior is completely different than what is observed with the Bucket model. In fact, the rapid 

infiltration and consequent drying out seen for RH in section 6.1 does not occur at all with the Richards 

equation, which is able to maintain the top layers humid enough to simulate ET with the correct order 

of magnitude. 

 

Figures 6-14: Seasonal average ET vs time, modelled and measured. Soil evaporation methods: ER 

(left panel), RH (right panel) 

 

Once more, ET and GT are related. With the ER method, ET is overestimated less than with RH; 

consequently, the temperatures appear slightly higher and closer to the measurements. 

As far as the runoff goes, its average value is lightly higher with ER (0.076 kg/m2∙3h) than with RH (0.061 

kg/m2∙3h). The difference in the two quantities is exactly equal to the difference existing in ET, which is 

coherent from a water mass balance point of view. 

Assessing soil moisture, its reproduction with ER and RH is practically the same, with RMSE differing by 

a maximum of 0.006 at 50 cm. In Figures 6-15 below, some plots relative to the ER method are reported. 

The first three figures show the LWC trend at different depths over the historic series, comparing 

measured and modelled data. The fourth figure proposes the average values separated by season. As 

can be seen from the plots, there are two sensors measuring soil moisture in the station of Payerne. 
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The two data sets are not completely consistent with one another, leading to remarkable uncertainty 

on these measures. 

 

Figures 6-15: Soil moisture vs time, modelled and measured. Depth: 30 cm (top left 

panel), 50 cm (top right panel), 80 cm (bottom left panel). Seasonal and yearly 

average soil moisture vs depth, modelled and measured (bottom right panel) 

 

At 30 cm, the modelled LWC is less stretched than the measurements. At 50 cm and 80 cm, the general 

trend sees the modelled LWC higher both in summer and winter months. In the bottom-right figure, the 

input LWC is the one represented in yellow in the other plots. 

The main tool to evaluate LWC modelling is the RMSE. Its values, for ER, are: 0.06 (30 cm), 0.05 (50 cm), 

0.02 (80 cm). They are the proof of a good match between modelled and measured data. 
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SOIL TYPE 

Out of the 14 soil classes available in the SNOWPACK code, 5 are tested here, chosen based on their 

differing field capacity. They are reported in Table 6-1, together with the values of θfc and θs found in 

the Rosetta soil classification. 

Table 6-1: The tested soil types, reported with their characteristics and results 

 

The effect on GT is modest: the comparison between the finest and the loosest of the 5 soil types only 

shows a small difference in summer. With silty clay, the RMSE at 80 cm is equal to 1.70, while for sand 

it is equal to 1.83. This gap is quite small, considering the remarkable difference in grain size and field 

capacity between the two soil types. Since from the average GT plots almost no difference can be 

spotted, such plots are not reported here. 

It has been said how the soil type loam overestimates the ET. Silty clay, having a higher θfc, has an even 

more pronounced effect. Sandy loam, with a very close θfc, behaves like loam. On the other hand, sand 

produces an ET modelling extremely low for summer and spring seasons, due to the low value of field 

capacity. In turn, the runoff consequently appears much increased. 

A further demonstration of the consequences of the soil type choice with its relative field capacity 

comes from the analysis of the liquid water content. Simulating the soil as silty clay, the modelled LWC 

overestimates the measurements by a considerable quantity, as shown in Figures 6-16. The RMSE is 

equal to 0.10 for depths from 30 to 80 cm. The opposite scenario is a sandy soil, for which the LWC is 

greatly underestimated, as revealed by both Figures 6-17. Here, the RMSE is as high as 0.20. 

Soil type Silty clay Loam Sandy loam Loamy sand Sand 

θfc 0.452 0.262 0.205 0.171 0.132 

θs 0.481 0.399 0.387 0.390 0.375 

Runoff (kg/m2∙3h) 0.077 0.076 0.106 0.137 0.218 

Difference in ET (kg/m2∙d) -0.069 -0.043 0.011 0.214 0.813 
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Figures 6-16: Silty clay. Soil moisture vs time, modelled and measured, depth: 80 cm 

(left panel). Seasonal and yearly average soil moisture vs depth, modelled and 

measured (right panel) 

 

 

Figures 6-17: Sand. Soil moisture vs time, modelled and measured, depth: 80 cm (left 

panel). Seasonal and yearly average soil moisture vs depth, modelled and measured 

(right panel) 

 

Interesting observations can be made with respect to the soil moisture sensitivity to most parameters’ 

variations. Changes in the evaporation method or, as it will be exposed in section 6.4, in the canopy 

parameters’ values, which in turn affect significantly the ET, do not bring relevant modifications to the 

LWC. Average variations are always in the order of thousandths, on an LWC scale from 0 to 1, sometimes 
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reaching 0.01. On the contrary, the oscillations observed in both measured and modelled LWC data 

reach values such as 0.1 - 0.2. The soil type selection is found to be the only variable capable of bringing 

a bigger change onto LWC, in the order of hundredths. Higher LWC variations are observed in the 

superficial layers rather than in deep ones, due to the more direct influence that water losses by 

evaporation can have on the water content in this zone. From a water dynamics point of view, this 

limited effect on LWC can be explained with runoff: in a simulated soil where the ET is lower than in 

another one, the net water surplus does not accumulate in the soil pores; instead, it moves down the 

soil column and accelerates the rate at which runoff is produced. 

 

SPECIFIC HEAT CAPACITY 

The same values tested with Bucket are tried here, leading to the same conclusions. An intermediate 

value between 1000 J/kg∙K and 1400 J/kg∙K is acceptable, because suitable to reproduce correctly the 

shape of the measurements curve. The latter is chosen because of its good RMSE (0.15 - 0.3 better than 

with 1000). It can be said that cm affects in a relevant way neither the runoff nor the ET, while it does 

not affect at all the LWC. 

 

THERMAL CONDUCTIVITY 

The same values compared in the Bucket section are tested here, driving to equivalent conclusions. Both 

1.4 W/m⋅K and 1.8 W/m⋅K provide a good shape, from a visual and statistical comparison. As for cm, the 

effect of λm on runoff and ET is negligible, if compared to the influence of rg on these two quantities. 

With respect to LWC, conductivity changes create no influence. 

 

SOLID FRACTION 

Changes in solid fraction, therefore in porosity, have absolutely no influence on any output parameter. 

In fact, as reported in Table 4-1, once a soil type is selected, all the van Genuchten values for the water 

retention curve are automatically imposed by SNOWPACK. Among these, there is θs (saturated water 

content). The soil fraction is computed solely in function of this value. 
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DENSITY 

The same values tested with the Bucket model are compared here, and the same considerations can be 

developed. 2600 kg/dm3 is chosen as value for the dry compacted soil density, because of its capacity 

to well simulate the slope of the GT curve and its physical basis. ET, runoff and LWC do not prove affected 

by density changes. 

 

ROUGHNESS LENGTH 

Four roughness length z0 (m) values are tested: 0.002; 0.005; 0.02 (initial); 0.05. Referring to Table 4-2 

by Davenport, the best results as far as GT simulation are here obtained with values from the category 

“smooth”, precisely 0.002 and 0.005 m: these refer to a featureless land or ice. On the other hand, the 

set of measurements comes from a real scenario characterized by a grass coverage (category “open”: 

values like 0.02 and 0.05 m). It is clearly erroneous to rely on unrealistic and low z0 values for a good GT 

fitting.  

As already noticed in the Bucket model simulations, low values (0.002 in this case) lead to a big increase 

in GT in the period that goes from April to September, with a peak increase of 1 °C in the summer months 

(with respect to the simulations run with z0 = 0.02 m). No variations are observed in LWC. 

 

SOIL ALBEDO 

The average difference between modelled and observed OSWR is almost the same as with Bucket. 

Following the same reasoning, the value of 0.17 is confirmed, as in the Bucket simulations. Setting 0.21 

produces slightly lower GT, making the overall RMSE worse by up to 0.2. Runoff, ET and LWC are not 

affected by albedo changes. 

 

6.3 Discussion 

With both infiltration models, the best modelling is achieved with the Evaporation Resistance method, 

able to reproduce in a realistic way GT and ET. When possible, parameters’ values are chosen based on 

literature studies; in the remaining cases, they are identified through a visual analysis of the results 
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produced by the model together with the measurements. Regarding the thermal parameters, one must 

rely on the range of values proposed in the analysis, since it is hard to select the best absolute values of 

λm and cm. In fact, the efficiency in simulating GT varies greatly according to the season. Besides, being 

the surface GT very dependent on the soil evaporation method, the selection of one or the other 

method can lead to a different choice of best values of λm and cm. 

The final soil parametrization obtained after the sensitivity analysis is summarized in Table 6-2. It is valid 

for both infiltration models and relative to the Evaporation Resistance method. 

Table 6-2: Final soil parametrization 

rg (mm) cm (J/kg·K) λm (W/m⋅K) porosity density (kg/dm3) z0 (m) albedo 

2.5 1400 1.4 0.45 2600 0.02 0.17 

 

The choice of the water infiltration model greatly impacts SNOWPACK’s output for all the four studied 

quantities. GT, for instance, is simulated remarkably better with the use of the Bucket model, with which 

the difference between observed and modelled data is reduced. This is particularly true in the warmer 

months (summer in primis, spring and partially autumn) and to a less extent in winter and autumn. On 

the other hand, Richards tends to underestimate GT by no less than 1-2 °C in all seasons, as displayed 

in Figures 6-18.  

 

Figures 6-18: Seasonal and yearly average GT vs depth, modelled and measured. 

Final soil parametrization with: Bucket, ER (left panel), Richards, ER (right panel) 
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Having to respect the soil water mass balance, ET and runoff are mathematically complementary. It is 

found that they both depend largely on the infiltration model. Richards equation is the most physically 

based tool to describe soil water dynamics, hence a more accurate ET is simulated with it. The simple 

Bucket model highly underestimates the real ET, reaching only about 68% of it. In Figures 6-19 the 

average ET produced by the two models in each season is represented. 

 

Figures 6-19: Seasonal average ET vs time, modelled and measured. Final soil 

parametrization with: Bucket, ER (left panel), Richards, ER (right panel) 

 

The entire time series of modelled and measured GT is presented, for each depth, from Figures 6-20 to 

Figure 6-22. The plots refer to the configuration with the Bucket model and the ER method, proven to 

be the best setting for GT reproduction. The soil parametrization is the one exposed in Table 6-2. From 

these graphs, the satisfying fitting obtained in spring and summer and the underestimation of GT 

occurring in autumn and winter can be observed. Annual and monthly variations are overall well 

captured. The anomalous GT increase measured at 50 cm depth in the last three years is associated to 

the gradient change seen in the average measured GT of Figures 6-18. 
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Figures 6-20: Modelled and measured GT vs time. Depth: 5 cm (left panel), 10 cm 
(right panel) 

 

 

Figures 6-21: Modelled and measured GT vs time. Depth: 30 cm (left panel), 50 cm 
(right panel) 
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Figure 6-22: Modelled and measured GT vs time. Depth: 80 cm 

 

6.4 Canopy module 

So far, all simulations described have been run without the canopy module. This section aims at 

assessing the sensitivity of GT, ET and LWC to variations in the parameters describing the vegetation. In 

order to synthesize this analysis, the results coming from simulations run with different configurations 

(infiltration model, soil evaporation method) are put together. The goal is to understand, in general, 

which canopy parameters affect the most the model output and to quantify this influence. 

 

6.4.1 Canopy module implementation 

The analysis begins with the comparison between a no canopy scenario and one where canopy is 

included. The one-layer canopy module is implemented due to the nature of the vegetation, which 

corresponds to low grass in all sites. The two-layer canopy module is not suitable here, because 

developed for forest systems. The results are in some cases divided by configuration and by season 

because for many quantities the sensitivity depends a lot on the season the focus lies upon. The values 

reported in Table 6-3 refer to GT changes at 80 cm depth. Such quantity is considered representative 

because the GT-depth curves shift in their entirety, while GT gradients remain constant. 

As canopy is here introduced, its parameters are set to values that are supposed to simulate grass. These 

are: canopy height = 0.5 m; canopy leaf area index (LAI) = 1.5; canopy direct throughfall (DT) = 0.6; 

canopy albedo = 0.25; root depth = 0.2 m. 
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Table 6-3: Effect of canopy implementation on GT at 80 cm depth 

Effect of canopy 

introduction on GT 
Winter Spring Summer Autumn 

Bucket, ER -0.4 °C -1.2 °C -1.2 °C -1.0 °C 

Bucket, RH -0.1 °C -0.7 °C -0.4 °C -0.3 °C 

Richards, ER -0.4 °C -1.0 °C -1.3 °C -1.0 °C 

Richards, RH -0.4 °C -1.0 °C -1.1 °C -1.0 °C 

 

In all scenarios, a GT decrease occurs for all seasons. Results from the first, third and fourth 

configuration are consistent with one another, pointing spring, summer and autumn as the most 

affected seasons. Only Bucket RH temperatures have a significantly lower dependence on the presence 

of canopy. This overall reduction of GT makes the prediction worse for the Bucket, ER configuration 

(RMSE at 80 cm = 1.33) and much worse for the Richards ones, which were already marked by low GT 

modelling. On the contrary, such decrease benefits Bucket, RH, which has however been identified as 

an unrealistic configuration. 

Regarding ET, canopy’s effect is not the same for ER and RH: statistics are reported in Table 6-4. With 

the Bucket model, modelled ET sees an increase in spring and mostly summer, bringing closer modelled 

and measured data. However, with the Richards equation, introducing canopy lowers the ET, especially 

in spring, summer and autumn. This makes the fitting better for spring and autumn but worse for 

summer, making the last column’s values difficult to interpret. 

Table 6-4: Effect of canopy implementation on average difference in ET 

Difference in ET 

(kg/m2⋅d) 
No canopy With canopy Change in difference in ET 

Bucket, ER 0.44 0.39 -0.05 

Bucket, RH 1.24 1.09 -0.15 

Richards, ER -0.04 0.06 +0.10 
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Richards, RH -0.18 -0.06 +0.12 

 

Figures 6-23 show the drastic reduction in modelled ET when canopy is added. The plot refers to the 

Richards, ER configuration. 

 

Figures 6-23: Seasonal average ET vs time, modelled and measured. Richards, ER. 

Canopy OFF (left panel), ON (right panel) 

 

LWC is not affected by the implementation of canopy. Anticipating the results of further simulations, it 

can be said that none, among the studied parameters, has a significant influence on the modelled LWC 

at depths equal to and below 30 cm. The observed variations in LWC are of the order of thousandths on 

a scale where 1 represents saturation. Compared to other significant results, this one can be considered 

negligible for the current study. 

Here the sensitivity analysis on the canopy parameters begins, and two remarks must be made. The first 

one regards some issues encountered while testing different sets of parameters. GT anomalies were 

obtained in various simulations: GT would suddenly be modelled with extremely high and unrealistic 

values, exceeding measurements by up to 10 °C. The latent heat ql and the sensible heat qs leaving the 

soil in summertime would decrease from peaks of 300 W/m2 to peaks of 100 W/m2 and 20 W/m2 

respectively. This behavior was found with all the four configurations, both with one and two-layer 

canopy. It was not possible to associate it to a specific set of values. However, it was noted that low 

canopy heights (< 0.5 m) and high values of Direct Throughfall (> 0.7) were often the cause of such 
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anomalies. For this reason, canopy height simulations were limited to values above the initial one of 0.5 

m. The reason behind this issue was found to be related to the variables describing the atmospheric 

stability, which go under the name of psi_m and psi_s in the SNOWPACK code. Further investigation is 

necessary if the canopy module wants to be implemented in the modelling of grassland. 

All the next comparisons will exclude the configuration Richards, RH because of its high similarity in 

results to Richards, ER. Besides, the results on ET with Bucket, RH will be neglected because of their 

very low and unrealistic values. 

 

6.4.2 Canopy height 

The first of the parameters to be checked is the canopy height. This varies from the original value of 0.5 

m to 0.9 m. These are values that correspond to the ones normally associated with grass; if bushes or 

trees were to be modelled, higher values of canopy height would be needed. Besides, the use of the 

two-layer canopy model would be suggested. Table 6-5 shows that increasing height produces lower GT 

and that such effect is more visible in the warm months of the year. Again, the GT gradients remain 

quite constant. 

Table 6-5: Effect of canopy height change (from 0.5 m to 0.9 m) on GT at 80 cm 

depth 

Effect of increasing canopy height on GT Winter Spring Summer Autumn 

Bucket, ER -0.1 °C -0.4 °C -0.4 °C -0.3 °C 

Bucket, RH -0.1 °C -0.5 °C -0.5 °C -0.4 °C 

Richards, ER -0.1 °C -0.3 °C -0.3 °C -0.2 °C 

 

This time, ET changes are consistent between the different configurations: a decrease in ET is observed, 

more evident with Richards than with Bucket (Table 6-6) and more pronounced in the warm months of 

the year. Figures 6-24 show this behavior relative to the configuration Richards, ER.  
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Table 6-6: Effect of canopy height change (from 0.5 m to 0.9 m) on average 

difference in ET 

Difference in ET 

(kg/m2⋅d) 
Height = 0.5 m Height = 0.9 m Change in difference in ET 

Bucket, ER 0.39 0.44 +0.05 

Richards, ER 0.06 0.15 +0.09 

 

 

Figures 6-24: Seasonal average ET vs time, modelled and measured. Richards, ER. 

Canopy height: 0.50 m (left panel), 0.90 m (right panel) 

 

SNOWPACK computes the evapotranspiration as three components: Canopy Evaporation, Canopy 

Transpiration, Soil Evaporation. These are averaged throughout the whole timeseries and transferred to 

tables presented for each canopy parameter. 

With the described canopy height change, the overall ET passes from 1.33 kg/m2∙d to 1.25 kg/m2∙d 

(Richards, ER). The quantity showing a reduction is the Soil Evaporation, as displayed in Table 6-7. This 

can be due to a greater shading created by higher vegetation; a similar behavior has been noticed 

assessing roughness length increases in sections 6.1 and 6.2. 
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Table 6-7: Partitioning of ET before and after canopy height change (from 0.5 to 0.9 

m) 

Richards, ER: partitioning 

of ET (kg/m2∙d) 
Canopy Evaporation Canopy Transpiration Soil Evaporation 

Canopy height 0.5 m 0.11 0.21 1.01 

Canopy height 0.9 m 0.11 0.22 0.92 

 

6.4.3 Canopy Leaf Area Index 

Following, the influence of the Leaf Area Index is assessed. The tested values go from 1 to 4, a range 

that is coherent with the tested canopy heights (Byrne et al., 2007). As indicated in Table 6-8, the LAI 

effect on GT is more marked in summer, and secondly in spring and autumn. Here as well, variations in 

LAI cause a shift of the GT-depth curves and not a change in gradient. 

Table 6-8: Effect of canopy LAI change (from 1 to 4) on GT at 80 cm depth 

Effect of increasing LAI on GT Winter Spring Summer Autumn 

Bucket, ER -0.1 °C -0.5 °C -0.8 °C -0.5 °C 

Bucket, RH -0.1 °C -0.5 °C -0.8 °C -0.5 °C 

Richards, ER -0.1 °C -0.3 °C -0.5 °C -0.3 °C 

 

Going from a low LAI of 1 to a high value like 4, ET increases substantially for both configurations (Table 

6-9). The behavior is more visible in summer, then in spring and finally in autumn, as illustrated in 

Figures 6-25 (Richards, ER). The rise in ET is directly related to the decrease in temperatures, especially 

in those seasons where ET is higher, such as summer. These results confirm the theory under which a 

greater loss of latent heat under the form of evapotranspiration provokes significant lowering in GT at 

all depths. 
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Table 6-9: Effect of canopy LAI change (from 1 to 4) on average difference in ET 

Difference in ET 

(kg/m2⋅d) 
LAI 1 LAI 4 Change in difference in ET 

Bucket, ER 0.44 0.17 -0.27 

Richards, ER 0.06 -0.06 -0.12 

 

 

Figures 6-25: Seasonal average ET vs time, modelled and measured. Richards, ER. 

Canopy LAI: 1 (left panel), 4 (right panel) 

 

The overall ET goes from 1.33 kg/m2∙d to 1.46 kg/m2∙d (Richards, ER). As expected from a leaf area 

increase, evaporation and most of all transpiration by canopy increase substantially. Differently, 

evaporation from the soil decreases, as illustrated in Table 6-10. This might be due to a lack of soil 

moisture in the most superficial layers, following the absorption of more water by the vegetation. 

Table 6-10: Partitioning of ET before and after canopy LAI change (from 1 to 4) 

Richards, ER: Partitioning 

of ET (kg/m2∙d) 
Canopy Evaporation Canopy Transpiration Soil Evaporation 

LAI 1 0.08 0.13 1.12 

LAI 4 0.17 0.51 0.78 
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6.4.4 Canopy Direct Throughfall 

Next, the effect of Direct Throughfall (DT) is evaluated. The range of tested values goes from 0.45 to 

0.90, a relatively wide one, considering that DT should be limited to values above 0.6 - 0.7 if only grass 

cover were considered (Corbett et Crouse, 1968). These authors also suggest that a realistic value for 

grass is DT = 0.85. However, this one could not be implemented systematically because of GT anomalies 

that were generated with high values of DT. 

As displayed in Table 6-11, increasing the DT produces a significant increase of GT, more evident with 

Bucket and in the warmest months, with a peak in summer. Once more, the GT at every depth are 

shifted, without gradient variations. 

Table 6-11: Effect of canopy DT change (from 0.45 to 0.90) on GT at 80 cm depth 

Effect of increasing DT on GT Winter Spring Summer Autumn 

Bucket, ER +0.6 °C +1.8 °C +2.5 °C +1.7 °C 

Bucket, RH +0.6 °C +1.9 °C +2.8 °C +1.9 °C 

Richards, ER +0.6 °C +1.4 °C +2.0 °C +1.5 °C 

 

Assessing ET, it is possible to assist to an increase in spring, followed by a slight one in summer and 

autumn. The plots showing such variations are found in Figures 6-26 (Richards, ER). With Bucket, this 

effect is negligible, as indicated by the constant difference in ET (Table 6-12). 

Table 6-12: Effect of canopy DT change (from 0.45 to 0.90) on average difference in 

ET 

Difference in ET 

(kg/m2⋅d) 
DT 0.45 DT 0.90 Change in difference in ET 

Bucket, ER 0.38 0.39 +0.01 

Richards, ER 0.08 0.00 -0.08 
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Figures 6-26: Seasonal average ET vs time, modelled and measured. Richards, ER. Canopy DT: 0.45 

(left panel), 0.90 (right panel) 

 

When DT is increased, the overall ET grows from 1.31 kg/m2∙d to 1.40 kg/m2∙d (Richards, ER). Within 

such growth, there is a remarkable decrease of evaporation and transpiration from canopy, probably 

associated with its reduced capability of retaining water. On the contrary, soil evaporation undergoes 

an increase, as shown in Table 6-13. 

Table 6-13: Partitioning of ET before and after canopy DT change (from 1 to 4) 

Richards, ER: Partitioning 

of ET (kg/m2∙d) 
Canopy Evaporation Canopy Transpiration Soil Evaporation 

DT 0.45 0.12 0.28 0.91 

DT 0.90 0.05 0.05 1.30 

 

6.4.5 Canopy root depth 

Then, the influence of the root depth is studied. This variable is decisive from the perspective of the soil 

moisture uptake by the plant roots. The tested root depth values go from 0.05 m to 0.90 m. As expected, 

an ET increase is observed for both configurations (see Table 6-14 and Figures 6-27). It is more evident 

with the Bucket model than with the Richards one. With Richards, moisture is continuously re-

distributed through the soil, but not in Bucket. Thus, in Richards, if moisture is sucked from the surface, 
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it will be replenished. If canopy transpiration acts via roots, sucking moisture from deeper layers, this 

will make little difference in Richards, but a lot in Bucket. The ET increase is also more visible in summer 

than in other months of the year, due to the fact that in summer the topsoil layers tend to be dry. If the 

roots reach higher depths, they encounter much more moisture. In winter, on the other hand, the 

moisture distribution is more homogeneous with respect to depth. 

Table 6-14: Effect of root depth change (from 0.05 m to 0.90 m) on average 

difference in ET 

Difference in ET 

(kg/m2⋅d) 
Root depth 0.05 Root depth 0.90 Change in difference in ET 

Bucket, ER 1.16 1.07 -0.09 

Richards, ER 0.08 0.05 -0.03 

 

 

Figures 6-27: Seasonal average ET vs time, modelled and measured. Richards, ER. 

Root depth: 0.05 m (left panel), 0.90 m (right panel) 

 

An increment of the root depth only affects the canopy transpiration. This phenomenon, in fact, gains 

from a rise of the roots’ expansion. The values are reported in Table 6-15. 
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Table 6-15: Partitioning of ET before and after root depth change (from 0.05 m to 

0.90 m) 

Richards, ER: Partitioning 

of ET (kg/m2∙d) 
Canopy Evaporation Canopy Transpiration Soil Evaporation 

Root depth 0.05 m 0.11 0.18 1.03 

Root depth 0.9 m 0.11 0.22 1.02 

 

As far as GT goes, the observed variations are in the order of hundredths of degrees. 

 

6.4.6 Other canopy parameters 

Finally, some remarks are done with respect to a series of parameters that so far have not been 

addressed. The first is the Canopy Albedo: literature studies set this variable to around 0.25. The value 

0.15 is tested, provoking an ET increase of only 0.02 kg/m2∙d on average. Secondly, the Biomass Heat 

Capacity: two different values (2400 J/kg∙K, relative to needles, and 800, relative to grass) are compared 

and no significant dependence on this parameter is found. Last, the Trunk Fraction Height, which has 

no effect on these simulations because run with the one-layer canopy module. 

 

It is noted that the introduction of canopy, together with every parameter variation which contributes 

to its increased effect, causes a ground temperature reduction. This GT change is rather high when 

canopy is introduced, because of its low Direct Throughfall value (0.65). Likewise, a GT reduction 

reaching 2.5 °C is observed when DT is decreased from 0.90 to 0.45, which represents a very wide range 

of values, overcoming the ones suitable for grass. 

Introducing canopy can have a double effect on ET, whether the infiltration model is Bucket or Richards. 

In the first case, ET increases slightly and in the second one, it is reduced. In most occasions, a GT 

decrease comes with an increase in evapotranspiration: as previously said, greater losses of latent heat 

provoke a cooling of the soil, not only at superficial layers. This mechanism takes place with LAI and DT 

changes, with the first of the two causing the greatest ET increase among all parameters. No GT variation 
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accompanies the ET increase when a root depth change occurs. Increasing the canopy height 

surprisingly produces a reduction in ET, due to the smaller amount of soil evaporation. 

The current version of the canopy module is limited in the sense that the effect of canopy is constant 

throughout the year, i.e. the grass has always the same height, the same Leaf Area Index, and Direct 

Throughfall, parameters that would normally vary significantly with time. This is clearly a rough 

approximation, which leaves room for future improvement. 

Furthermore, the parameters’ values’ selection was affected by the anomalies encountered when 

testing, for instance, low canopy heights and high DT, a suitable parametrization to simulate low 

vegetation opposing little resistance to moisture capture by the soil. Further investigation is needed to 

fix the code, avoid the resulting overestimation of GT and be able to use the one-layer canopy module 

to model grassland in a realistic way.  
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7 RESULTS – VALIDATION 

The stations used in this study are located in low altitude areas, ranging from the 203 m of Magadino 

Cadenazzo to the 1042 m of Plaffeien, with the majority being around 500 m a.s.l. 

All can be identified with a mesic soil temperature regime, meaning that the mean annual soil 

temperature stands between 8 °C and 15 °C, and the difference between mean summer and mean 

winter temperatures is more than 5 °C. 

All, except for Laegern, are characterized by very low grassland vegetation and open fields, i.e. with no 

obstacles around them, apart from a fence shorter than 1 m at a few meters distance. Only Laegern is 

located in a forest, where solar radiation is obstructed by the high vegetation. Because of problems 

encountered with the SNOWPACK simulation on this site, it is excluded from the study. 

The purpose of this section is to validate the results obtained for Payerne in ten new soils having equal 

or very similar characteristics. Six of them are also described as loam: for them, the same sno file as 

Payerne is applied. For the remaining four, the same sno file is used, but with different grain size. This is 

done in Richards by setting the right soil type (silt loam or sandy loam), and in Bucket by adjusting rg in 

order to yield the same field capacity as with the soil class imposed in Richards (according to the 

formulas presented in section 4.3). 

The mentioned sno file has the following values: Specific heat capacity cm: 1400 J/kg·K ; Thermal 

conductivity λm: 1.4 W/m⋅K ; Solid fraction: 0.55 ; Density ρm: 2600 kg/dm3 ; Roughness length z0: 0.02 

m ; Soil albedo: 0.17 . 

Nevertheless, all the simulations greatly distinguish themselves from the others because of the 

implementation of local meteorological data to each SNOWPACK simulation. 

All simulations are run without canopy because of two reasons: one is the high variability in the results 

following canopy parameters’ changes; the other is the impossibility to simulate the real grass 

conditions, with a low canopy height and a high DT, due to the found ground temperature (GT) 

anomalies. Nevertheless, the used roughness length equal to 0.02 m, linked to “Flat terrain with grass 

or very low vegetation” (Table 4-2), partly mimics the presence of a low vegetation cover. 

Concerning the soil evaporation method, Evaporation Resistance is chosen. This preference is due to 

the fact that with the Bucket model and Relative Humidity, the evapotranspiration (ET) prediction is 
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erroneous, and with it also the GT values. As for Richards, RH slightly overestimates the observed ET, 

thus ER is kept, also to have a comparison between Bucket and Richards results under the same other 

conditions. 

 

7.1 Ground temperature 

SNOWPACK simulations are run with the Bucket and the Richards equation infiltration models in eleven 

sites, including Payerne. The results on GT are reported under the form of tables showing RMSE values 

for each depth (Table 7-1 and Table 7-2). The complete set of figures with seasonal average GT, 

measured and modelled, is found in Appendix D (from Figures 0-1 to Figures 0-12). 

Each station offers at least one dataset of field measurements to be compared to the SNOWPACK 

output. Many stations are equipped with more than one GT measuring system. However, the second 

and third sets of measurements frequently offer the same values as the first set, or they consist of two 

depths only, or even they have measurements at differing depths that are deeply inconsistent with one 

another. For these reasons only one set is kept, which must show monotonic temperature values, with 

respect to depth, in the summer and winter seasons. The right set is chosen also by looking at the 

measured average air temperature (TA in the plots), which must be consistent with the observed GT. 

First, the Bucket model simulations are analyzed. In few of the loamy and silt loam sites (Reckenholz, 

Rietholzbach, Wynau), the fitting resembles the one in Payerne: temperatures are underestimated in 

winter and autumn, while they are better simulated in spring and summer. In Nyon Changins, Taenikon 

and Magadino Cadenazzo, the simulated GT are closer to the measured ones in winter and autumn, 

whereas they overcome them in spring and summer. In the sandy loam sites of Plaffeien and Sion, the 

simulated GT appear much higher than the observed ones, except for winter, where the fitting is good. 

The only exception is Basel, where the modelled-measured bias is surprisingly minimized, and only in 

summer a slight overestimation of less than 1 °C occurs. The measurements coming from the station in 

Bern present very high variations between consecutive depths, which make it hard to understand what 

the real thermal regime is. Consequently, the GT modelling in Bern is given less importance than in the 

other stations, where GT field data at different depths are coherent with each other. 

Four plots are reported below, illustrating what has been said, relative to the sites of Taenikon, Basel 

(Figure 7-1), Rietholzbach, and Sion (Figures 7-2). 
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The main criticality is the wrong shape of the GT-depth curve in autumn: in all sites, including Payerne, 

the temperature gradient in the soil is too high. This can be due to either a higher specific heat capacity 

or a lower thermal conductivity (or both factors) than in reality. The issue lies in the impossibility of 

modifying such thermal parameters without negatively affecting the GT-depth gradient of the other 

seasons, in particular winter and summer. This is clearly illustrated in Figures 6-7 and Figures 6-8 in the 

sensitivity analysis of section 6.1. 

In some of the tested locations, this problem also exists for the modelling of winter temperatures: this 

is particularly evident in Reckenholz and Rietholzbach, but is also present, to a less extent, in Nyon 

Changins, Magadino Cadenazzo, Wynau and Sion. Here, reducing cm or increasing λm would make the 

fitting better for winter and autumn, but worse for spring and summer. 

However, in some sites, like Reckenholz, the gradient of the GT-depth curves is modelled incorrectly for 

the whole year, except maybe for spring. This means that, despite being classified as loam, Reckenholz 

soil is much different from the one in Payerne in terms of thermal parameters. Hence, not only there 

can be issues in representing the GT-depth curve gradient limited to one or two seasons, but there can 

be soils which need a completely different thermal parametrization. This is partially due to the allocation 

of just one soil type to the entire soil column, which may not be representative of the reality. 

With this being said, low RMSE values relative to the problematic seasons in the listed sites must be 

read carefully, considering the possibility of a wrong simulation of the GT gradient as the cause of an 

apparently good fitting. The reported figures help in identifying such phenomena. 

On a different topic, the GT variations visible on multi-annual plots are satisfactorily reproduced, with 

most significant increases and decreases at the annual and monthly scale being well captured. 

All the considerations done so far are also valid for the simulations run with Richards, ER. In fact, the 

same criticalities affecting the modelling of the GT-depth curve in autumn and sometimes in winter 

remain. Furthermore, there is a general underestimation of GT in all seasons, as in Payerne, ranging 

from 1 °C to 2 °C. Only the sandy loam soils of Plaffeien and Sion appear more adequately simulated. 

This better fitting could mean that the soil parametrization obtained for loam applies better to sandy 

loam soils when Richards equation is used. 
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Table 7-1 and Table 7-2 report the RMSE values for each depth, respectively for a Bucket, ER and a 

Richards, ER configuration. All loamy soils are put together, followed by the silt loam and the sandy loam 

ones. 

 

Figure 7-1: Seasonal and yearly average GT vs depth, modelled and measured. 
Bucket, ER. Taenikon (left panel), Basel (right panel) 

 

 

Figures 7-2: Seasonal and yearly average GT vs depth, modelled and measured. 

Bucket, ER. Rietholzbach (left panel), Sion (right panel) 

 

Table 7-1: RMSE values on ground temperature, at different depths, for the 11 
studied sites. The starred values stand for values that are less representative than the 

others because of bias in the measurement. 
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RMSE, Bucket ER 5 cm 10 cm 30 cm 50 cm 80 cm 120 cm 150 cm 

loam 

PAY 2.9 2.5 1.2 2.0* 0.8   

BAS  2.5 1.2 1.5* 0.6 0.7  

BER 3.2* 3.6* 1.9* 2.5* 0.4* 4.0*  

CGI 3.6 3.1 1.9 1.7 1.4   

REC  2.6 1.3 1.0 0.8  1.1 

TAE 3.4 3.0 1.3 1.2    

RHB 3.6 
2.5 

(15cm) 

2.0 

(25cm) 

1.7 

(35cm) 

1.6 

(55cm) 
1.2 

1.2 

(110cm) 
 

silt 

loam 

MAG 3.4 2.8 1.6 1.3 1.0   

WYN 3.0 2.5 1.2 0.9    

sandy 

loam 

PLA 3.1 2.8  2.4  2.8  

SIO 4.0 3.4 2.5 2.4 2.4 2.3  

 

Table 7-2: RMSE values on ground temperature, at different depths, for the 11 
studied sites. The starred values stand for values that are less representative than the 

others because of bias in the measurement. 

RMSE, Richards ER 5 cm 10 cm 30 cm 50 cm 80 cm 120 cm 150 cm 

loam 

PAY 2.8 2.4 1.8 3.0* 1.7   

BAS  2.2 1.4 2.4* 1.4 1.3  

BER 3.0* 4.0* 2.5* 3.6* 1.0* 5.3*  

CGI 2.9 2.5 1.6 1.3 1.1   

REC  2.2 1.5 1.4 1.5  1.8 

TAE 3.0 2.7 1.5 1.5    
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RHB 3.1 
2.5 

(15cm) 

2.3 

(25cm) 

2.1 

(35cm) 

2.0 

(55cm) 
1.9 

2.2 

(110cm) 
 

silt 

loam 

MAG 3.0 2.6 1.9 1.7 1.5   

WYN 2.9 2.6 1.7 1.7    

sandy 

loam 

PLA 2.6 2.3  1.7  2.0  

SIO 3.0 2.5 1.4 1.3 1.5 1.5  

 

7.2 Evapotranspiration 

ET measurements are only available for three stations: Payerne, Bern and Rietholzbach. The first two lie 

at a reciprocal distance of about 20 km and are both at an altitude of about 500 m. The third one, 

instead, is located in the north-east area of the country, at 800 m a.s.l. 

With the Bucket model (left-hand side of Figures 7-3, Figures 7-4, Figures 7-5), only winter and autumn 

are modelled satisfactorily in Payerne and Bern, but not in Rietholzbach. All three stations share a bad, 

because too low, modelling of ET in spring and summer. 

The configuration Richards, ER (right-hand side of Figures 7-3, Figures 7-4, Figures 7-5) leads to the best 

modelling of ET. The results from Payerne and Bern show many similarities because, for both, spring 

and autumn ET is overestimated by few tenths of kg/m2∙d, while summer ET is underestimated also by 

few tenths of kg/m2∙d (Figures 7-3 and Figures 7-4). Likewise, Rietholzbach produces an 

underestimation of ET in summer by the same quantity as the other two stations. However, in the other 

seasons, ET is underestimated, making this behavior different from the first two sites (Figures 7-5). The 

continuous underestimation of ET in Rietholzbach over the whole year causes the average difference in 

ET to be higher than for Payerne and Bern, where higher and lower modelling compensate each other 

(Table 7-3). 

Nonetheless, looking at the RMSE values reported for the configuration Richards, ER in Table 7-4, it can 

be derived that the modelling in Rietholzbach is the best one for all seasons except for winter. Moreover, 

the modelled ET clearly respects the measured ET seasonal trend, with its highs and lows. 
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A confirmation of the interaction between GT and ET is derived from a comparison between the 

observed datasets of Payerne and Rietholzbach, leaving out Bern for its variable GT measurements. 

Evaluating season by season, the higher GT measured in Payerne (up to 3 °C more in summertime) than 

in Rietholzbach are always accompanied by a proportionally lower ET in all seasons. 

 

Figures 7-3: Payerne. Seasonal average ET vs time, modelled and measured. 

Infiltration model: Bucket, ER (left panel), Richards, ER (right panel) 

 

 

Figures 7-4: Bern. Seasonal average ET vs time, modelled and measured. Infiltration 

model: Bucket, ER (left panel), Richards, ER (right panel) 
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Figures 7-5: Rietholzbach. Seasonal average ET vs time, modelled and measured. Infiltration model: 

Bucket, ER (left panel), Richards, ER (right panel) 

 

Table 7-3: Difference in ET with Bucket, ER and Richards, ER, for the three sites 

Difference in ET (kg/m2∙d) Payerne Bern Rietholzbach 

Bucket, ER 0.44 0.56 0.80 

Richards, ER -0.04 -0.07 0.21 

 

Table 7-4: RMSE values on ET, with Richards, ER, for the three sites and for each 

season  

RMSE, Richards, ER Payerne Bern Rietholzbach 

Winter 0.20 0.11 0.30 

Spring 0.51 0.54 0.37 

Summer 0.84 0.67 0.42 

Autumn 0.43 0.41 0.15 
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7.3 Soil moisture 

To assess soil moisture, or liquid water content (LWC), SNOWPACK simulations are run with the Richards 

equation infiltration model in eleven sites, including Payerne. The Bucket model, as previously 

explained, is not able to offer a good LWC representation because of the simple physics behind it. 

Measurements at 5 cm and 10 cm are neglected from any comparison because of the higher 

atmospheric and biological disruption that affects these depths, making the data highly variable and the 

indicated soil type hardly corresponding to the real one. 

After a few test simulations, it was noticed that the saturated water content θs derived from the 

selection of a soil type was often a limit to the modelling of the LWC. In fact, being set for loam to 0.399, 

it prevented an accurate simulation of soil moisture, whose measurements often exceeded this value. 

Therefore, it was raised to 0.45, a common value for loamy soils used in all the simulations with the 

Bucket model seen so far. This way, modelled LWC increased when there were the conditions to do so, 

and it did not in those cases where it was not initially limited by θs. This change did not alter significantly 

the GT and ET modelling, whose results have been updated accordingly to this variable’s change all the 

same. As well as for loam, also the classes silt loam and sandy loam were modified, bringing the θs to a 

value higher by 0.05. 

Modelled ice content is plotted together with soil moisture, even though measurements of this quantity 

are not available. Simulating a certain ice content in the soil pores leads to evident drops in the modelled 

LWC, for reasons of water mass balance. Sporadic ice content is modelled at 30 cm depth, while it is 

absent more deeply. At 5 and 10 cm it is common to see frequent ice layers during the cold season. 

When such modelling is compared to the actual LWC data, the sudden, sharp drops do not appear in 

the same way. Near the surface these have a smaller magnitude, while at 30 cm they do not exist at all, 

meaning that there is a general overestimation of ground freezing. This is expected, given the 

widespread underestimation of GT in all seasons, including winter. 

In general, soil moisture is well simulated at an annual and monthly scale. Averaging statistical results 

between multiple depths, seven of the eleven sites present RMSE values below a threshold of 0.05: 

these are Payerne, Bern, Nyon Changins, Reckenholz, Taenikon, Wynau and Rietholzbach. The remaining 

four sites have RMSE values between 0.07 and 0.09. The complete set of RMSE values is reported in 
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Table 7-5, where values in yellow depict measurements that are likely biased, given their difference 

from the ones taken at consecutive depths. 

Among the simulations realized for the eleven sites, a better modelling at lower or higher depths cannot 

be observed as a common trend. 

A limit of the RMSE statistics is that it cannot highlight whether the modelled LWC has a bias. Analyzing 

accuracy separately, the situation is not at all uniform; in fact, four sites (Bern, Reckenholz, Magadino 

Cadenazzo, Plaffeien) are characterized by an underestimation of soil moisture. Three are defined by an 

overestimation of it (Payerne, Basel, Taenikon). Then, Nyon Changins, Wynau have both lower and 

higher modelling, while Rietholzbach and Sion show adequate results. 

In most cases, variations are well reproduced by the model, as visible in Figures 7-6 relative to Nyon 

Changins ad Basel. There are however a few cases where the measurements appear relatively constant 

and the modelling is not able to reproduce such trends, such as in Bern (Figures 7-7, left-hand side) and 

Rietholzbach. This might be due to a superficial water table not reproducible by the model. The opposite 

can happen as well (see Sion, Figures 7-7, right-hand side), that is highly variable field data (perhaps 

wrong) and more stable modelling. 

Regarding the three soil types being simulated, it is difficult to assess general behaviors related to the 

soil type choice, because of the small sample for silt loam and sandy loam (two sites each). It can be 

said that Magadino Cadenazzo (silt loam) and Plaffeien (sandy loam) are marked by an evident 

underestimation of LWC, whereas Wynau (silt loam) has good accuracy and Sion (sandy loam) is affected 

by the high LWC oscillations already discussed. 

A summary of LWC data, both modelled and measured, for all the eleven sites, is available under the 

form of average seasonal values from Figures 0-13 to Figures 0-18 in Appendix E. 
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Figures 7-6: Soil moisture vs time, modelled and measured. Nyon Changins, depth: 

50 cm (left panel); Basel, depth: 80 cm (right panel) 

 

 

Figures 7-7: Soil moisture vs time, modelled and measured. Bern, depth: 50 cm (left 

panel); Sion, depth: 50 cm (right panel) 
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Table 7-5: RMSE values on soil moisture, at different depths, for the 11 studied sites. 

The starred values stand for values that are less representative than the others 

because of bias in the measurement. 

RMSE Depth 

Soil type Site 30 cm 50 cm 80 cm 120 cm 150 cm 

loam 

PAY 0.06 0.05 0.02   

BAS 0.04 0.07 0.08 0.08  

BER 0.04* 0.03 0.03 0.04  

CGI 0.03 0.02 0.05   

REC 0.06 0.05 0.09*  0.02 

TAE 0.06 0.04    

RHB 
0.07 

(35 cm) 

0.03 

(55 cm) 
0.03 

0.02 

(110 cm) 
 

silt loam 
MAG 0.05 0.11    

WYN 0.03 0.05    

sandy 

loam 

PLA 0.11 0.12 0.07 0.05  

SIO 0.08 0.09 0.09   

 

 

7.4 Runoff 
 
This section’s target is to validate the produced runoff at the Payerne station with actual river discharge 

data from the river Broye. This is done by applying the distributed version of SNOWPACK, Alpine3D, a 

three-dimensional, physically based, snow cover and earth surface model. It is run in the Broye 

catchment (Figure 7-8), where Payerne is located, for a 14-month period, precisely from August 2012 

to September 2013. Alpine3D is able to compute, over an entire hydrographic catchment, the integral 
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of the runoffs produced by each soil column, which can be compared to the river discharge. A 

considerable spatial approximation is realized: the soil characteristics are the same everywhere: one 

unique sno file with the values obtained from the sensitivity analysis of chapter 6 is applied everywhere. 

The most relevant values are reported in Table 7-6. 

Table 7-6: Soil parametrization used in Alpine3D simulations 

cm (J/kg·K) λm (W/m⋅K) porosity density (kg/dm3) z0 (m) albedo 

1400 1.4 0.45 2600 0.02 0.17 

 

Furthermore, no routing scheme is applied for two reasons: imposing one would imply losing some 

information and, since the analysis treats cumulative values, the results would not change significantly. 

 

Figure 7-8: Map of the Broye catchment, equipped with coordinates and elevation 
(Michel, 2018) 

 

The Alpine3D simulations are run with both water infiltration models, respectively five with Bucket and 

one with Richards. The difference between the simulations lies in the rg value, which is selected based 

on the consequent field capacity θfc. The five resulting θfc for the Bucket simulations, reported in Table 

7-7, are associated in literature with the following soil types: in order, silty clay, loam, sandy loam, loamy 
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sand, sand. It cannot be said, however, that by changing rg a totally different soil is modelled, as other 

parameters remain unchanged. Table 7-7 here below also displays the Alpine3D results in terms of 

cumulative runoff, comparable with the cumulative discharge and the cumulative precipitation over the 

catchment for the same time window. 

Table 7-7: Description of the six simulations’ setup and results 

Model Bucket Richards 

rg (mm) or soil type 0.8 1.8 3.0 4.5 8.0 loam 

θfc 0.38 0.26 0.20 0.17 0.13 0.26 

Runoff (m3) 125030 138140 140970 143020 145600 116320 

Discharge (m3) 96348 

Rainfall (m3) 193020 

 

In spite of the spatial standardization of the soil characteristics, the simulated runoff has the same order 

of magnitude of the river discharge. The simulated runoff increases with higher rg values, due to the 

decreasing capability of retaining moisture and leaving it subject to evaporation. 

A good variety of rg values is tested for Bucket, and with all of them the runoff is overestimated. Besides, 

considering artificial areas as well, such as towns and roads (with land covers like concrete and asphalt), 

would increase the simulated runoff further. This means that, even if a proper spatial soil description 

were to be applied, the runoff would still be too high. Such high runoff values can be explained with the 

analysis of ET developed in section 6.1: ET was found to be underestimated with the Bucket model when 

compared to field data. Being this quantity strictly related to the runoff by a soil water mass balance, it 

is plausible that underestimating ET causes a wrong, overestimated modelled runoff. 

On the other hand, Richards reduces the bias between runoff and discharge more than any Bucket 

simulation. This is physically consistent with the aforementioned argument on ET: in fact, the average 

difference between measured and modelled ET with Richards over a nine-year period was found to be 

close to zero, precisely -0.04 kg/m2∙d. 



96 
 

Figures 7-9 illustrate the results of two Alpine3D simulations, with the runoff overestimation being 

clearly visible. The first plot is relative to a Bucket configuration with rg = 1.8 mm (whose θfc is associated 

with a loamy soil), whereas the second one is the Richards configuration (loamy soil).  Figures 7-10 show 

cumulative graphs produced with SNOWPACK, over the same time window used for the Alpine3D 

simulations and relative to the same two configurations previously described. The gap between 

measured and modelled ET can be observed. For the Richards configuration, ET is slightly 

overestimated, meaning that the Alpine3D runoff could be even higher. 

Some further notes can be made with respect to the reported graphs. First, the ratio 

runoff/precipitation is not constant passing from SNOWPACK to Alpine3D simulations, because of the 

use of data coming from multiple rain gauge stations spread over the Broye catchment. Secondly, the 

sum of cumulative runoff and ET does not match exactly with the cumulative precipitation. This 

phenomenon can be assessed looking at Figures 7-11, which display the same cumulative values for a 

nine-year time length. The existing gap is in part due to the initial conditions of the simulated soil 

column, whose water content is set equal to about half of the saturation one. Therefore, the soil needs 

some time to fill with water and start producing runoff, hence the straight horizontal line characterizing 

the initial phase of the runoff curve in both Figures 7-11. This phenomenon is more influential with low 

rg values and finer soil types, and it can be easily solved by setting the initial soil column to saturated 

conditions. If this can explain the little gap present in the Bucket simulation, which indeed disappears 

when looking merely at the years 2012-2013 and omitting the initial phase, it is not enough to explain 

the gap within the Richards simulation. In this case, the gap is continuously increasing from the first year 

2009 to the last one 2017. As a matter of fact, when zooming at the 2012-2013 period, the gap appears 

larger and larger with time, with the smallest gradient of the runoff + ET curve from November to 

January. This can be explained with the fact that a fraction of winter precipitation falls as snow, not 

producing any immediate runoff, if not only in springtime. However, further investigation is needed to 

identify the reason for this increasing bias when Richards model is applied. 

Lastly, the shape of the runoff curve changes a lot from Bucket to Richards, as pictured in Figures 7-12. 

Bucket produces a discrete graph, depicted by high values. On the other hand, Richards produces a 

continuous runoff output, marked by seasonal trends. The same characteristics can be observed from 

the cumulative plots presented in Figures 7-9 and Figures 7-10. Finally, the non-cumulative runoff 

produced by Alpine3D with the Bucket model and with Richards equation is compared to the non-
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cumulative river discharge (Figures 7-13). At first sight, the scale between the two models is very 

different. With Bucket, high runoff production alternates with periods of absent runoff. With Richards 

instead, the runoff has the same order of magnitude as the discharge, but it appears far too smooth to 

represent accurately the discharge and to be used in a hydrological model. 

 

 

Figures 7-9: Alpine3D results: cumulative runoff vs cumulative discharge. Bucket, 

ER, rg = 1.8 (left panel), Richards, ER, soil type = loam (right panel) 

 

 

Figures 7-10: SNOWPACK results: cumulative runoff vs cumulative ET, measured 

and modelled. Extract relative to Alpine3D simulations’ time window. Bucket, ER, rg 

= 1.8 (left panel), Richards, ER, soil type = loam (right panel) 
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Figures 7-11: SNOWPACK results: cumulative runoff vs cumulative ET, measured 

and modelled. Full temporal window, as in other SNOWPACK plots. Bucket, ER, rg = 

1.8 (left panel), Richards, ER, soil type = loam (right panel) 

 

 

Figures 7-12: SNOWPACK produced runoff. Bucket, ER, rg = 1.8 (left panel), 

Richards, ER, soil type = loam (right panel) 

 



99 
 

 

Figures 7-13: Alpine3D results: runoff vs discharge. Bucket, ER, rg = 1.8 (left panel), 

Richards, ER, soil type = loam (right panel) 
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8 CONCLUSIONS 

The study of ground temperature and soil water dynamics is a matter of great interest in hydrology, 

agriculture, but also chemistry and geotechnical engineering. In this work, the model SNOWPACK is 

tested in fine-grained soils from eleven Swiss sites, nine of which belong to the low-altitude region of 

the Swiss Plateau. The focus lies upon the reproduction of four main quantities by the model: ground 

temperature (GT), liquid water content (LWC) or soil moisture, evapotranspiration (ET) and runoff. 

Sensitivity analysis results in chapter 6 are divided by water infiltration model, whose choice is found to 

greatly impact SNOWPACK’s output for all the four studied quantities. GT, for instance, is simulated 

remarkably better with the use of the Bucket model, contrary to the findings of Wever et al. (2015), who 

had achieved in a gravel alpine soil a better GT prediction with the Richards model, even if a big bias 

had remained with respect to the measurements. In Payerne, simulating GT with Bucket reduces the 

difference between observed and modelled data. This is particularly true in the warmer months 

(summer in primis, spring and partially autumn) and to a less extent in winter and autumn. On the other 

hand, Richards tends to underestimate GT by no less than 1-2 °C in all seasons. 

ET and runoff modelling also depend largely on the infiltration model. Having to respect the soil water 

mass balance, these two quantities are mathematically complementary and their evaluation can be 

done at two levels. The first is by looking at ET field data, the second is by running Alpine3D over a whole 

catchment and comparing the produced runoff to river discharge data. Regarding the first method, the 

following can be said: being Richards equation the most physically based tool to describe soil water 

dynamics, it is with it that a more accurate ET is simulated. The simple Bucket model highly 

underestimates the real ET, reaching on average only 68% of it. 

Passing to the second of the two exposed methods, a different point of view must be adopted. The 

three-dimensional hydrological model Alpine3D is run in the Broye catchment and the cumulative 

runoff, integrated over the whole area, is compared to the cumulative discharge. The results are 

congruent with the ET findings, as the soil runoff is found to overestimate discharge more with Bucket 

(rg = 1.8 mm) than with Richards (by 43% and 21% respectively), all other things being equal. Looking 

at the temporal trend of the model produced runoff, the Bucket model leads to far too high discrete 

values: A better shape is obtained with Richards, which however generates a runoff that is much 

smoother than the river discharge temporal evolution. 
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A meteorological setting of great importance is the soil evaporation method, which has a bigger 

influence on the Bucket model. The results presented so far were achieved using the Evaporation 

Resistance (ER) method, which models the soil such that the first layer is always saturated. This fixing is 

particularly useful when a mechanistic model like Bucket is implemented. In fact, setting the Relative 

Humidity (RH) method leads to an almost null predicted ET and to higher GT by 1-2 °C than with ER. This 

makes the GT-ET interaction very clear: a higher amount of water evaporating from the soil, thus a 

greater latent heat flux ql directed upwards, involves a heat loss for the soil in all seasons where ET is 

not negligible. Summarizing, the imposition of the RH method is only meaningful with Richards, where 

the uppermost layers hardly dry out entirely. 

Soil parametrization can affect significantly the thermal and hydrological regimes. The variable rg, set 

to indicate the typical grain size in Bucket, together with the soil type definition in Richards, influence 

all quantities. GT gradients are increased with smaller soil particle size, due to the higher thermal 

resistance which they can oppose. The effect on ET is rather big because field capacity changes 

according to the chosen rg or soil type. This is more marked with Richards: increasing the field capacity 

from 0.13 to 0.26 (values relative to sand and loam respectively) induces an increase in modelled ET of 

more than 0.8 kg/m2∙d with Richards and of 0.3 kg/m2∙d with Bucket. Besides, rg and soil type are the 

only factors capable of influencing significantly the LWC: this grows where the simulated soil is a fine-

grained one, whereas it diminishes evidently when the soil is more coarse-grained. 

As far as GT goes, the thermal parameters specific heat capacity (cm) and thermal conductivity (λm) bring 

the biggest influence on the GT-depth curve gradient and partially on the surface GT as well. Gradients 

prove higher when cm is increased and when λm is decreased. GT is also found to be very sensitive to 

roughness length changes, with increasing values causing a drastic reduction in summer, then spring 

and autumn, temperatures. Furthermore, higher soil roughness length values can mimic the extra ET 

obtainable through the implementation of canopy in the model. 

The modelling of vegetation covering the soil surface also plays a critical role. It is noted that the 

introduction of canopy, together with every parameter variation which contributes to its increased 

effect, causes a ground temperature reduction. Shelia et al. (2018) make the same observation with 

respect to the consideration of vegetation in the models HYDRUS-1D and CERES. Lowering Direct 

Throughfall (DT) is what causes the highest decrease in GT. ET, instead, responds with a general increase, 

especially to rises in Leaf Area Index (LAI), although smaller than what expected. 
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In chapter 7, the soil values obtained in Payerne are applied to ten sites bearing similar or equal soil 

characteristics and comparable meteorological context. A satisfying representation of ET is observed, 

while variable (positive and negative) bias are seen for GT and LWC. 

The reproduced GT in the majority of the sites appear to be less negatively biased than in Payerne in 

winter and autumn, while the bias is often positive in summer and spring. A general GT overestimation 

is observed in the two sandy loam soils. The biggest issue is represented by the erroneous modelling of 

the GT-depth curve gradient in autumn (all the sites share this) and in some cases in winter (Reckenholz 

and Rietholzbach are the most evident). Higher thermal conductivities and/or lower specific heat 

capacities would be needed to represent the real thermal behavior, with the problem being that other 

seasons would then be simulated wrongly. On the bright side, most important GT variations at an annual 

and monthly scale are well captured. Summarizing, it can be stated that two soils which are theoretically 

equal may not be so in reality. To contribute to tackle this issue, a more complete vertical 

characterization of the soil would be needed, so to be sure that the modelled soil profile respects the 

actual one. As a matter of fact, soil can present great variability 

The ET results from Bern and Rietholzbach are quite consistent with what has been found in Payerne. 

All three stations share an underestimated ET with the Bucket model, confirming its failure in such task. 

As for Richards, the fitting in Bern is almost identical to the one in Payerne, while it is generally better 

in Rietholzbach, where ET appears slightly underestimated in all seasons and the RMSE values are lower, 

thanks to better accuracy and better reproduction of the ET temporal variations. 

When assessing soil moisture reproduction coming from Richards simulations, the results appear in 

some way contradictory with each other, as some reproductions are positively biased and others 

negatively. As already remarked by Wever et al. (2017), significant shifts between measured and 

modelled data can exist, as well as between different datasets for the same location. The same authors 

point out an excess soil freezing computed by SNOWPACK, which is here confirmed. Variations at the 

annual and monthly scale are well captured in most cases, except for periods depicted by a constant 

LWC not adequately reproduced by the model. Despite the mentioned issues, the simulations are 

overall satisfactory, with seven of the eleven sites reporting RMSE values below 0.05. 

As already mentioned, a source of uncertainty on the results comes from the gaps existing between 

multiple datasets for GT and LWC. While for the first quantity it is possible to identify which dataset 
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holds erroneous measures, for the second one this task gets harder due to the rather similar measured 

values. The uncertainty in the Alpine3D simulations is also rather high because of the assumption of the 

same soil type over the whole hydrographic catchment. Soil not only is usually highly variable with 

depth, but it can change greatly just a few meters apart. Nonetheless, having tested several rg values 

ranging from silty clay to sand, and having obtained in all cases a neat overestimation of runoff 

compared to the river discharge, the drawn conclusions still hold valid. 

Amongst the identified model limitations, there is surely the impossibility of reproducing satisfactorily 

ground temperature, soil moisture, evapotranspiration and runoff with a unique configuration. The 

infiltration model which proves most promising is the Richards equation model, which is also much 

more realistic. Although this is found to better simulate snowpack temperatures (Wever et al., 2015), it 

requires improvements in the simulation of ground temperatures, in order to avoid the underestimation 

that is often observed. 

Further issues lie in the difficulties encountered to reproduce vegetation characterized by low heights 

and high Direct Throughfall values, which ought to be investigated in detail if SNOWPACK will continue 

to be implemented in medium-low altitude sites with open fields. Furthermore, the formulation to 

compute the soil bulk thermal conductivity must be revisited, referring to the existing models in 

literature and possibly differing depending on the soil type and on the water content. The new formula 

should assign more importance to the water thermal conductivity and the heat solver in the model 

should be modified in order to produce a realistic GT regime when lower conductivity values, 

comparable to the ones proposed in literature, are used as input. 

Future studies should assess SNOWPACK’s ability to simulate soil physical phenomena at lower time 

resolution, from the hourly to the weekly time scale. The model, if perfected in the simulation of ground 

temperatures, could become a precious tool to evaluate the entity and the temperature of subsurface 

flow. This, in turn, would allow to estimate with accuracy stream temperature and discharge using 

models such as Alpine3D and StreamFlow 1.0. The capability to make good previsions on soil and stream 

temperature, as well as on stream discharge, will be very useful when predicting climate change effect 

on geochemical, biologic and hydrologic cycles, along with flood risk management. 
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APPENDICES 

 

A. Rosetta soil classification and class mean hydraulic parameters 

Table 0-1 below provides class-average values of the seven hydraulic parameters for the twelve USDA 

textural classes. This table represents the first model of the hierarchical sequence. For the θr, θs, α, n 

and Ks parameters, the values are the result of averaging multiple values for each textural class. Ks and 

L were generated by entering the class average values of θr, θs, α and n into Model C2 (see Rosetta’s 

help file). This implies that Ko and L may not be very reliable, as they are computed based on predicted 

parameters. The values in parenthesis show the standard deviation uncertainty of the class average 

values. 

 

Table 0-1: Rosetta class average values of hydraulic parameters 
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B. A complete scheme of the formulas behind the methods Evaporation Resistance (ER) and 

Relative Humidity (RH) 

The bulk aerodynamic equation for computing latent heat exchange ql (W/m2) can be written in the 

form: 

 𝑞 = 𝛽 ⋅ (𝑒 − 𝑒௦) (31) 

where: 

β = aerodynamic resistance (m/s) 

ea = air vapor pressure (Pa) 

 𝑒 = 𝜑 ⋅ 𝑣𝑎𝑝𝑜𝑟𝑆𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒(𝑇) (32) 

where: 

𝜑 = relative humidity of air (/) 

vaporSaturationPressure is the function describing the equilibrium vapor pressure according to the 

temperature, based on Antoine’s equation. 

es is the vapor pressure in the uppermost layer, which can be either snow or soil. Its computation can 

differ and requires the following variables to be presented: 

Tss = surface temperature (K) 

Tse = temperature of uppermost layer, at 1 cm in this case (K) 

Pvap,1 = vaporSaturationPressure(Tss)  

Pvap,2 = vaporSaturationPressure(Tse) 

 

With snow, saturation is assumed. 

If Tss < 0 °C 

es = Pvap,1 

If Tss > 0 °C 

es = Pvap,2 
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Without snow: 

If Tss < 0 °C 

es = Pvap,1 

If Tss > 0 °C 

If evaporation method = ER 

 es = Pvap,2 

If evaporation method = RH 

es = Pvap,2 ⋅ RelativeHumidity(topsoil layer) 

 

RelativeHumidity: The formulation is based on Saito et al. (2006). RelativeHumidity is calculated from 

the pressure head using a thermodynamic relationship between liquid water and water vapor in soil 

pores (Philip et de Vries, 1957). 

If infiltration method = Richards 

 Return max ቆ0; 𝑚𝑖𝑛 ൬1; 𝑒
⋅

ೌೞ_ೞೌ⋅൰ቇ (33) 

Else 

 If θw < θfc  

     Return 0.5 ⋅ ൭1 − cos ቆ𝑚𝑖𝑛 ൬𝜋;
ఏೢ⋅గ

ఏ⋅ଵ.
൰ቇ൱ (34) 

 else 

  return 1 

where: 

h = capillary pressure head (m) 

g = gravitational acceleration constant (m/s2) 

gas_constant = 461.9 (J/kg∙K) 
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Te = temperature of uppermost element (K) 

 

β is computed according to this formula, originated from Kustas et al. (1994): 

 𝛽 =
𝑐 ⋅ 0.622 ⋅ 𝑙ℎ_𝑠𝑢𝑏𝑙𝑖𝑚𝑎𝑡𝑖𝑜𝑛

𝑔𝑎𝑠_𝑐𝑜𝑛𝑠𝑡_𝑎𝑖𝑟 ⋅ 𝑇
 (35) 

lh_sublimation = latent heat of vaporization or sublimation = 2.838⋅106 J/kg 

gas_const_air = 287 J/kg∙K 

c is the heat exchange coefficient due to vapor exchange (m/s) and it is computed differently whether 

the evaporation method is ER or RH. 

If the evaporation method is RH, c will be based on the height z0 and on psi_m, a variable that takes care 

of the stability correction for atmospheric turbulence. This formulation is described in the function 

compSensibleHeatCoefficient of the SNOWPACK code. 

When the evaporation method is ER, an additional resistance Rsoil, dependent on the relative saturation 

of the topsoil layer, is used to reduce the heat exchange coefficient c in the case of evaporation. 

The modification of c is only applied when es >= ea  et  T(topsoil element) >= 0 °C . 

 𝑅 =
1

𝑐
 (36) 

 
𝑐ଶ =

1

𝑅 +
𝑅௦,

max (𝑟𝑒𝑙𝑠𝑎𝑡𝑚𝑖𝑛, min ൬1,
𝜃௪

𝜃
൰)

 
(37) 

where: 

Ra is the atmospheric resistance (s/m) 

Rsoil,min = 50 s/m is the minimum soil resistance in the top layer (Hurk et al., 2000) 

relsatmin = 0.05 is the minimum relative humidity in the top layer 

c2 is the corrected heat exchange coefficient, to be introduced in equation (35) instead of c. 

All the quantities refer to the uppermost layer. 



112 
 

C. Simulations’ temporal length and availability of data 

The second column indicates the period for which both meteorological data and soil information are 

available; the third column specifies the lowest and highest depth for which soil information is provided; 

columns from 4 to 6 declare the availability of the written meteorological quantities; the final column 

expresses the possibility of running Alpine3D in the relative hydrographic catchment. 

 

Table 0-2: Duration of the simulations and available information for each site 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

ID Dataset period Depths (cm) ET OLWR OSWR Alpine3D 

BAS 08-2009 : 10-2017 5 to 120     

BER 08-2009 : 10-2017 5 to 120 YES    

CHN/CGI 01-2008 : 11-2017 5 to 80   YES  

LAG/NABLAE 08-2009 : 11-2017 5 to 45     

MAG/CAD 08-2009 : 10-2017 5 to 80  YES YES  

PAY 08-2008 : 10-2017 5 to 80 YES YES YES YES 

PLA/PLF 01-2008 : 11-2017 5 to 120   YES  

REC 08-2009 : 11-2017 5 to 150     

RIE/RHB 05-2009 : 01-2017 5 to 110 YES YES YES YES 

SIO 08-2009 : 11-2017 5 to 120     

TAE 05-2010 : 10-2017 5 to 50  YES YES  

WYN 05-2010 : 11-2017 5 to 50     
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D. Ground temperature plots 

The full set of plots described in section 7.1 is here reported. Both measured and modelled ground 

temperatures are divided by season, averaged throughout the whole time series and displayed against 

soil depth. Figures found in Part I were obtained with the Bucket infiltration model and the Evaporation 

Resistance method, whereas those found in Part II come from the application of the Richards equation 

model and the same evaporation method. 

 

I. Bucket, ER 

 

Figures 0-1: Seasonal and yearly average GT vs depth, modelled and measured. 

Payerne (left panel), Basel (right panel) 
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Figures 0-2: Seasonal and yearly average GT vs depth, modelled and measured. Bern 

(left panel), Nyon Changins (right panel) 

 

 

Figures 0-3: Seasonal and yearly average GT vs depth, modelled and measured. 

Reckenholz (left panel), Rietholzbach (right panel) 

 

 

Figure 0-4: Seasonal and yearly average GT vs depth, modelled and measured. 

Taenikon 
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Figures 0-5: Seasonal and yearly average GT vs depth, modelled and measured. 

Magadino Cadenazzo (left panel), Wynau (right panel) 

 

 

Figures 0-6: Seasonal and yearly average GT vs depth, modelled and measured. 

Plaffeien (left panel), Sion (right panel) 
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II. Richards, ER 

 

 

Figures 0-7: Seasonal and yearly average GT vs depth, modelled and measured. 

Payerne (left panel), Basel (right panel) 

 

 

Figures 0-8: Seasonal and yearly average GT vs depth, modelled and measured. Bern 

(left panel), Nyon Changins (right panel) 
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Figures 0-9: Seasonal and yearly average GT vs depth, modelled and measured. 

Reckenholz (left panel), Rietholzbach (right panel) 

 

 

Figure 0-10: Seasonal and yearly average GT vs depth, modelled and measured. 

Taenikon 
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Figures 0-11: Seasonal and yearly average GT vs depth, modelled and measured. 

Magadino Cadenazzo (left panel), Wynau (right panel) 

 

 

Figures 0-12: Seasonal and yearly average GT vs depth, modelled and measured. 

Plaffeien (left panel), Sion (right panel) 
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E. Soil moisture plots 

The full set of plots described in section 7.3 is here reported. Both measured and modelled soil moisture 

data are divided by season, averaged throughout the whole time series and displayed against soil depth. 

All the figures were obtained with the Richards equation infiltration model and the Evaporation 

Resistance method. 

 

 

Figures 0-13: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Payerne (left panel), Basel (right panel) 

 

 

Figures 0-14: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Bern (left panel), Nyon Changins (right panel) 
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Figures 0-15: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Reckenholz (left panel), Rietholzbach (right panel) 

 

 

Figure 0-16: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Taenikon 
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Figures 0-17: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Magadino Cadenazzo (left panel), Wynau (right panel) 

 

 

Figures 0-18: Seasonal and yearly average soil moisture vs depth, modelled and 

measured. Plaffeien (left panel), Sion (right panel) 

 

 


