SUMMARY:

In this advance time Machine learning is play a very vital role in almost every industry, and there are a lot of research going on around on industrial level as well as on academic level about machine learning. Here I would try to give some already in used applications of Machine learning in different areas in industry. For example, Netflix Recommendation system, AlphaGo, Drug Discovery, Character recognition, voice assistance, assisted driving, or self-driving cars, face detection(Facebook and many others are using this to defect and recognize faces), Cancer diagnosis(IMB Watson is using this, which is based on machine learning), Optical networks(Almost all vendors are working to deploy ML in Optical networks) in short machine learning is everywhere nowadays.
[bookmark: _GoBack]
To explain a learning algorithm in simple words. let’s say, if I give you a set of data points and then I ask you to tell that how the computer will essentially set a curve to that data point and in some then somehow learn a model for that data, and then it could use to predict behavior in other situations. The above example is quite closer to what I want to explain about the machine learning algorithm. We would like to have a program that can learn from its experiences, something that can deduce the new facts. I would like to present a simple but attractive definition of ML by “Arthur Samuel” in 1959, according to him “ML is a field of study that can gives computers that ability to learn without being explicitly programmed” and I think he wrote the first program because he also learns from experience.
My main goal here is to explain how a system can learn without been explicitly programed. One way to think about it is to think about how we would normally programmed and how and what we would like from a ML algorithm, I knew nobody would agree upon normally programming because a program would never be normal but let say traditional programming, so in traditional programming the process is that I write a program that I can put to the computer and then it can take data and produce some appropriate output. But in machine learning scenario things are different we would have to give the computer an output from previous experiences, that what I want, and the task of the computer is now to produce a program based on provided previous results as an input to this system. So, this act as a loop, machine learning is using the output of previous system as an input and in results provide us a useful new program. It means we don’t have to program everything, but the system will manage it by its own by the assistance of ML. So, one can say ML is the imperative way of knowledge that can deduce new facts from the old once, in other words it can assume that the past predicts the future. For the experiments we would give some training data to the system and based on that training data we would skilled the system and it would be capable of predicting the future. So, the basic structure would be in three main steps:
1: Training data: Observe set if examples.
2: Infer something that about process that generated that data.
3: Test data: Use the inferences to make predictions about previously unseen data.

Optical networks are been spreading and growing very smartly after the introduction of the SDN intelligible transmission. An SDN platform is used to combined progress in the direction of high-performance hardware and smart software which and this SDN platform provides a compact base for guaranteed novelties in optical networking.

Progressive machine learning algorithms can use the large amount of data obtainable from network elements and to make them learn by experiencing and to style the network in more extra adaptive fashion. The exploration of the applications of machine learning it already pick the concentration of the researchers for enabling a clever optical network. And in my thesis, I have tried to summarize few of the possible machine learning algorithms that is useful in making an optical network automated and I gave a try to provide keenly some possible research directions in near future. As I already mentioned that we are dealing two kind of learning, labeled and Unlabeled, now I just want to clarify both with an example, but before that I want to mention some important issues of concern with the learning of model, a lean model will depend on.
1: Distance matric between examples.
2: choice of feature vector.
3: constraint on complexity of model.
· Specified number of clusters.
· Complexity of separating surface. Want to avoid over fitting problem. (each example is its own cluster, or its own separating surface) 



Machine learning is so hot in communication because of the classification and regression properties machine learning make it possible the automation of the networks. The example of classification in terms of telecommunication is symbol detection. Like QPSK and decision boundaries that classify them into four groups. In addition, we also doing very frequently the Joint carrier frequency and phase offset estimation. The foundation of machine learning algorithms in optical communication are sensors, abstraction, algorithms, and actuators. And the working principle is also same as above mention examples of machine learning. The main approach is to construct nominal model (ask for the baseline), Assume that data are far from the baseline are generated by different process(anomalies). Evaluation of far is usually require a hyper-parameter. And we got a lot of ways to do this. In networking world this automated network is also known by another name called self-driving networks. It means that network would be skilled from the previous data flows and programs going on it and it would skill itself for the future decisions that would take it by its own. And automation and autonomy are based on AI that enable the network designers to tackle that never ending trade-off we have between performance and agility. Where performance refers to traditional speed and feed. while Agility, is the speed at which you can get infrastructure to do something that you did not anticipate. And this the actual goal of AI in networking area to make networks autonomous, which mean to discover things by network itself, also network will configure by itself, furthermore network will monitor by itself, self-correction, detection automatically any problem, and auto establishment customers, Etc. The budget for making a network completely with above features is unknown yet. That would be to allow people to deal with the higher level like new service strategy. Even preventive service formation. Debauched, smart reply to safety parameters. The test for the network engineers of this age is to track a data center for 6 months or more without any human interference with no reduction and compromise in the performance and functionality. 

