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CHAPTER 1 

INTRODUCTION 
 
 
This thesis takes part of an enormous project that starts in 2017 from the Special Session of the IEEE 
conference BioCAS. The “Body Dust” idea was initiated by Prof. Sandro Carrara, senior scientist at 
the EPFL in Lausanne and Prof. Georgiou Pantelis from the Imperial College of London. Early Prof. 
Danilo Demarchi from the DET department of Politecnico di Torino was involved and the first 
working groups were instituted. I just want to specify that actually this project did not receive any 
financial support from the international scientific community.  
“Body Dust” is a very challenging project that is at its early stages of life. It is a futuristic idea that 
could potentially complete revolutionize the diagnostic concept as the doctors define it nowadays. 
Today the routine exams, the more advanced systems to prevent and to perform diagnostics in health 
diseases at their beginning stage, investigate the human body tissues starting from the external 
environment… just think to MRI, PET or TC that are commonly used to observe anomalies on tissues 
or to well recognize cancer. More sophisticated systems start from in vitro analysis of blood: by 
measuring the concentration of some molecules, protein in blood is possible to make decision for the 
healthy or unhealthy state of the patient.  
Imagine having the possibility to do exactly the same things but through microparticles that navigate 
into the human body from the internal space, routing to every organ, every tissue but not only: routing 
to every cell! 
Imagine having millions or billions of systems, conceptually in the order of magnitude of a red blood 
cell that could be simple drink by the patient… It is like drinking a cocktail, a doped cocktail.  
All of these particles flow into the human body continuously monitor the patient parameters in real 
time, in vivo! Through an external detector is possible to ask the dusts the concentration of the 
molecules that they are measuring and is so possible to observe the evolution of the cancer, the effect 
of the therapy or the remaining cell after a surgical removal. 
This is the first project that could make life to the will note “drinkable electronic”: obviously these 
dusts are not chemical molecules but are thought as real chips, integrated circuits (ICs) battery less 
involved into a biocompatible packaging. In particular the first important thing to analyze is the 
possibility to use a material that could cover the IC in order to make it biocompatible and again 
biodegradable.  
Is important that these dusts could enter in some metabolic pathway in order to expel them. If the size 
of these dusts might approximately be equal to the red blood cell is known that they could be simply 
expelled through human metabolism.  
So, at the present stage, the aim of this project is to investigate the feasibility to develop a fully 
drinkable and autonomous bio-electronic CMOS sensor in the form of dust particles, capable to 
identify the source of the disease (tumor mass in particular) and capable to send diagnostic 
information wirelessly outside the body. 
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CHAPTER 2 

BODY DUST RESEARCH 
 
As I said during the introduction, the aim of the “Body Dust” research is to investigate the feasibility 
of a future development of new diagnostic systems in the form of “Body Dust” that first of all need 
to be small enough to support free circulation in human tissue, which requires a total size of less than 
10 µm3, in order to mimic the typical sizes of a blood cell (remember that red blood cells have around 
7 µm diameter). This requirement in terms of size is currently unfeasible observing the present state-
of-the-art in CMOS technology.  
The core idea is the design of a fully packaged CMOS cube, as illustrated in Fig 2.1, which integrates 
all the IC ever built. 
 

 
Fig.  2.1: Concept of CMOS Body Dust. Diagnostic sensing cubes of 10 µm3 comparable with the size of red blood cells. [2.1] 

 
This CMOS cube has to be capable of providing diagnostic through sensing of specific molecules, 
data-telemetry, low-power consumption and biocompatibility. 
In 2012 compact CMOS circuits for glucose sensing have been realized at a size of 0.36 mm2 [2.2] 
and the design could be simplified for “Body Dust” application. Micro-coils with 50 µm of lateral 
size have been published in 2016 [2.3] to provide power in implantable micro-stimulators. Biosensors 
with working electrodes radii of almost 2.5 µm have been published in 2014 [2.4] and successfully 
tested for glucose detection and in 2016 a biocompatible packaging in epoxy-resin to protect 
telemetric diagnostic devices [2.5] have been discovered. 
Considering the described researches, the first prototype of the CMOS Body Dust cube is presented 
in the following Fig. 2.2 and in the following section the main issues related to this new design will 
be presented. 
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Fig.  2.2: First prototype of the CMOS Body Dust cube [2.1]. 

 
2.1 STATE-OF-THE-ART 
 
During this paragraph I want to introduce the state-of-the-art about the main issues related to this new 
project design: integrated potentiostat, powering systems, nano-biosensors on chip and packaging. 
 
2.1.1 STATE-OF-THE-ART: POTENTIOSTATS 
 
The most common approach for biosensing application is the amperometric method: a redox reaction 
normally generates electric current that is proportional to the concentration of the target biomolecule. 
As is shown in Fig. 2.3, in general a circuit, called potentiostat, is required to apply a voltage to the 
reference electrode (RE) with the aim to generate a cell current measured through a working electrode 
(WE). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to read the measured current some instruments are typically required: 

• Transimpedance amplifier (TIA) to convert the measured current into a voltage. 
• Analogue to digital converter (ADC) in order to sample the received voltage preparing it for 

the data transmission. 
 

Fig.  2.3: Three-electrode electrochemical cell with potentiostat (reprinted from [2.1]). 
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In order to achieve to implantable applications, except the low-power consumption, there are some 
others important parameters that need to be taken into consideration: input resolution and dynamic 
range, which defines the range of current that can be measured as the smallest one. A summary of the 
state-of-the-art performances of fully-integrated potentiostats found in literature is presented in the 
following Table 2.1. 
 

Method Input resolution - Max input 
(Dynamic range, dB) 

Power 
(µW) 

Digital 
output Reference 

Resistive TIA 22 pA - 1 µA (93) 90 No [2.6] 
Sigma-delta 100 fA - 0.5 µA (140) 3,4 Yes [2.7] 
Switch-Capacitor 
OpAmp integrator 60 pA - 10 µA (124) 3000 No [2.8] 

Current-mode 8.6 pA - 350 nA (92) 4 No [2.9] 
Table 2.1: Performance of some fully-integrated potentiostats (reprinted from [2.1]). 

 
As the table presents, the TIA is the simplest circuit with a good input current resolution while the 
circuits in the sigma-delta modulator have the better resolution without the need to changing the gain.  
 
2.1.2 STATE-OF-THE-ART: MICRO COILS 
 
Micro-coils are generally fabricated in two different versions: 

• Copper trace (10 µm wide and 2 µm thick) directly fabricated on a substrate and then 
passivated with Si02. 

• Bending an ultra-fine wire of copper with less than 50 µm in diameter. 
In 2016 [2.3] the realized coils have a profile of 50x100 µm2 with a length of 2000 µm and support 
power levels around 0.5 mW, well enough for powering quite complex CMOS full-systems for 
multiplexed detection of human metabolism. 
 
2.1.3 STATE-OF-THE-ART: NANO-BIOSENSORS 
 
Antibodies and aptamers are largely used for detecting cancer biomarkers, such surfaces with highly 
dense bundles of CNT (Carbon NanoTubes) are extremely powerful in terms of sensing performances 
for both enzyme-mediation and direct detection of human metabolites. In the last years several 
approaches have been adopted in order to incorporate CNT onto the sensing electrodes like CVD 
(Chemical Vapor Deposition) growth [2.10], electrochemical deposition [2.11] or micro-spotting 
[2.12]. The following Fig. 2.4 presents an example of how the CNT can move the sensitivity into the 
right pharmacological range of concentration of CP (cyclophosphamide), well known cancer 
chemotherapy compound. 
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Fig.  2.4: Multi-walled CNT on sensing electrodes (A) and detection of chemotherapy compound with or without MWCNT (B) [2.1]. 
 
With the electrochemical deposition, in [2.13] they have successfully obtained sensors with high-
performance by also transferring nano-Pt structures by reaching a maximum sensitivity of 51.6 
µA/(mM cm2) in order to detect not only glucose or potassium but also several other endogenous and 
exogenous molecules as related to human metabolism.  
In order to realize small biochips for portable, wearable, implantable or injectable electronic for 
human health continuous monitoring, the designed IC needs to directly integrate nanostructured 
biosensors to provide high performance on real human samples. Another time using MWCNT is 
possible to monitor several human molecules by integrating proper proteins or enzymes. 
 
2.1.4 STATE-OF-THE-ART: PACKAGING 
 
Biocompatible packaging is one of the most important things to do for implantable or injectable 
electronics because hosting body needs to be protected by inflammatory reactions. Fully sealed 
packaging has been proposed in biocompatible silicone [2.14], semi-permeable membranes for 
sensing aims by using polycarbonate [2.15] or epoxy-resin [2.16]. The biocompatibility of the 
obtained membranes has already been tested with experiments on mice and published in [2.5]. 
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2.2 PROPOSED ARCHITECTURE 
 
The first complete system architecture for “Body Dust” system on chip is proposed in the following 
Fig. 2.5. 
 
 

 
Fig.  2.5: First “Body Dust” first complete architecture for the sensor frontend [2.1]. 

 
In particular it is made up of the following elements: 

• A three-electrodes set containing counter (CE), working (WE) and reference (RE) electrodes. 
• A transimpedance amplifier (TIA) connected to the working electrode to convert the 

measured current into a voltage: high gain, low noise, high dynamic range (> 120 dB) from 
1 pA to 100 µA are needed. 

• A potentiostat to provide a stable bias to the RE need to have a sufficient bandwidth to allow 
cyclic voltammetry. 

• A modulator as a I-to-f converter to convert the sensed current from the TIA to a frequency-
modulated signal, which drive the transmission coils through backscattering. 

• A power rectifier to extract power and generate a regulated supply from the signal received 
by the coils. 

On the top of such CMOS die, an array of aluminum electrodes is formed in order to realize the proper 
electrodes, which allows the platinum deposition (Fig. 2.6). 
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Fig.  2.6: Aluminum electrodes created on the surface of a 0.35 µm CMOS chip [2.1]. 

 
These aluminum electrodes are then directly connected to the IC by underneath metal layers to form 
a complete monolithic solution. 
A first design for the CMOS architecture to interface a glucose biosensor has been already proposed 
by [2.17] containing: an AC-DC rectifier, a band-gap reference, a voltage regulator, a potentiostat, a 
current to frequency converter, a pulse generator and a back-scattering unit (Fig. 2.7). 
 

 
Fig.  2.7: System block diagram [2.17]. 
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In particular the paper asserts that: “[...] the estimated current at the counter electrode ranges from 1 
to 5 nA considering a sensor sensitivity of 1.8 ∗ 10B| 𝐴 𝑚𝑚𝑜𝑙 ∗ 𝑚𝑚⁄  and glucose concentrations in 
human blood ranging from 2 to 7 mmol/mm3.”.  
The measured current will be addressed to a Voltage Controlled Oscillator (VCO) that modulates its 
oscillation frequency according to the well note equation: 
 

𝑓 = 	 $
%∗'()(∗*++

      (2.1) 
 
In which N is the number of the stage of the ring, Ctot is the overall capacitance over every stage, Vdd 
is the voltage supply provided to the ring and I is the measured current.  
The measured current sensitivity of the designed chip was 7 kHz/nA [2.17]. 
By a simple product the quasi-digital signal, that need to be processed through the modulation block, 
has its upper limit near to 35 kHz.  
Because of the point of the research I decide to maintain a higher limit in order to be sure that the 
future modifications on the sensing block could not influence the communication circuit that I design. 
The upper limit and so the maximum frequency of the considered signal will be so set at 100 kHz.  
In order to simplify the concept: the concentration of glucose (or other molecules, if the biosensor is 
differently functionalized) is measured through the biosensor and the designed potentiostat in a 
current form (nA). After that the current is converted into a train of pulses and, therefore, is possible 
to obtain the concentration of the molecule that the signal was representing (glucose concentration, 
for example). 
Of course, once acquired that frequency, the further need of the system is to send out data and, 
therefore, a further CMOS communication-system is needed (may be in form of further layer in the 
hypothesis of a 3D CMOS integration), which is the aim of this thesis together with a properly defined 
communication protocol. Some constraints need to be taken into consideration for the 
communication: first of all, the upper limit of the measured current and so the upper limit of the 
incoming frequency (approximately 100kHz). After that is important to choose the proper 
transmission method: there are several possibilities, using waves in the radio frequency band and so 
RFID transponders, piezoelectric US system (the one that is chosen), electromagnetic (EM) coupling 
in the order of GHz or a linking coil. Each of them has pros and cons, but I will discuss about them 
after in the Chapter 3. In particular the two possible communication methods for this type of 
application are the backscattering or the load modulation and so, the design ends with the choice of 
the proper wavelength: Radio-Frequency (RF) or UltraSounds (US) communication. Despite its 
completely inefficiency through air and bones and its beam-forming I decide to exploit the US 
solution because of its advantages in terms of available power, link efficiency and safety: observing 
the next Fig.2.8 is possible to conclude that both for FDA intensity limit and tissue attenuation for 
biomedical application in general, the US can be used in a very-large-scale applications. 
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Fig. 2.8: UltraSounds (US) and RadioFrequency (RF) comparison in terms of FDA intensity limit (left) and tissue attenuation 

(right). 
 
Moreover, a similar approach has been followed by [4.7] in which an US Load Shift Keying (LSK) 
modulator for deep implanted medical devices has been realized. In this work, the transducer model 
is taken from [4.7] (also implemented in [4.9]) because of its equal f0 operating frequency and scalable 
dimensions for our application. In the Body Dust system, the transponder is so a battery-less system 
that retrieves the DC power supply by rectifying and regulating the incoming US signal. 
So, recapping, from the external stage, the central station, is possible to launch a wave in order to call 
an interrogator put inside the chip: their properties change accordingly on the measured current and 
so the reflected wave changes too. It is then possible to calculate the concentration of the molecule 
that was measured by the sensor placed on the top of the CMOS die. 
In particular there are two important constrains: the energy that the complete system requires and the 
sizes of the full-IC (a target constrain is the physical size of a cell, of a red blood cell). From the 
engineering standpoint, these two constrains do not necessarily go in the same direction.  
Before moving in detail on the discussion about wireless data transmission, I want then to present, in 
the following Fig. 2.9 and Table 2.2, the actual available data about power consumption and total 
area of the block that I have presented in the last Fig. 2.7.  
 

 
Fig.  2.9: Best case total area (left) and power consumption (right) of each block [2.17]. 
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Table 2.2: Total area and power consumption of the architecture blocks [2.17]. 

 
These results, published in 2017 by [2.17] show that it could be possible to realize a system in a total 
area of about 10x10 µm2 that is very close to the real size of a red blood cell. This was the first step 
towards checking the feasibility of the “Body Dust” concept but now, I will start with the discussion 
about the feasibility to design a 3D integrated chip. 
 
2.3 3D INTEGRATION 
 
A more sophisticated idea is to make 3D CMOS integration in order to have the third dimension of 
the cube and so dividing the work into different layers of integration (Fig. 2.10). 

 
Fig. 2.10: “Body Dust” four layers 3D integration. 

 
Through this method is possible to think about having different biosensors working together in order 
to detect, from the front-end layer of the same cube, different human metabolites concentrations. 
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2.3.1 MULTIPLEXING LAYER 
 
A multiplexing layer is needed in order to transmit only one signal at a time. In this layer a word 
generator (simple counter) is used to discriminate the signal type and the proper muxer is used to 
collect all the signal as inputs and to transmit them, one by one, to the communication circuit, that 
will be the third layer of the proposed architecture. The aim is so to treat five different signals that 
came from five different biosensors mounted on the top metal of the front-end layer to measure 
respectively glucose, lactate, glutamate and two different drugs concentrations.  
 
2.3.2 POWER MANAGEMENT 
 
The CMOS cube need to be powered in a proper way: in particular, using US wave as input carrier, 
a piezoelectric material is needed both to receive power and to transmit data. Another element that is 
needed for sure in this layer is the rectifier to provide the proper DC voltage (considered as 1.8 V in 
this phase of research) to all the circuit.  
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CHAPTER 3 

WIRELESS DATA TRANSMISSION 
 
The design and realization of implantable, injectable or ingestible devices, are at the boundary 
between different domains. In particular for what concern the communication: they are at the 
boundary between the Wireless Body Area Network (WBAN) and the external environment (Fig. 
3.1).  
 

 
Fig.  3.1: WBAN (Wireless Body Area Network) and WWAN (Wireless Wide Area Network) [3.1]. 

 
In particular for wireless communications several aspects need to be taken in consideration: 

• Architecture of sensor nodes for short distance communication: 
o Back-scattering or Load modulation (RFIDs). 
o Impulse Radio Ultra-Wideband (IR UWB). 
o Super-regenerative transceivers. 
o Wearable sensor networks. 

• Remotely powered wireless circuits: RF by magnetic coupling, EM coupling, electro-
acoustic coupling (US). 

• Ultra-Low-power wireless communications with specific frequency range for the ICs (MHz 
to GHz). 

One possible communication method is the reflected power, wireless and battery less operation in 
which the power consumption of the tag is minimize and the aim is the generation of the carrier at 
the base station by backscattering the incident wave (Fig. 3.2). 
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Fig.  3.2: Communication by reflected power [3.2]. 

 
In particular for what concern the chip properly, I want to propose here an example of blocks 
architecture for an Ultra-Low-power RFID tag (Fig. 3.3). 

 
Fig.  3.3: Ultra low-power RFID tag [3.3][3.4]. 

 
In the situation described above, the tag is designed for capacitive sensor applications with a printed 
humidity sensor. The readout is fully digital with particular low voltage supple (down to 0.8V) and 
Ultra-Low-power consumption (12 µW). The full circuit is realized with the same technology I use 
(UMC 0.18 µm CMOS) for a wireless data transmission with distance range up to 4 m. 
In order to be more exhaustive and general, the next Fig. 3.4 shows a complete and simple schema of 
the main blocks for remotely-powered sensing chips. 

 
Fig.  3.4: Remotely-powered sensing chip [3.1]. 
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There are two different approaches for data transfer: 
1) One single frequency for remote power and data communication: in this case, a simple 

transmitter in the sensor node provides communication by load modulation or backscattering. 
The power transfer is interrupt during the data transmission and this situation is always a 
trade-off between the optimization of the link for power transfer and for data communication 
(Fig. 3.5). 

 
Fig.  3.5: Single frequency approach [3.1]. 

 
2) Dual frequency approach: in this case one frequency is used for remote power and another 

one to provide data communication. With this method, extra power is required due to the 
active transmitter of the sensor node and an extra antenna is needed for the data 
communication. On the contrary the power transfer could be independent from the data 
communication (Fig. 3.6). 

 

 
Fig.  3.6: Dual frequency approach [3.1]. 
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3.1 LOAD MODULATION 
 
The basic electrical configuration to implement the load modulation method is the inductive coupling. 
As it is shown in Fig. 3.7, there are two sides of the entire system: the reader (external node) and the 
tag (internal chip).  
 

 
Fig.  3.7: Inductive coupling [3.1]. 

 
In the reader side (left): Rsrc and Vsrc are respectively source resistance and voltage, while Rload of the 
tag side (right) is the properly load. Ls1 and Ls2 are the inductance of the coils, Cs1 and Cres2 are the 
capacitance to resonate with coils, Cp1 and Cp2 are the parasitic capacitance of the coils, Rs1 and Rs2 
are the resistive losses of coils and k is the coupling coefficient. 
On the primary side there is a series resonant circuit while on the secondary side there is a parallel 
resonant circuit and the inductive link is made by two coils resonant. 
Data communication by load modulation is provided by the definition of two states for a binary 
communication: 

• First state corresponds to maximum power transfer (Rload). 
• Second state is created by modifying the value of the load. 

The principle of this binary communication is to use one single switch in series or in parallel with the 
load to change its value. The position of the switch is controlled by the data signal (Fig. 3.8). 

 
Fig.  3.8: Two possible architecture for load modulation (series or parallel switch) [3.5]. 

 
• Single switch in series with the load: when it is closed there no effect on the Rload because 

the RON of the switch is negligible. When the switch is opened Rload is disconnected from the 
rest of the circuit and here is possible to achieve the load modulation. 

• Single switch in parallel with the load: when the switch is opened there are no effects on 
Rload but when the switch passes to the closed condition Rload is shortened and the load 
modulation is performed. 

In particular the reflected impedance 𝑍-./ on the primary side can be expressed by the following 
equation 3.1 (parasitic capacitance of the two coils are neglected). 
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𝑍-./ = 	
0121345341

6417803417
9:);+

5<=>?@A419:);+

     (3.1) 

 
If the first architecture is considered (switch in series), the modulation, as I mentioned before, is 
performed when the switch goes into the opened condition, and in this case the impedance of the 
equation 3.1 became the one in following equation 3.2. 
 

𝑍-./ = 	
0121345341

641780341B	
=

>?@A41

     (3.2) 

 
Considering, on the contrary, the second architecture with the switch in parallel, here the modulation 
is performed when it goes on the closed condition and the impedance became the one in the following 
equation 3.3. 
 

𝑍-./ = 	
0121345341
641780341

     (3.3) 
 

So, concluding, by modifying the reflected impedance (choosing one of the two proposed 
architectures) is possible to modify also the voltage V1 on the primary side, because it is affected by 
Rload: in one state, called “high state”, the amplitude of the voltage V1 on the primary coil is higher 
than in the other state entitled “low state”. Principal drawbacks on load modulation are the 
impossibility to go deeply in human tissue due to the high attenuation and the completely inefficiency 
of the link when the two sides are not perfectly parallel (the transmission efficiency is ideally up to 
0% when the secondary side is rotated at 90° with respect to the first one). Load modulation is actually 
used for subcutaneous implants or wearable systems. 
 
3.2 BACKSCATTERING  
 
Backscattering modulation is particularly suited when the power constraints are not the same on both 
sides of the radio link, for example for biomedical applications and wireless memory tag [3.6][3.7]. 
The application of backscattering into the “Body Dust” project could be as well presented in the 
following Fig. 3.9. 

 
Fig.  3.9: Backscattering for remotely powered tags [3.1]. 
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So, in this case is possible to modulate the incoming signal without using an inductive link but simply 
measuring the properties of the wave reflected by the tag. 
 
3.2.1 INDUCTIVE COUPLING 
 
Inductive coupling is generally used for near-field regions: 

• 𝑑 < 	 ƛ
WI

 
• The typical frequency bands are between 125 kHz and 14 MHz. 
• The effective operation distance is less than 10 cm. 
• Higher energy efficiency at short distance. 
• Load modulation operation is the mostly used for data communication. 

 
In general, inductive coupling (magnetic field operation with coils as antennas) or capacitive coupling 
(electric field operation with metallic surfaces as antennas) are performed. The available power at the 
input tag is a function of 𝑑B�. 
 
3.2.2 ELECTRO-MAGNETIC COUPLING 
 
The Electro-Magnetic (EM) coupling is generally used in far-field regions (Fig. 3.10): 

• 𝑑 > 	 ƛ
WI

 
• The typical frequency bands are between 868 MHz and 3 GHz. 
• The maximum effective operation distance is about 15 meters. 
• Higher data bit rate due to the larger frequency bandwidth available. 
• Backscattering operation is the mostly used for data communication. 

 
In far-field the typical antennas are made by n-poles typed like monopole, dipoles of folded dipole. 
In general, the available power at the input of the tag is a function of 𝑑BW	and  ƛW. 
 

 
Fig.  3.10: Estimation of the input power in far field [3.8]. 

 
The power density at the tag antenna is described by the following equation 3.4. 
 

𝑆 = 	𝑃E$6F ∗
G

HIJ1
      (3.4) 

 
Where 𝑃E$6F	is the irradiated power defines as following equation 3.5. 
 

𝑃E$6F = 	𝑃K	𝐺K       (3.5) 
 
The collected power by the tag antenna, or the real power available to the load is defined by the 
equation 3.6. 
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𝑃M* = 	𝐴E	𝑆        (3.6) 
 
In which 𝐴E is the antenna opening defined as follows (equation 3.7). 
 

𝐴E = 	𝐺- ∗
ƛ1

HI
        (3.7) 

 
𝐺K is the gain of the transmitted antenna while 𝐺-  is the gain of the receiver one. 
 
3.2 BACKSCATTERING DATA COMMUNICATION 
 
As I have already explained before, in the backscattering communication the carrier is generated in 
the interrogator node also called reader. The tag, or transponder, modulates and reradiates the 
incoming signal from the interrogator when there is a high impedance mismatch (Fig. 3.11). 
 

 
Fig.  3.11: Backscattering data communication principle (left) and modulation of the RF carrier (right) [3.1]. 

  
In this situation, the power consumption of the tag is minimized because it does not include an 
oscillator to generate the carrier, but it is a simple modulation of the received one. 
In particular, a binary configuration is possible: 

• If the data bit is equal to 1 the load is mismatched to the tag antenna and all the power of the 
incoming signal is reflected to the interrogator. 

• If the data bit is equal to 0 the load is matched to the tag antenna and all the power of the 
incoming signal is adsorbed by the tag. 

Obviously the two situations are complementary and so the two possible configurations are presented 
in the following Fig. 3.12. 

 
Fig.  3.12: Series and parallel impedance switcher [3.1]. 
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The reflection coefficient Γ at the antenna-tag interface can vary both in amplitude and in phase and 
so two basic binary modulation types are possible. 
 
3.2.1 ASK MODULATION 
 
ASK is the Amplitude Shift Keying (Fig. 3.13). 

(A) 

 
(B) 

 
Fig.  3.13: ASK modulation: electrical configuration (A) and reflected modulated signal (B) [3.1]. 

In this type of modulation when the transmitted bit is 1 the switch is closed while when the transmitted 
bit is equal to 0 the switch is open. 
This is the simplest modulation and it will be used as OOK modulation (On-Off Keying) in the proper 
communication circuit (Chapter 5). 
 
3.2.2 PSK MODULATION 
 
PSK (Phase Shift Keying) is a little bit complicated in terms of electrical circuit analysis (Fig. 3.14). 
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Fig.  3.14: Electrical model of PSK modulation [3.1]. 

 
Observing the figure above, in B both the adsorbed active power and the reflected active power are 
constant while in A the voltage at tag input is however not constant. The reflected signal is modulated 
by the switch that in this case is in parallel with a capacitive component and, in particular, when the 
switch is closed bit 1 is transmitted while when it is open bit 0 is transmitted (Fig. 3.15). 

 
Fig.  3.15: PSK reflected modulated signal [3.1]. 

 
The two introduced modulation methods need to be compared in terms of performances in order to 
understand if one is preferable with respect to the other. In particular in [3.8] the BER (Bit Error Rate) 
is taken as an indicator of the performances of the two different modulations (Fig. 3.16). In order to 
be clear 𝐵𝐸𝑅	 = 	10BH means that 1 bit is not correct over 10000. Random noise could be a potential 
crucial point for the transmission because can make the translate of the signal by the receiver very 
difficult: in particular the transition time periods (between the two different logical states) may 
become very hard to recognize. So, the BER influences a lot the transmission efficiency introducing 
random errors that may converge in misunderstanding on the translation. 
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Fig.  3.16: ASK and PSK comparison by BER [3.9]. 

 
In the figure above there are two parameters on the x-axis: Eb is the average energy per bit and N0 is 
the noise level at receiver input. 
The real responsible of the modulation is the reflection coefficient 𝛤 (equation 3.8). 
	

Γ = 	 6Q	B	6RST		
6Q	7	6RST	

	       (3.8)	
 
The matching condition is achieved when Γ = 0 and 𝛼 = 1 (Fig. 3.17). 
 

 
Fig.  3.17: Reflection coefficient [3.1]. 
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CHAPTER 4 

CMOS DESIGN 
 
4.1 CMOS IC design  
 
The proper design of the communication circuit is implemented through Cadence Virtuoso IC6.1 and 
the technology I chose is UMC 180 nm CMOS. The idea is to start with this Process Design Kit 
(PDK), that is relatively elderly and cheap, because the issue at this starting point is to understand the 
limits of the testing circuit in terms of occupied area and power consumption. As the architecture is 
successfully obtained, is so simple to reproduce it using more advanced technologies scaling all the 
protocol from 180 nm to 130 nm for example. 
CMOS (Complementary Metal Oxide Semiconductor) IC (Integrated Circuit) design process consist 
on a specific flowchart that all the designers need to follow (Fig. 4.1). 
 

 
Fig.  4.1: Flowchart for the CMOS IC design process (reprinted from [4.1]). 
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The issue of this thesis is to perform the task described in the red box of the chart above. I have 
already explained the specification of this research in the Chapter 2, the inputs of the circuit are: 

• the processed signal extracted by the sensor; 
• the digital word that is needed in order to discriminate different meaningful signals. This 

word will be considered as a 3 parallel input that came from the multiplexing layer of the 
complete IC project. 

An entire CMOS project could be inserted into the very large scale integrated (VLSI) circuit chip, 
which will contain thousands or millions of metal oxide semiconductor field effect transistors 
(MOSFETs). In the following Fig. 4.2, there is a simple illustrated description of the fabrication flow 
for NMOS e PMOS transistors separated by FOX (Field OXide) as isolators. 

 
Fig.  4.2: General NMOS e PMOS process flow [4.1] 

 
Writing about MOSFETs it is important to define the symbols and a global way to call them in order 
to be clear and exhaustive. The general symbols to represent NMOS and PMOS devices are the ones 
shown in Fig. 4.3. 
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Fig. 4.3: Symbols to represent MOSFETs. (a) and (b) NMOS e PMOS in which bulk terminal is supposed connected do ground 
(NMOS device) or VDD (PMOS device). Drain and source are interchangeable. (c) and (d) bipolar-derived symbols where the 

arrow represents the direction of drain current flow (derived from a bipolar junction transistor symbol). (e) and (f) NMOS e PMOS 
schematic drawn view of the simulator used where the arrow in the bulk terminal represents the p-substrate (or p-well) to n-channel 

diode (NMOS) or the p-channel to n-well diode (PMOS). [4.1] 
 

In particular the symbols in Fig. 4.3e-f are the perfect explanation of the real MOSFETs (Fig. 4.4). 
 

 
Fig. 4.4: NMOS e PMOS transistors 
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4.2 CIRCUIT LIBRARY 
 
Approaching for the first time to CMOS design, the first important thing to do is to create a starting 
library with all the digital component, all the logical ports and all the stable elements in order to start 
thinking on the organization of the circuit. All of these elements are simply made using the described 
transistors in a properly correct way. The first three components are so: inverter, NAND (AND) and 
NOR (OR). These three ports (five, in reality) are probably the most important: they are the first 
pieces to completely build most digital circuits. 
 
4.2.1 INVERTER (NOT) 
 
The inverter is the simplest element made using only two transistors, one NMOS and one PMOS, 
creating four pins: input (IN), output (OUT), ground (gnd) and voltage supply or Vdd (Fig. 4.5.). 
 

  
 

Fig.  4.5: CMOS inverter schematic (left) and logic symbol (right).  
 

The inverter performs the simple logic operation of A to not(A) as Fig. 4.6 shows. When the input to 
the inverter is connected to ground, the output is pulled to VDD through the PMOS device M1 (and 
M0 shuts off). When the input terminal is connected to VDD, the output is pulled to 
ground through the NMOS device M0 (and M1 shuts off).  
 

 
Fig.  4.6: Transient analysis of minimum size inverter. 
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For the inverter I will extend the discussion introducing all the important parameters to control the 
characteristics of the inversion. All of these considerations are also valid for all the elements that I 
will introduce later. 
In particular, as the components are not ideal, switching from high logic level (1) or Vdd supply 
voltage to low logic level (0) or ground (gnd) and vice versa are time dependent. In general, it is 
possible to describe the transfer characteristic of the inverter highlighting the switching point (Fig. 
4.7). 

 
Fig.  4.7: Transfer characteristic of the CMOS inverter highlighting the switching point (left) and ideal transfer characteristic (right) 

[4.1].  
 
As the figure shows, it is possible to divide the real voltage transfer plot wave in three different 
regions: 

• In region 1 the PMOS is on while the NMOS is off. 
• In region 2 the two MOSFTEs are both on. 
• In region 3 the PMOS is off while the NMOS is on. 

At the point C (inverter switching point) both M0 and M1 are in the saturation region. The ideal 
switching point voltage VSP is exactly the half of the supply voltage Vdd but, in reality, it depends on 
many factors. Since the drain current at the switching point must be equal for both NMOS and PMOS 
is possible to calculate the switching point by simple manipulation of the equation 4.1 below: 
 

UV
W
(𝑉ZF − 𝑉\]^)W 	= 	

U`
W
(𝑉aa − 𝑉ZF − 𝑉\]b)W				   (4.1) 

 
Obtaining the following result: 
 

𝑉ZF = 	
cdVd`

*TeV7	(*ffB*Te`)	

G7cdVd`

       (4.2) 

 
In which 𝑉\]^ and 𝑉\]b  are typical values voltage supply dependent, 𝛽^ and 𝛽b depends on the sizes, 
length (L) and weight (W), of the CMOS devices. In particular: 
 

𝛽^ = 	𝐾𝑃
ij
3j

        (4.3) 
 

𝛽b = 	𝐾𝑃b
i5
35

        (4.4) 
 
 
Where KP is the transconductance parameter of the CMOS devices (�M

*1
). 
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Concluding, by varying the relative sizes of the two transistors is possible to shift the switching point 
and so modify the transition times from one logic level to another. 
This effect has its electrical explanation by observing the electrical model of the inverter in Fig. 4.8 
below. 

 
Fig.  4.8: The CMOS inverter switching characteristic using the digital model. [4.1] 

 
As the figure shows there are two total capacitances that came from the input and output connections 
and two resistances in series with the two switches that are the simplest electrical model of the 
transistors (notice that here the switches are shown both open but in practice one of them is close 
making the output connection with Vdd or gnd).   
The total effective input capacitance is:  
 

𝐶l^ =
m
W
(𝐶noG + 𝐶noW)          (4.5) 

 
While the total output capacitance is: 
 

𝐶nqK = 𝐶noG + 𝐶noW          (4.6) 
 
And so, the intrinsic propagation delay of the inverter is simply: 
 

𝑡F3] = 0.7	𝑅bW	𝐶nqK          (4.7) 
 

𝑡F]3 = 0.7	𝑅^G	𝐶nqK          (4.8) 
 

The real effect that is noticeable by varying the ratio between 𝛽^ and  𝛽b is to increase or decrease 
the intrinsic propagation delay.  
The figure below shows exactly, qualitatively, the effect of all of this discussion through a simple 
simulation in Cadence in which the width of the PMOS is increased from the minimum value for the 
UMC 180 (240 nm) to four times that value (960 nm). Maintaining equal lengths, this operation 
modifies the ratio between the bethas (𝛽^/𝛽b) and the effect is the shifting of the switching point and 
consequently the modification of the propagation delay. 
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Fig.  4.9: Reduction of L-H transition time by increasing the PMOS width from 240 nm (dark blue wave) to 960 nm (light blue wave). 
 

The two input and output capacitances of whose 
above will be automatically generated after the 
extraction of the parasitic capacitances from the 
layout of the inverter device.  
In particular in Fig. 4.10, the layout of the inverter 
is shown: all the circuit connections are made using 
ME1 (light blue) and PO1 (dark blue). Two VIAs 
are created, N-WELL implant for the voltage 
supply Vdd and P-WELL diffusion for the ground 
(Fig. 4.10). 
 
After designing the inverter, I used Assura in order 
to verify DRC (Drawing Rule Check) and LVS 
(Layout Versus Schematic).  
 
Now running Quantus QRC, it is possible to 
extract all the parasitic capacitances and so making 
another time the simulation in order to observe if 
the parasitic capacitances influence the 
functionality of the device.  
 
In the Fig. 4.11 below the extracted view is 
presented. 
 
 
 
 Fig.  4.10: Inverter layout 
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Fig.  4.11: Extracted view of the CMOS inverter (center). Input parasitic capacitance (left) and output parasitic capacitance (right). 
   
At this point the post-layout simulation is performed and the result are shown in Fig. 4.12. 
 

 
 

Fig.  4.12: Pre and Post-layout simulation of an inverter. Differences for rise timing between the two outputs. 
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As the figure shows there are some small difference between the outputs before and after the insertion 
of the parasitic capacitance. This is an important aspect that need to be taken into consideration for 
the custom design of the full circuit because here, for the inverter alone, the parasitic capacitances do 
not influence too much the output because the metal net connections are very small (proportional to 
the device sizes) but they could not be negligible for more complicated devices.  
The following sections are organized showing in the order the component schematic: the symbol 
view, the transient analysis, the layout design, and the extracted view. 
 
4.2.2 NAND  
 
NAND port is composed by four transistors, two NMOS and two PMOS. Here the number of pins 
change accordingly to the number of inputs that the port can analyze: instead of the standard two 
inputs cell (Fig. 4.13) is possible to increase the number of inputs to 3, 4, 8 and so on. 
 

   
Fig.  4.13: CMOS NAND schematic (left) and symbol view (right), 

   
If the two inputs are A and B the NAND perform the logical not(AB). In Fig. 4.14 the result of the 
simulation is shown using two a-phased squares waves as inputs. 
 

 
Fig.  4.14: Transient analysis for a minimum size two input CMOS NAND port. 
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The layout of the two input NAND gate is presented in the following Fig. 4.15. It is important to 
observe that the design is made trying to reduce the sizes and so overlapping the transistors. 
 

 
 

Fig.  4.15: NAND layout. 
 
By extracting the parasitic capacitances (Fig. 4.16) is possible to observe also in this case some small 
differences between the simulations pre and post-layout caused by the capacitors. 
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Fig.  4.16: Extracted view of NAND. 
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4.2.3 AND 
 
In order to design the AND port a simple combinational operation is performed. The output is the 
same of the NAND one but inverted. In the Fig. 4.17 the schematic and symbol views are presented. 
 

   
 

Fig.  4.17: AND schematic view (left) and symbol (right). 
 
Here, below, in the Fig. 4.18, the transient analysis of a simple two inputs AND port is shown, using 
the same square waves than before to analyze the output that is exactly the same of the NAND one 
but inverted. 
 

 
 

Fig.  4.18: Transient analysis for a minimum size two input CMOS AND port. 
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The layout of the AND is presented in the Fig. 4.19 and the extracted view is show in the next Fig. 
4.20. 
 

 
 

Fig.  4.19: AND layout. 
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Fig.  4.20: Extracted view of AND port. 
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4.2.4 NOR  
 
The NOR port is usually composed by four transistors, two NMOS and two PMOS. Also here, the 
number of pins change accordingly to the number of inputs that the port can analyze: instead of the 
standard two inputs cell (Fig. 4.21) is possible to increase the number of inputs to 3, 4, 8 and so on. 
 

   
 

Fig.  4.21: CMOS NOR schematic (left) and symbol view (right), 
   
If the two inputs are A and B the NOR gate perform the logical not(A+B). Fig. 4.22 shows the result 
of the simulation using two a-phased square waves as inputs. 
 

 
 

Fig.  4.22: Transient analysis for a minimum size two input CMOS NOR. 
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Fig. 4.23 shows the layout of the two inputs NOR. It is important to observe that also in this case the 
design is made trying to reduce the sizes and so overlapping the transistors. 
 

 
 

Fig.  4.23: NOR layout 
 
By extracting the parasitic capacitances (Fig. 4.24) is possible to observe also in this case some small 
differences between the simulations pre and post-layout caused by the capacitors. 
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Fig.  4.24: Extracted view of a NOR. 
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4.2.5 OR 
 
In order to design the OR, a simple combinational operation is performed. The output is so that of the 
NOR one but inverted indeed. In the Fig. 4.25 the schematic view is presented in a different form 
with respect to the AND one. In this case, I use the NOR and inverter already made instead of the 
transistors. Fig. 4.26 shows the symbol view. 
 

 
 

Fig.  4.25: OR schematic view. 
 

 
 

Fig.  4.26: OR symbol view. 

Here, below, in the Fig. 4.27, the transient analysis of a simple two inputs OR is depicted using the 
same square waves used for the NOR simulation: the output is exactly the same of the NOR one but 
inverted indeed. 
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Fig.  4.27: Transient analysis for a minimum size two input CMOS OR. 
 
The layout of the OR is presented in the Fig. 4.28 and the extracted view is shown in the next Fig. 
4.29. 

 
 

Fig.  4.28: OR layout. 
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Fig.  4.29: Extracted view of an OR. 
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4.3 COMMUNICATION CIRCUIT DESIGN 
 
The starting library is then completed with the previous components design and, therefore, it is 
possible to start the design of the proper communication circuit. The situation is the one described in 
the Fig. 4.30 below: the incoming wave is considered as a quasi-digital signal between 0 V (gnd) and 
1.8 V (Vdd) with 10 µs period (100 kHz frequency) and duty cycle of 50%. The output of the circuit 
must be a digital signal that contain almost 3 bits for the digital word coming from the multiplexing 
layer to discriminate different types of extracted signals and almost 1 bit for the header in which the 
information of the synchronization with the rising edge of the incoming signal is stored.  

 
Fig.  4.30: Specification of the communication circuit. 

 
The functioning of the system is very simple and clear: whenever a rising edge of the incoming quasi-
digital signal is detected a train of pulses is generated accordingly to the digital word provided from 
the parallel inputs. The frequency of these pulses need to be chosen taking into consideration the 
electrical model of the transducer, the scattering model of the incident and reflected waves that hit 
the transducer from the external base station and the maximum number of bit that are important to 
transmit. In the hypothesis of a first scenario with a range of transmitted bits between 4 and 8, the 
frequency of the generated pulses is fixed around 1 MHz. 
From these first consideration two elements are needed for sure into the communication circuit: a 
ring oscillator around 1 MHz and a Front-End monostable with the goal of recognize the rising edge 
of the incoming signal. 
For what concern the word provided from the multiplexing layer (3 bits to discriminate the 5 different 
sensors mounted on the front-end layer), the simplest way to traduce it in a pulse series is to use a 
register, in particular a Parallel-Input-Serial-Output register (PISO). The register is triggered by the 
oscillator clock, while another circuit is needed. In this case, the PISO Input Conditioning is just a 
combinational circuit that triggers the writing and the shifting starting point of the register. This is 
fundamental since the serial word (output of the PISO) needs to be synchronized with the rising edge 
of the front-end signal. 
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At this point all the components of the circuit are presented as in Fig. 4.31 and now the generated 
signal (1 MHz data) need to modulate the impedance of the transducer in order to make the 
backscattering transmission method functioning.  

 
Fig.  4.31: Communication circuit main blocks. 

 
I have already spoke about backscattering and wireless data transmission on Chapter 3 and, for here, 
the train of pulses generated by the proper circuit modulates the frequency of the opening and closing 
of a switch (simple transistor appropriately sized). The switch modulates the impedance of the sensor 
node (transducer), which ends with the variation of the reflected wave by the changing of the 
reflecting coefficient. In this way, an amplitude modulation ASK in performed (Fig. 4.32). 

 
Fig.  4.32: Switch modulation of the communication circuit. 
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Summarizing:  
• A train of pulses (at the RO frequency) is generated by the PISO register for each rising edge 

of the front-end signal. 
• The pulses modulate the opening or closing of a switch that makes the final transducer in 

connection with the other parts of the circuit or short-cut it to ground. 
• The switch modulates the impedance matching between the full-matched condition and the 

complete mismatched condition, enabling data transmission outside the body. 
• The impedance modulation ends with the modification on the reflection coefficient of the 

system. 
• The reflected wave is also modulated in amplitude. 
• It is simple to translate this amplitude modulation in a bit address in the external base-station. 
• Measuring the distance (in µs) between two equal digital words (silence time or “0 time”) the 

frequency as emerging from the front-end signal is detected. 
• Knowing the relationship between frequency and current (current to frequency converter is 

used in the extraction phase) and the sensitivity of the sensor, it is possible to calculate the 
concentration of the monitored molecules (glucose, lactate, glutamate, drugs, ...). 

 
The following sections are made in order to describe in detail all the parts of the transmission circuit 
as per the block diagram in Fig. 4.32. 
 
4.3.1 RING OSCILLATOR 
 
In literature there are several models of RO (Ring Oscillator) for low frequencies oscillations, while 
for the specific applications discussed here I modeled a new type of oscillating-ring by merging 
different typologies since specific constrains on both power and size need to be considered. Fig. 4.33 
presents the simplest possible three stages ring oscillator. 
 
 

 
Fig.  4.33: Three stages ring oscillator. 

 
The generated frequency can be approximated by the following equation 4.8: 
 

𝑓 = 	 $
%∗'()(∗*++

            (4.9)  
 
where: N is the number of the ring stages, Ctot is the overall capacitance over every stage, Vdd is the 
voltage supply provided to the ring and I is the flowing current.  
With this kind of ring the obtained oscillation frequency is the one simulated in the following Fig. 
4.34. 
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Fig.  4.34: Transient simulation with three stages simple ring oscillator at 5 GHz frequency. 
 
Several strategies can be applied to decrease the oscillation frequency. In particular, there are four 
parameters in equation (4.8) on which can operate: 

• Vdd: to increase the voltage supply is not a good idea, on the contrary there are several articles 
in which Vdd is deliberately decreased in order to reduce the power consumption [4.2]. Is 
important to remember that the power consumption is linear dependent with the voltage 
supply (𝑃 = 𝑉 ∗ 𝐼).  

• N: is possible to decrease the frequency simply by increasing the number of stages. The 
question now is: how many stages are needed in order reach the volute oscillation? Too much. 

• I: to limit the current flowing into the inverter is a valid solution. Also in literature, this idea 
is applied through different current limitation methods [4.3]. 

• Ctot: the simplest way is to increase the overall capacitance by adding capacitor at every output 
stage. 

The configuration of a ring oscillator like the one in Fig. 4.33 may be implemented as shown in Fig. 
4.35: three inverter stages with three capacitors C. 

 
 

Fig.  4.35: Three stages RO with capacitors. 
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In order to understand the order of magnitude of the capacitance required to reduce the oscillation 
frequency, I have implemented sweep capacitances in the schematic in Fig. 4.36 by obtaining the 
result in Fig. 4.37. 

 
Fig.  4.36: Schematic RO view. 

 
Fig.  4.37: Capacitance VS ring oscillation frequency.  

 
As the graphic shows very well, a 10 pF capacitance is needed in order to generate a 1 MHz frequency. 
However, a capacitor of 10 pF takes up to 10 x1000 µm2! 
In reality there is another possibility: to combine the capacitive effect with a starved configuration 
[4.3] of other two transistors (gate connected with drain) used as a current limiter (Fig. 4.38). 
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Fig.  4.38: Starved configuration of three stages ring oscillator. 

 
Now, if I repeat the same simulation than before but using the above-reported configuration, with the 
minimum size transistors, the result is now as shown in Fig. 4.39. 
 

 
Fig.  4.39: Capacitance VS ring oscillation frequency in a starved configuration three stages ring. 
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Comparing the two graphs is simple to deduce that now the capacitance needed in order to have 
almost 1 MHz oscillation is decreased from 10 pF to 1pF and so the sizes of the capacitors are also 
reduced of a factor 10. This strategy is not sufficient because the occupied area is still too large: 
another well-known configuration to be considered is the one in which resistances are connected at 
every output stage in order to decrease the current and, thus, the oscillation frequency (Fig. 4.40).  

 

 
Fig.  4.40: Resistance VS ring oscillation frequency (bottom) in a simple three stages ring (top). 

 
As the graphic shows, high resistance values are needed in order to decrease the frequency: again, 
the problem is on the sizes! I am trying to reduce the capacitance value in order to reduce the sizes: 
applying series resistors is not a good solution because the resistors now take the area spared by the 
smaller capacitance.  
There is also another choice: to exploit the proper sizes of the transistors used in the starved 
configuration. In particular a long and thin transistor (pass transistor) behaves like a resistance. Under 
this hypothesis, the frequency is analyzed in the following graphs by sweeping the proper parameters 
in case of transistors (both PMOS and NMOS). In the Fig. 4.41 below the simple three stages 
configuration ring is compared with the starved one changing sizes of the transistors.  
 

0

0,2

0,4

0,6

0,8

1

1,2

1 10 100 500 1000

f (
M

Hz
)

R (kΩ )

OSCILLATION FREQUENCY VS RESISTANCE



Politecnico di Torino – July, 2019 59 

 
(A) 

 
(B) 

 
(C) 

0

0,2

0,4

0,6

0,8

1

1,2

180 360 720 1440 2880

f (
M

Hz
)

ln (nm)

OSCILLATION FREQUENCY VS NMOS LENGTH

Starved

Standard

0
0,2
0,4
0,6
0,8

1
1,2

180 360 720 1440 2880

f (
M

Hz
)

lp (nm)

OSCILLATION FREQUENCY VS PMOS LENGTH

Starved

Standard

0

0,5

1

1,5

2

2,5

240 480 960 1920 3840

f (
M

Hz
)

wn (nm)

OSCILLATION FREQUENCY VS NMOS WIDTH

Starved

Standard



Politecnico di Torino – July, 2019 60 

      
(D) 

Fig. 4.41: Oscillation frequency of both simple (orange) and starved (blue) configurations VS transistors sizes: NMOS length (A), 
PMOS length (B), NMOS width (C) and PMOS width (D). 

 
As expected, the best configuration to reduce the oscillation frequency is that with transistors used 
like resistances (current limitation with pass transistor) and so long and thin channels. In order to 
design the proper starved ring oscillator (SRO), the minimum width of both NMOS and PMOS 
transistors is chose (240 nm) and the other parameters are changed in order to find almost a 1 MHz 
oscillation without using big capacitors in terms of sizes. The final circuit is shown in Fig. 4.42 with 
both NMOS and PMOS being 360 nm in length and 240 nm in width while the three capacitors have 
a capacitance of only 200 fF. 
By increasing the length of the transistors is possible to reduce the capacitance accordingly, but, as a 
matter of fact, the total area improvement is less than 10 %. Further, this would negatively affect the 
SRO performance reliability, in particular by making the oscillation frequency highly dependent on 
parasitic capacitance. After simulating different trade-off in this regard, I deemed the proposed design 
a safe and good solution. 
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Fig.  4.42: Final configuration of 1 MHz starved ring oscillator.  
 

Finally, Fig. 4.43 presents the outputs in testing the above configuration for the ring oscillator. 
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Fig.  4.43: Transient simulation with three stages starved ring oscillator at almost 1 MHz frequency. 
 
Comparing this simulation with that obtained with the simple three-stage ring oscillator (Fig. 4.34), 
it worth to note that, even though both the rings are powered with 1.8V as a voltage supply, the last 
simulation does not provide neither an upper nor a lower limits in the oscillations close to 1.8V or 
0V, while the previous does. Here, the limits are instead 1.25 V (higher) and 300 mV (lower). This 
output is undesirable but necessary because, as I am using pass transistor as resistance, the core of 
the ring does not have all the current available before (I limit its flowing by starving) and so the 
amplitude of the oscillation results reduced. This is not a big problem, but it is important to take it 
into consideration for the designing of the next components and, in particular, because the output of 
the ring oscillator is used as a clock for the PISO register.  
Other issues arise about the post-layout simulations since the presence of three capacitors, considering 
that the parasitic components are not negligible. It is simple to imagine that most of the parasitic 
capacitances are located, in the ring, between the connection by the output of one stage to the input 
of the following one (Fig. 4.44). 

 
Fig.  4.44: First stage model of parasitic capacitance in ring oscillator. 

Following the equation 4.9 below, it is possible to estimate the Cp values and to make some 
consideration about the post-layout simulation circuit. 
 

𝐶b()( = 2 ∗ 𝐶b = 2 ∗ 	 W
m
𝐶no𝑊𝐿     (4.10) 

In which Cox is the capacitance per area provided by the used CMOS technology, usually equal to 
8 /�
��1. Imaging now an area (𝑊𝐿) of 1	𝜇𝑚W for the total parasitic capacitance, we have about 11fF. 
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This capacitance is in parallel with the real capacitance C (200fF) and so, what is expected from the 
post-layout simulations is that the parasitic capacitance influences the oscillation of the ring for a 
5.5%. Fig. 4.45 below presents the final layout of the starved ring. 
 

 
 

Fig.  4.45: Starved ring oscillator layout. 
 
As evident, the large majority of the design area is occupied by the three capacitors (40x25 𝜇𝑚W).  
 
As expected, post-layout simulations, as compared with the original design (cfr. Fig. 4.46) shows a 
reduction of the oscillation frequency, as per the consideration made above about parasitic 
capacitances in between the ring’ stages. 
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Fig.  4.46: Transient simulation comparing schematic (green) and post-layout (red) starved ring oscillator. 
 

Post-layout simulations show here a reduction of the frequency in the order of 3.2%. The percentage 
of decreasing is smaller than the calculated one because, obviously, the area is not exactly 1	𝜇𝑚W. 
This post-layout oscillation frequency is acceptable, even if slightly reduced, since the result is good 
any way for the aim of the work. 
Finally, the power consumption of the entire ring is another critical since it is supposed to operate 
under power transfer condition by exploiting collection of energy by a micro-coil. A simple operation 
is then performed in order to estimate the average of the dynamic power among the duration of the 
simulation. The value obtained by the simulations is around 9.5 𝜇𝑊. 
Targeting in-body applications, another important parameter is the sweeping of temperature. All the 
simulations done are made at 47°C as a reference temperature while the chip will operate indeed into 
the body at a temperature oscillating between 35°C and 40°C. In the following Fig. 4.47 the 
temperature sweep is simulated testing the ring from 27°C to 47°C . 
 

 
 

Fig.  4.47: Frequency shifts of the ring VS temperature sweeping between 27°C and 47°C. 
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4.3.2 PISO REGISTER 
 
As the literature suggests [4.4], the simplest way to design a register is to use flip-flop (FF). The idea 
is to connect subsequently N flip-flops in order to be able to shift the digital word every rising edge 
of the clock. Flip-flop is a bi-stable memory element and it is the starting point for every circuit that 
need to dynamically store data with low space and ultra-low power consumption [4.1]. 
Before going in details on the PISO register, the typical flip-flop needs to be introduced first. 
 
4.3.2.1 FLIP-FLOP SET RESET 
 
A simple memory element is the two inputs SET-RESET flip-flop. It is simply made through two 
NOR gate, it has two outputs (in which one is the inverted of the other) and the truth table is the one 
described in the following Fig. 4.48. 

 
Fig.  4.48: Set-reset latch made using NOR gates (left) and truth table (right). [4.1] 

 
The first condition of the truth table is the memory one: when both inputs are set to 0 the outputs 
maintain their logical states. The last condition is forbidden while the other two are commands 
conditions. Schematic and symbol views of this simple FF are shown in the next Fig. 4.49. 
 

   
 

Fig.  4.49: Set-reset latch schematic (left) and symbol (right) views. 
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The functioning of the circuit above is simulated through a transient analysis and the result is shown 
in Fig. 4.50. 
 

 
 

Fig.  4.50: Transient analysis of a set-reset latch. 
 

4.3.2.2 FLIP-FLOP LATCH ENABLE 
 
This FF has the same two inputs of the previous set-reset latch, but it has a third one (Latch Enable 
or LE input) that forces different conditions on the proper FF (Fig. 4.51). 

 
Fig.  4.51: Schematic view of a LE set-reset FF. 
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In details: when the LE is on the logical 0 state the memory condition is forced by the combinational 
circuit made before the proper set-reset FF while, on the contrary, when the LE is on the logical 1 
state the flip-flop works as simple set-reset latch. The difference seems to be negligible but, in reality, 
the LE input is important if the flip-flop needs to be synchronized with another signal that could be 
exactly the LE. The functioning of the LE-FF is shown in the following Fig. 4.52. 
 

 
Fig.  4.52: Transient analysis of LE flip-flop. 

 
The output maintains its previous logical state until the LE goes to logical 1 state (1.8V): all the 
variations on the set or reset inputs are transparent if the LE is in the 0 state.  
 
4.3.2.3 LATCH D 
 
This is the flip-flop that is needed for the communication circuit and, in particular, to design the 
register. Approximately, it is similar to the previous one while the two inputs (set and reset) are 
reduced to one (D input), the other is simply the inverted of D (Fig. 4.53). The working principle is 
very simple: when LE is 0 the flip-flop is in memory condition while when it is at logical 1 state the 
output is exactly the reproduction (Q) or the complementary (notQ) of the D input. In the Fig. 4.54 a 
transient analysis is performed in order to show precisely the functioning of latch-D flip-flop. 
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Fig.  4.53: Schematic view of a latch-D FF. 
 

 
 

Fig.  4.54: Transient analysis of latch-D flip-flop. 
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4.3.2.4 PET-D 
 
The ring oscillator triggers the latch-D while the flip-flop needs to freeze, almost instantly, the 
condition on the D input. At the moment, the latch is sensible on a changing that has a certain temporal 
duration (LE) and now a simple monostable, like the one in Fig. 4.55, is used to modify this situation. 

 
Fig.  4.55: Simple monostable with inverter as a retarder. 

 
If this monostable is inserted before the flip-flop, the rising edge of the clock will be recognized and 
so the latch looks at the D input every clock-shot. This is the simplest way to realize a PET-D (Positive 
Edge Triggered latch-D). In the following Fig. 4.56, the schematic and symbol views are presented, 
and in the Fig. 4.57 the system is analyzed through a transient simulation. 

     
Fig.  4.56: Schematic (left) and symbol (right) views of a PET-D flip-flop. 

 

 
Fig.  4.57: Transient analysis of a PET-D flip-flop. Pink wave is the D input while light blue and purple ones are the Q and not(Q) 

outputs. 
PET-D flip-flops are properly used to realize frequency divisor or shifting registers. For the first 
application the negate not(Q) output of the flip-flop is directly retro-connected with the D input of 
the same flip-flop while the Q output is connected with the CLK input of the following flip-flop as a 
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new clock. M flip-flops connected in this way can realize a 2� frequency divisor: in the next Fig. 
4.58 a four stages frequency divisor is implemented. 
 

 
Fig.  4.58: Four stages frequency divisor made using PET-D flip-flop. 

 
The second application is the one that is needed in order to realize the PISO register. In this case the 
output of every latch is directly connected with the D input of the following flip-flop. And so, with 
N latch, if the first FF input is a digital signal, at the final stage, the output of the N° FF will be the 
same wave as the D input but shifted by N clock shots (Fig. 4.59). 
 

 
Fig.  4.59: Three stages shift register made using PET-D flip-flop. 

The shifting register is now designed and, then, I need to define the connection between the digital 
word provided by the multiplexing layer and the flip-flop. The PISO Input Conditioning circuit of 
the Fig. 4.32 proves this connection.  
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4.3.2.5 PISO INPUT CONDITIONING 
 
The circuit needs to have N inputs (the N parallel bits) and N outputs that will be connected as D 
input of the N latches. In particular, the designed circuit of the Fig. 4.60 has another input called 
LOAD that is a sort of flag: if LOAD is in the logical 1 state the parallel inputs flows into the flip-
flop parallel D inputs as a static inputs, but when LOAD goes to logical 0 state the flip-flop starts 
shifting their inputs from left to right and after N clock shots all the parallel inputs will be translated 
into a serial output (SO) that will be exactly the modulation signal for the final switch. 

 
Fig.  4.60: 4-bit PISO register. 

There are other methods in literature to realize a PISO register, like the one showed in Fig. 4.61, but 
requires different types of flip-flop, in particular preset and clear inputs are needed. I choose the 
configuration above since its simplicity and minor number of components. 

 
Fig.  4.61: 6-bit PISO Register. [4.4] 
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A 5-bit PISO register is tested in the next three simulations (grouped in Fig. 4.62). 
 

(A) 

 
 

(B) 
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(C) 

 
 

Fig.  4.62: Transient analysis for 5-bit PISO register. (A) Detail of parallel inputs P4à P0 (11001) and Q0 output. (B) and (C) 
writing and shifting details of the two words (11010 for B and 11111 for C) through the 5 FF (Q4 à Q0). 

 
At this point the number of the flip-flop need to be chosen and the format of the data packet need to 
be declared. Inspired by a work done for a wireless multi-channel tactile sensing glove [4.5], the data 
packet will be defined as follows (Fig. 4.63). 

 
Fig.  4.63: Packet template and binary example of OOK modulation. 

 
The header is needed because the receiver cannot understand otherwise when the communication 
starts (imagine the case in which the signal has the ID equal to 001). 3 bits for the address (A2, A1, 
A0) are the minimum possible in order to distinguish the 5 signals treated by the multiplexing layer. 
Once chosen the number of bits, it is then possible to realize the proper PISO register with four stages 
(4 parallel inputs).  
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In order to reduce the sizes of this block, I decide to extract the recognizer part from every latch and 
use a single monostable that triggers every flip-flop. So, the PET-D turns to be a latch-D flip-flop and 
the monostable in Fig. 4.55 is designed separately as a simple block of the complete communication 
circuit. Finally, the complete full circuit will be composed by five main blocks: Front-End 
monostable, starved ring oscillator (SRO), monostable synchronizer, 4-IN-PISO register and 4-IN-
PISO Input Conditioning circuit as in Fig. 4.64. 

 
Fig.  4.64: Communication full circuit main blocks. 

 
Fig. 4.65 shows the schematic, symbol view and the layout of both the PISO register and its input 
conditioning circuit. 
 

   
(A)                                                                       (B) 
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(C) 

 
 

Fig.  4.65: Schematic (A), symbol (B) and layout (C) views of 4-bit PISO register and input conditioning circuit.  
 

In details, two parts compose here the layout: the bottom one (bigger) is the part that includes the 
latches, while on the top is the PISO input conditioning circuit. Also this block is tested with a 
transient post-layout simulations, which have shown that no changes in the design are necessary. 
 
4.3.3 FRONT-END MONOSTABLE 
 
The Front-End monostable is really a quite important part of the entire communication circuit because 
it is the only one that receives the signal acquired by the sensors. It is a simple monostable, but quite 
different with respect to that introduce in the previous section. Here, instead of a simple inverter, a 
latch-D is used as a retarder because I need to control different things. In particular, I don’t know a 
priori the exact waveform of the incoming signal. Therefore, I can work here with a digital waveform 
between 0 and 1.8V, with a 10 µs of period and 50% of duty-cycle. This is the first reason for which 
I chose another element with respect to the inverter that, as I have already mentioned, is really 
sensitive to the edges and, moreover, its proper working depends on the sharping of the rise and fall 
edges. 
Furthermore, the output of the monostable has to trigger the LOAD signal, which is another good 
reason for which latch-D is a good choice indeed. The output of the monostable has to be a digital 
wave large enough to permit the correct writing on the flip-flop. I design it large enough to permit 
also the detection of changes in the digital word provided as a parallel input (signal address) in order 
to make the design more versatile and to be sure that almost one edge of the clock is included in that 
interval of high time. The schematic and symbol views of the monostable are shown in the following 
Fig. 4.66. 
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Fig.  4.66: Schematic (top) and symbol (bottom) views of Front-End monostable. 
 

The monostable synchronizer of the Fig. 4.64 also triggers the D-latch of the Front End monostable. 
So, the working principle is simple: whenever a rising edge of the incoming signal is detected, then 
a digital wave is generated by the Front-End monostable, which is the LOAD signal that will trigger 
the PISO Input Conditioning circuit the writing or shifting operations. In the following Fig. 4.67, a 
simple transient simulation is performed in order to verify the concept idea. 
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Fig.  4.67: Transient analysis of Front-End monostable. 
 
The last Fig. 4.68 shows the layout of the monostable with labels in order to have idea of the occupied 
area. 
 

 
 

Fig.  4.68: Layout view of Front-End monostable. 
 
4.3.4 MONOSTABLE SYNCHRONIZER 
 
As I have already explained, I decide to use an external monostable to synchronize all the four latches 
present in the register. The configuration of the block is the same described in Fig. 4.55, but now I 
need to go down in details, in particular I am going to explain the connection made between the output 
of the starved ring and the four latch inputs. 
I have already mentioned the problem on the amplitude of the ring-oscillator output caused by the 
pass transistors but there is also another problem that I did not anticipated before: the rise and fall 
timing are very large if compared to the typical edges of a simple inverter. This condition could be 
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simply solved by applying, downstream the ring, two stages of inverters that should re-establish the 
correct dynamic amplitude of the clock and, therefore, the acceptable rise/fall timing [4.6]. 
In particular, the monostable need to trigger the four latches of the register and the latch created into 
the Front-End monostable block. 
In the Fig. 4.69 below, the differences between the output of the ring and the signal after this simple 
logical operation is presented through a time varying simulation. 
 

 
 

Fig.  4.69: Transient analysis simulating differences between the output of the ring oscillator (red) with the digital wave created by 
the two inverters applied in series (green). 

 
The proper monostable need now to be designed. In particular, the sizes of the inverter, used in this 
case as a retarder, need to be accurately designed. In the following Fig. 4.70, the monostable working 
principle is shown in order to make the discussion clearer. 
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(A) 

 
 

(B) 

 
 

Fig.  4.70: Transient analysis to show the generated LE signal (A) and detail on the waveform of the command signal (B). 
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The generated signal has to trigger all the latches and so another important consideration needs to be 
done: in this case the layout influences a lot the functionality of the monostable since the connections 
between it and the FF will be long enough to cannot exclude the influence of the parasitic capacitance. 
The command signal decrease in amplitude and the transitions between high and low state by 
inserting a capacitance after the monostable, and vice versa, became less sharp. In that way, the signal 
cannot properly command the flip-flop! In the following Fig. 4.71, the layout of the monostable is 
shown.  
 

 
 

Fig.  4.71: Layout view of the monostable synchronizer. 
 
After all the post-layout simulation the final sizes of the retarder NOT is chosen in this way: 

• NMOS: minim sizes 180x240 nm. 
• PMOS: minim length 180 nm and 9 times the minim width (2160 nm). 

 
What is important to notice is that if the number of flip-flop increases, the size of the inverter need to 
be increased too, in order to maintain the circuit functioning correctly. 
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4.3.5 SWITCH 
 
The final switch of the designed circuit is the one that provides the proper On-Off-Keying (OOK) 
communication with amplitude modulation of the scattered wave. In the Chapter 3, I spoke about 
wireless data transmission mentioning some possibilities for the transducer and for the incidence of 
the incoming waveform from the external base station.  
First of all, the switch is tested applying a simple resistance as electrical equivalent impedance model 
of load in order to investigate the properties that the chosen NMOS need to have in order to modulate 
the signal. Remember that the important parameter here is the drain current: if the passed current is 
too low anything will happen on the impedance of the modulator. In particular, in the next Fig. 4.72, 
the result of a simple starting simulation is shown inserting the current on the y-axis and the proper 
parameters on the x-axis. 

(A) 

 
(B) 
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(C) 

 
Fig.  4.72: Drain current variation of the switch compared with the sweeping of NMOS width (A), length (B) and total load 

impendence (C). 
 
As expected, the NMOS needs to be designed with a short channel in order to increase the current 
and to limit the passive resistance with a width large enough to modulate the impedance. This last 
parameter plays in important role on the design decision for the switch sizes: as the impedance 
increase the current decrease exponentially and so the electrical model of the piezo need to be 
properly defined in order to choose the correct sizes for the NMOS. 
I briefly introduce now the electrical model for the transducer (simple RC circuit) and the incident 
wave (simple alternate current generator). The tested circuit is shown in Fig. 4.73. 
 

 
Fig.  4.73: Electrical model of the piezo and incidence (red box), modulator and switch. 

 
The electrical model of the transducer is taken from literature [4.7] [4.8] [4.9]. The switch sizes are 
properly chosen in order to have modulation on the Rm resistance. It worth to notice here that the Rm 
(modulator) is set exactly equal (in value) to the resistance of the electrical model of the piezo in 
order to have the better result in modulation.  

• When the switch is in opened condition 𝑅� =	𝑅F and so the full matched condition is 
achieved. 

• On the contrary when the switch is closed the modulator is in parallel with a short circuit and 
so 𝑅� = 0 and the mismatched condition is achieved. 

This is the base principle for the backscattering communication and the result of a simple transient 
analysis is shown in the next Fig. 4.74 by reporting the amplitude of the modulation of the current 
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flowing into the modulator 𝑅� and, so, the variation on the impedance of the sensor node. A simple 
random bit sequence is set between 0 and 1, which correspond to the well note 0V and 1.8V. 
 

 
 

Fig.  4.74: ASK modulation by the switch element. 
 

The switch is the most common element used to provide S-OOK modulation for backscattering 
communication and it is also used in [4.10] in neural dust work to provide wireless data transmission. 
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CHAPTER 5 

FULL CIRCUIT SIMULATIONS 
 
All the blocks of the circuit are well explained in detail in the previous Chapter 4 while here, in this 
section, the schematic of the full circuit is presented (Fig. 5.1). 
 

 
Fig.  5.1: Full-circuit schematic view. 

 
All the simulations are performed with post-layout parasitic capacitances and, so, the next Fig. 5.2 
presents the layout of the full circuit while Fig. 5.3 shows the complete extracted view. 
 

 
Fig.  5.2: Layout of the full-circuit. 
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Fig.  5.3: Extracted view of the full-circuit. 

 

5.1 POST-LAYOUT SIMULATIONS 
 
At this point three transient simulations are shown in the following Fig. 5.4, as examples of the 
functioning of the chip. Three different chip addresses are set for the parallel inputs (i.e. 1011, 1001, 
1111) in order to test the circuit by different inputs. 
 

(A) 
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(B) 

 
 

(C) 

 
 

Fig.  5.4: Three simulation of the full-circuit with three different packet templates: 1011 (A), 1001 (B) and 1111 (C). 
 

In each simulation, the pink wave is the one that perform the proper ASK modulation and, so, in an 
ideal case, without losing medium, is the one received as scattered wave by the external base station.  
With a simple analysis of the pink signal, it is easy to extract the packet template while it is possible 
to obtain the frequency (the real important information to achieve) by measuring the distance between 
two identical packet templates.  
 
5.2 CURRENT EXTRACTION EXAMPLE 
 
At this point I want to simulate a bi-acquisition of two different signal from two different biosensors, 
glucose and lactate in particular. The aim of the simulation is to imagine that the two signals have 
been treated through the multiplexing layer and so two different signal address are provided at the 
register inputs.  
The next Fig. 5.5 presents exactly this situation with two different packet templates (1101 and 1001) 
inserted into the PISO Input signal conditioning. 
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Fig.  5.5: Full-circuit transient analysis with two different packet templates (1101 and 1001). 
 

By analyzing the pink wave (Fig. 5.6) is so possible to extract the desirable informations. 
 

 
 

Fig.  5.6: Different frequency for two different signals extracted and modulated. 
 

Glucose signal oscillates at 83.3 kHz while lactate one at 90.9 kHz. Assuming, as the previous article 
[2.17] asserts, that the sensibility of the current to frequency converter is something like 7 kHz/nA: 

• Glucose: 11.90 nA measured by the glucose sensor. 
• Lactate: 12.99 nA measured by the lactate sensor. 

At this point, knowing the relationship between the current and the concentration of the molecules 
(that is known by the proper sensors) is possible to calculate the real concentration of them during 
time (Table 5.1). 
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Table 5.1: Reconstruction of molecules concentration example. 

As already wrote, it is possible to put the modulator in series with the transducer and then obtain the 
dual situation with respect to that described in Fig. 5.6: the amplitude modulation is achieved during 
the transmission of the bit 0 and fully matched condition during the transmission of the bit 1. 
 
5.3 TEMPERATURE SWEEPING 
 
Because of the ring oscillator is temperature dependent, also the full-circuit will be influenced by 
temperature as well. What is important to test now is that all works by sweeping the temperature with 
the previous tested range, between 27°C and 47°C (Fig. 5.7). 
 

 
 

Fig.  5.7: Full-circuit working with temperature sweeping between 27°C and 47°C. 
 

The circuit works correctly despite the little variations of the center frequency by the ring oscillator 
caused by temperature increment.  
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5.4 POWER CONSUMPTION 
 
First of all, in the following Fig. 5.8, the total power consumption of the full circuit is compared with 
the temperature sweeping. 
 

 
 

Fig.  5.8: Full-circuit power consumption VS temperature sweeping. 
 
As the previous graph highlights, the total average power consumption is slightly higher than the 
power that is required by the ring. This is an expected result since all the circuit is off (transistors 
turned off) except when a rising edge of the front-end occurs, while the ring oscillates continuously 
during time. The next pie chart (Fig. 5.9) shows the power consumption related to all the circuit 
blocks and shows that the starved ring oscillator requires 98 % of the total power consumption. 
 
 

 
Fig.  5.9: Pie chart for power consumption. 
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The power figure (9.7 μW) is extreme positive and it can goes down at least of one order of magnitude 
by redesigning the oscillator only.  
In reality, another important consideration needs to be done in this case: the averaged power 
consumption in “sleep mode” is not so important since the chip does not have any battery (it is 
supplied wirelessly), while what is key to be analyzed is the instantaneous power consumption for 
every oscillation. 
 

 
Fig.  5.10: Instantaneous power consumption of the full-circuit. 

 
As is shown in the Fig. 5.10, the instantaneously power required to transmit is very high, and also the 
power needed to supply the oscillator is high: more precisely 450 µA/pulse are needed to transmit 
every bit and 350 µA/pulse are needed to grant the oscillation. The provided voltage supply is 1.8 V 
and, therefore, these values become almost 810 µW/pulse for the transmission, of which 630 µW are 
needed for the oscillation. This could be a real problem, the top important problem to focus on in 
order to guarantee a proper working of the circuit. 
Nevertheless, the obtained results in terms of power are compared, in the following Table 5.2 with 
the work [4.7] from which the electrical model of the transducer was taken. 
 

Parameters 
Comparison 

Ref. [4.7] This work 

Modulation LSK OOK 

Average Power (µW) 49 9.7 

Instant- Power (mW) 3.2 0.81 
Table 5.2: Modulation comparison. 

 
Table 5.2 presents a comparison with [4.7] which demonstrates that the here proposed OOK 
modulation-based implementation shows a 80% reduction in the average power consumption and 
also a 75% reduction in instant power. 
Therefore, this aspect of a reduction of the instantaneous power consumption necessarily is the next 
step to be done before the final design and, then, fabrication of a first prototype in order to test the 
chip in real condition of work. 
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5.5 OCCUPIED AREA 
 
The other important parameter for the aim of this project is the total size required by the designed 
circuit. Before analyzing more in detail the percentage of occupied area for each block, I want to 
show the full circuit layout with the graphical partition for each component (Fig. 5.11). 
 
 

 
 

Fig.  5.11: Full-circuit layout with the partition of the occupied area. 
 

 
 
In the following Fig. 5.12 the percentage of occupied area for each block of the communication 
system is depicted. 
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Fig.  5.12: Pie chart for occupied area. 

 
Again, the chart demonstrates as the ring oscillator occupies the majority of the area. The total area 
is bigger than the desirable one but, in this phase of the research, it is important to understand which 
block is possible to optimize in order to reduce the sizes. The obtained results are then very 
significative because they have clearly shown that the ring oscillator is the most critical block, on 
which work need to focus in future in order to reduce both size and power consumption. 
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CHAPTER 6 

CONCLUSIONS 
 
During this work I present a new concept of CMOS biosensing technology, to design a biosensing 
chip small enough to be drinkable for in-body diagnostics: called “Body Dust”. This proposed new 
concept will have eventually a big social and economic impact at least on three main socio-economic 
groups: IC industry, biomedical system community and pharma industry as well. 
In particular in diagnostic, new concepts such as home diagnostics health care and remote monitoring 
are emerging. So, completely new class of autonomous devices is required for commercialization and 
this is reflected on the new characteristics that these devices need to have. First of all, the equipment 
needs to support portability, reduced size, low-costs in fabrication, low-power consumption, wireless 
data transmission, easy-to-use and fully autonomous functions.  
“This new emerging market is estimated to reach US $47.40 billion by 2020 with an annual growth 
rates for investments of around 6% in the period 2016-2020” [2.1]. 
 
Even though the research on “Body Dust” is just at the beginning and, then, more deep analysis are 
still needed in order to prepare the IC to the first prototyping stage, a starting point is made and all of 
the issues have been investigated, in particular, considering in this master project, the related 
communication circuit.  
In this thesis, a novel architecture for data transmission in “Body Dust” diagnostics has been 
presented. The results of such feasibility study have demonstrated the possibility to design an 
architecture for a data transmission transponder by using a 0.18-µm CMOS process, with an average 
power consumption of less than 10 µW and a total chip area of 43x44 µm2. Even though we have 
implemented the design of a starved architecture, the study has shown that the source of major power 
and area consumption is the ring-oscillator. The obtained results seem to be feasible and acceptable 
as well, now is possible to start with the optimization step: starting from the ring oscillator (simulated 
to be the first component in terms of power consumption and sizes). It is also possible, as I mentioned, 
to scale all the circuit with a smaller node size (e.g., with CMOS 65 nm or smaller). 
For what concern optimization, in [6.1] a differential ring is designed with less than 24 nW of 
consumption, obtained reducing the power supply to 0.3 V and so working on sub-threshold. 
Is also possible to think about a distortion of the proposed architecture by removing completely the 
oscillator and so studying other methods to create the data bit and so to perform the modulation. 
The last suggestion could be simplifying the system, removing all the communication circuit as it is, 
saving so up both area and power consumption, inserting only a switch as a modulator: this is the 
solution proposed by Maharbiz in [4.10] for neural dust application. 
 
In any case, the research in the area of “Body Dust” is identifying new technological challenges that 
are addressing important aspect in the CMOS design, in order to make it real its realization in the 
next future! 
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