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“Quant’è bella giovinezza, 

che si fugge tuttavia! 

chi vuol esser lieto, sia: 

di doman non c’è certezza.  

[…]  

Ciascun apra ben gli orecchi, 

di doman nessun si paschi; 

oggi siam, giovani e vecchi, 

lieti ognun, femmine e maschi; 

ogni tristo pensier caschi: 

facciam festa tuttavia. 

Chi vuol esser lieto, sia: 

di doman non c’è certezza.” 

“Trionfo di Bacco e Arianna”, Lorenzo de’ Medici. 
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Abstract 

 

In remote locations where there is no electricity grid the need for energy can be met by installing 

independently small electricity systems, called Off-grid systems. These systems utilize locally available 

renewable resources to provide electricity and are considered as an ecological and economical viable 

alternative to commonly used diesel generators. However, these small-scale renewable energy 

systems require a well-designed power management to ensure the power quality supply and to 

improve reliability while maintaining reduced costs. Power electronics technology with efficient 

control strategies are used to reach these targets, and nowadays new control methods to achieve 

better performance are receiving more attention. 

The objective of the thesis is to model and simulate an off-grid PV system for power management, 

using an advanced control technique named Model Predictive Control (MPC), with the aim to write a 

stable and robust algorithm easy to implement on cheap microcontrollers. Mathematical analysis was 

performed to get the dynamic model of the components and control units. Performance of the 

simulations were evaluated in MATLAB programming interface to validate the effectiveness of the 

proposed model. 

In the first chapter, a general introduction to the topic of the thesis is exposed, highlighting the 

motivation of the study, the objective and the approach used. 

In the second chapter, the configuration of the off-grid PV system under study is presented. The 

proposed system is composed of a PV array, a non-inverting Buck-Boost DC-DC converter, a DC load 

connected to the DC bus, a Battery pack and a Bidirectional DC-DC converter. In this section all the 

components of the system are analyzed and modeled separately. Simulations results which proved the 

effectiveness of the models are reported and commented.  For the PV array the common single diode 

model is proposed, and the non-linear characteristic of the model is tested for different irradiation and 

temperature conditions. For the non-inverting Buck-Boost converter the state-space averaging 

method is used to study its dynamic properties. A look to the issues regarding PV interfacing converters 

and the need to be implemented as current-fed converters is also presented. For the Battery a model 

that extract parameters directly from manufacture’s datasheet was used. Finally, a detailed analysis of 

the Bidirectional converter model using state-space equations along with a simple analysis of the DC 

load are reported. 

In the third chapter the design of the two proposed control units of the system are presented. 

The first control unit, which makes use of the maximum power point tracking (MPPT) algorithm to 

extract the maximum power from the PV panel, is introduced. The performance of the MPPT 

converter, are analyzed in terms of frequency responses. A classic control loop with a PI controller is 

designed, using the small-signal and the Bode plot analysis, to solve converter’s stability problems. 

Worth to mention is that, this section also inspects the consequences on the stability by considering a 

current-fed convert, implemented with an additional input capacitor. The results of the voltage 

controlled MPPT converter are shown and discussed. 

The second control unit is the MPC. The objective of the proposed method is to control the 

Bidirectional converter in order to balance the power between PV generation and load demand. Thus, 

initially the MPC principle of operation is explained and then a simple but effective control strategy 

is proposed. The advantage of the presented strategy is that the problem is formulated in a way 

that only one step prediction horizon is needed to control the converter. Therefore, the discrete 

model and a cost function, in terms of inductor current, are built. The MPC working principle 
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applied to the Bidirectional converter under study is illustrated and the results that validate the 

performance of the method are shown. Finally, a power management algorithm which coordinates 

the elements of the system is built, and to verify the performance, simulations for various scenarios 

are carried out. 

In the chapter four, the direct voltage MPC strategy is presented. In this section, a different approach 

that considers a direct voltage control and a prediction horizon with N steps (N >1), is analyzed. First, 

a detailed explanation of the mathematical formulation of the proposed method is introduced. Then 

the discrete model of the Bidirectional converter which makes use of the small-signal state space 

equations is build, and a const function defined as a convex optimization problem is formulated. The 

optimal control actions that minimize the const function, obtained in MATLAB MPC Designer Toolbox 

environment, are reported. Lastly a sensitivity analysis to better understand the limitations of the 

approach together with the ultimately results are presented.  

Finally, the work is summarized in the conclusions and the opportunities for a future work are 

considered. 
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Chapter 1. Introduction  

 

In this first chapter, a general introduction to the topic of the thesis is exposed, highlighting the 

motivation of the study, the objective and the approach used. 

 

1.1 Rural Areas and Off-grid Systems 

In developed countries like UE, the access to electricity is widely accepted as a settled right for people. 

During the process of economic growth of these industrialized countries, energy and in particular 

electricity supply had a significant role in promoting improvements in the progress. Thus, in can be 

recognized that the availability of electricity has led to an enhanced well-being in these society. 

However, in the world there are almost 1.2 billion of people that don’t have access to electricity, 

and most of them live in poor isolated regions of developing countries, called rural areas. These areas 

are in general characterized by poor infrastructure, low services, high illiteracy, difficult access to clean 

water and health care, which turns in general in a low quality of life. 

The activities that represent the principal source of income for the inhabitants are the pastoralism, the 

agriculture, fishing and sometimes also tourism. Thus, the demand for energy for rural families is 

mainly needed to cover basic needs as, cooking, space-heating and lighting [1]. 

In this contest the need for energy can be met by installing independently small electricity systems, 

called Off-grid systems. These systems utilize locally available renewable resources to provide 

electricity and are considered as an ecological and economical viable alternative to commonly used 

diesel generators. Off-grid systems are generally divided in two categories: mini-grids and stand-alone 

systems. The common feature is that, both operate independently and out of the electricity grid.  

A mini-grid, also called micro-grid, is an off-grid system involving small-scale electricity generation 

and is generally defined as a distribution network having a power rating less than 11kW and operating 

out of the national utility grid [2]. Mini-grid supplies the electricity demand of small concentrated 

number of consumers, for domestic, business and social services. In general, mini-grids use renewable 

energies like wind, solar, hydro and biomass to generate the electricity, but they can also include back-

up power supplies from diesel generators or battery packs. 

Stand-alone systems present similar characteristics of mini-grids, but they are generally used to 

provide electricity to individual appliances such as house or small-businesses appliances. They use local 

renewable sources in combination with batteries to supply the customers’ needs that in general are 

represented by DC devices.  

Thanks to the drop in the installation price for both, mini-grid and stand-alone, off-grid systems are 

becoming more and more popular in the contest of energy security supply. 

So far, much effort has been put in issues regarding energy security and energy resources, with the 

final target to assure universal access to energy, especially for remote locations. Small-scale off-grid 

generation systems represent an appropriate option to face energy needs and serve as a first step in 

the electrification process of a future electricity grid. 

Since the 1980s, many programs have been promoting a grid development in rural areas. Generally, 

they were international aid projects or government projects mostly focused in initiative to improve 

health centers and social services [3]. Today, thanks to the drop-in prices, especially for photovoltaic 

systems, new funded programs have taken place in developing countries, and this has allowed rural 

families to afford the installation of small-scale off-grid systems.  
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Thus, the accessibility to electrical energy for dwellers of rural areas has become more common, 

and this has led to a better standard of living for inhabitant of these emarginated remote locations. 

        

1.2 Power Management and MPC Control  

Off-grid systems have a great potential to bring energy where there is no electricity grid. However, 

these small-scale renewable energy systems require a well-designed power management to ensure 

the power quality supply and to improve reliability while maintaining reduced costs. 

The renewable energy sources, that generally represents the main sources of the off-grid system 

are considered reliable, environmentally friendly and cost-effective. However, as known, they have an 

intermittent nature characteristic and so the major drawback of these sources is the uncertainty in the 

output power. Supplying energy to the customers with a high-power quality, avoiding voltage and 

power fluctuations to the load, is a great challenge that needs to be addressed [4]. 

Hence power management has become a critical aspect of enabling off-grid operation. When 

considering energy management different approaches can be taken into account, but the main 

objectives that a common power management system must consider are, to balance the different 

sources, to optimize energy utilization, to ensure power supply also during critical loads, to minimize 

operation costs and to consider environmental effects [5]. 

Generally, in off-grid systems storage units are implemented as a back-up energy source, to balance 

the power between generation and demand, moreover these devices improve efficiency and increase 

reliability of the system. The common storage units for small-scale off-grid system are batteries, and 

they represent the main vulnerable elements both in terms of costs and control. Thus, if efficiently 

controlled, energy storages can provide uninterrupted power to the load, so improving the whole 

system operation. 

To overcome stability problems, and to further bring benefits to the system, other devises are 

integrated in the off-grid system. Power converters devices are used to interfaces power sources to 

the load and are essential elements to efficiently control the system. In off-grid systems they are mainly 

used to extract the maximum power for the variable sources, to manage the energy storage and in 

general to improve stability  

Therefore, a power management strategy and a control unit that coordinates the elements of the 

system must be designed to make the power flow more efficient and reliable. In this thesis a new 

control method to achieve better performance is considered, named Model Predictive Control (MPC).  

MPC is an advanced control technique that recently has become very popular in the field of power 

electronics. Although this strategy has been in use in process industry since the ‘80s, this powerful 

method was not possible to be applied for high switching frequencies devices because of the large 

calculation time needed for the control algorithm. In recent years, with the development of powerful 

microcontrollers, this issue is no more a problem and thus interest in the MPC has increased greatly 

[6]. The main idea of the MPC, is that a model of the system is used to predict the future behavior of 

the controlled variables, so that the optimal control action can be determined by minimizing a 

predefined cost function. 

The operation principle and the implementation of the proposed MPC into the off-grid PV system, 

is presented in chapter 2. 

 



 

 

3 
 

1.3 Thesis Objective and Approach  

The objective of the thesis is to model and simulate an off-grid PV system for power management, 

using an advanced control technique named Model Predictive Control (MPC), to optimize the use of 

renewable sources and with the aim to write a stable and robust algorithm easy to implement on cheap 

microcontrollers.  

Mathematical analysis is performed to get the dynamic model of the components and control units. 

Performance of the simulations are evaluated in MATLAB programming interface to validate the 

effectiveness of the proposed model. 

In the second chapter, detailed modeling for each individual components of the off-grid PV system 

are presented. The validation of the implemented mathematical model for the PV panel and for the 

Battery is performed by comparing the simulation results with the manufacture’s curves.   

In the third chapter, the proposed control strategies are presented. The first approach to the MPC, 

considering a single step in the prediction horizon for current control, is explained. Simulation results, 

together with the power management algorithms are reported.  

In the chapter four, a different approach for the MPC is proposed. The method considers a direct 

voltage control with a receding horizon. A detailed explanation of the mathematical formulation of the 

propose method, together with simulation results and a sensitivity analysis is reported in this chapter. 

Finally, in the last chapter, the conclusions are summarized and commented, and an insight into a 

possible future work is also reported. 
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Chapter 2. Model of the Off-grid System  

 

In this chapter, the design of an off-grid PV system in terms of modeling the elements of the plant is 

discussed. The system under study is a common standalone PV system, where the load is supplied by 

the PV panel and a storage unit, usually a battery bank, is served as a backup source. All the 

components of the off-grid PV system have been modeled and simulated on MATLAB programming 

interface, and the simulation results validate the analyzed mathematical models. The configuration of 

the off-grid PV system analyzed is represented in Fig. 2. 

 

Fig. 2. Electrical scheme of the off-grid PV system. 

The proposed system is composed of: a PV array, which represent the main power source; a non-

inverting Buck-Boost DC-DC converter which interfaces the PV module with the DC bus connected to 

the load and is used to extract the maximum available power from the PV array, increasing or reducing 

the output voltage of the panel according to environmental conditions; a Battery Pack mainly used as 

a backup power source; and a Bidirectional DC-DC converter that connects the battery to the common 

DC bus, and is used to charge and discharge the battery to balance the power between PV generation 

and load demand, and moreover to maintain the DC bus voltage constant. If the generation exceeds 

the demand, the PV panel will charge the battery to store the extra power, otherwise, when the 

generation is less than the demand, the battery will discharge the stored power to supply the load [7]. 

Thus, the reliability of the whole generation system is improved. 
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2.1 PV Model 

Solar energy is one of the most popular renewable energy sources. Photovoltaics is a branch of solar 
energy technology in which the light is converted directly into electricity [8]. 
Photovoltaic (PV) systems are made of PV cells which are basically two layers of semiconductor 
material with opposite charges. When sunlight enters the cell, its energy generates charge carriers, 
that originate an electric current, whom flows through the cell to produce power [9]. 

Various models of a PV cell have been proposed in the relevant literature. The most commonly used 
is the single diode model as it offers a good compromise between complexity and accuracy [10]. Its 
equivalent circuit is shown in Fig. 2.1. 

 

Fig. 2.1. Circuit diagram of the single diode PV model. 

This PV cell model is a non-linear model and can be represented as a current source in parallel with 

diode as shown in the circuit, including the connection of series and parallel internal resistance, namely 

Rs and Rp respectively [11]. 

The I-V characteristic of a PV cell is similar to diode characteristic, as illustrated in Fig. 2.2 [12]. 

 

Fig. 2.2. Non-linear I-V characteristic of a solar array and equivalent linear model at the MPP. 

We can notice that the I-V characteristic present a current source region and a voltage source region 

depending on the operating point. In addition, the figure shows that the PV array has a maximum 

power point (MPP). Ideally the array should operate at this point in order to deliver the maximum 

available instantaneous power. 
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In this thesis the PV array has been considered as a constant current source (CC), because the 

operation in the CC region of the I-V curve presents the wider and most critical dynamic behavior, 

therefore modeling the solar cell in the current source region is more realistic and it will automatically 

fit for the operation in the voltage source region  [13].  

The PV characteristic depends on the solar irradiance and the temperature of the PV module. The 

effects of solar irradiance and temperature on the I-V and P-V characteristics of PV panel are illustrated 

in Fig. 2.3 [14]. 

 

Fig. 2.3. The effect of solar irradiance and temperature on I-V and P-V characteristics. 

It can be observed that as the solar irradiance increases, the photocurrent increases while the open 

circuit voltages are almost the same, hence, the power produced by the PV module increases. The 

open circuit voltage of the PV module decreases with a rise of the PV module temperature while the 

short circuit currents are almost the same.  

It can also be seen that each curve has a unique MPP. The aim is to operate the PV system always at 

this maximum point to extract maximum power from the module.  

The output current of the equivalent circuit, I, can be expressed as a function of the cell voltage, V 

[15]: 

 
𝐼 = 𝐼𝑝ℎ − 𝐼𝑜 [𝑒𝑥𝑝 (

𝑉 + 𝑅𝑠𝐼

𝑉𝑡𝑎
) − 1] −

𝑉 + 𝑅𝑠𝐼

𝑅𝑝
 (2.1) 

where Iph is the photocurrent, Io is the diode saturation current, Vt = Ns·k·T/q is the thermal voltage 

of the array with Ns cells connected in series. Cells connected in parallel increase the current and cells 

connected in series provide greater output voltages. If the array is composed of Np parallel connections 

of cells the photocurrent and saturation current may be expressed as Iph = Iph·Np, Io = Io·Np. 

Moreover, q is the electron charge (1.60217646 · 10−19 C), k is the Boltzmann constant (1.3806503 · 10
−23 J/K), T (in Kelvin) is the cell temperature and a is the ideality factor of the diode. 

The parameters of the model are obtained from manufacturer’s datasheets, which generally 

provide the open circuit voltage of the array (Voc,n), the short-circuit current (Isc,n), the maximum 

power voltage (Vmp), the maximum power current (Imp), temperature coefficient of the open-circuit 

voltage (Kv), temperature coefficient of the short-circuit current (Ki), and the maximum experimental 

peak output power (Pmp,e). This information is always provided with reference to the nominal 

condition or standard test conditions (STC) of temperature and solar irradiation (Tn = 25C° and Gn = 

1000Wb/m2) [16]. 
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Photocurrent Iph mainly depends on the solar irradiation (G) and on the temperature of the panel 

(T) [17], 

 
𝐼𝑝ℎ =

𝐺

𝐺𝑛
[𝐼𝑝ℎ,𝑛+𝐾𝑖 (𝑇 − 𝑇𝑛)] (2.2) 

where, Iph,n is the photocurrent at nominal condition, calculated based on (2.3)  

 
𝐼𝑝ℎ,𝑛 =

𝑅𝑠 + 𝑅𝑃
𝑅𝑝

𝐼𝑠𝑐,𝑛 (2.3) 

The diode saturation current, Io varies with the cell temperature and can be expressed by [16] 

 
𝐼𝑜 = 𝐼𝑜,𝑛 ⋅ (

𝑇

𝑇𝑛
)
3

⋅ 𝑒𝑥𝑝 [
𝑞 𝐸𝑔

𝑎 𝑘
(
1

𝑇𝑛
−
1

𝑇
)] (2.4) 

where Eg (eV) is the band-gap energy of the cell material (Eg = 1.12 eV for polycrystalline Si at 25 °C 

[18]). The diode saturation current at the STC is related to the photocurrent at STC, 

 
𝐼𝑜,𝑛 =

𝐼𝑠𝑐,𝑛

[𝑒𝑥𝑝 (
𝑉𝑜𝑐,𝑛
𝑉𝑡𝑎

) − 1]
  

(2.5) 

Those equations mainly represent the single diode PV model. 

 

2.1.1 Determination of Model Parameters  

Manufacturers of PV arrays provide only a few experimental data about electrical and thermal 

characteristics. Therefore, some of the parameters required for adjusting PV array models cannot be 

found in the datasheets and they need to be determined, such as the diode ideality factor, the series 

and shunt resistances and the diode saturation current [16]. 

The ideality factor a is a constant which depends on PV cell technology and can be chosen according 

to Table 1 [19].  

Table 1. Ideality factor a. 

Technology  Ideality factor a 

Si-mono  1.2 

Si-poly 1.3 

a-Si-H  1.8 

a-Si-H tandem 3.3 

a-Si-H triple 5 

CTs 1.5 

AsGa 1.3 

The series resistance of the panel corresponds to the internal losses due to current flow and has a 

large impact on the slope of the I-V curve at V = Voc, while the shunt resistance accounts for the losses 

due to the leakage currents across the cell and impacts the slope of the I-V curve at I = Isc [20].  
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The relation between those unknown parameters, Rs and Rp, may be found by making the maximum 

power calculated by the I-V model (Pmp,m) equal to the maximum experimental power from the 

datasheet (Pmp,e) at the MPP (Pmp,m = Pmp,e) and solving the resulting equation for Rs, as shown in 

[16]. 

 
𝑃𝑚𝑝,𝑚 = 𝑉𝑚𝑝𝐼𝑚𝑝 = 𝑉𝑚𝑝 {𝐼𝑝ℎ − 𝐼𝑜 [𝑒𝑥𝑝 (

𝑉𝑚𝑝 + 𝑅𝑠𝐼𝑚𝑝
𝑉𝑡𝑎

) − 1] −
𝑉𝑚𝑝 + 𝑅𝑠𝐼𝑚𝑝

𝑅𝑝
}

=  𝑃𝑚𝑝,𝑒 

(2.6) 

 
𝑅𝑝 = 𝑉𝑚𝑝(𝑉𝑚𝑝 + 𝑅𝑠𝐼𝑚𝑝)/ {𝑉𝑚𝑝𝐼𝑝ℎ − 𝑉𝑚𝑝𝐼𝑜𝑒𝑥𝑝 (

𝑉𝑚𝑝 + 𝑅𝑠𝐼𝑚𝑝
𝑉𝑡𝑎

) + 𝑉𝑚𝑝𝐼𝑜 − 𝑃𝑚𝑝,𝑒} (2.7) 

The method proposed is based on the fact that for any value of Rs there will be a value of Rp that 

makes the mathematical I-V curve cross the experimental (Vmp, Imp) point. The goal is to find the 

value of Rs (and hence, Rp) that makes the peak of the mathematical P-V model (Pmp,m) coincide with 

the experimental peak power, from the datasheet (Pmax,e), at the MPP (Vmp, Imp). This requires 

several iterations until Pmax,m = Pmax,e. Each iteration updates Rs and Rp toward the best model 

solution. The iteration starts at Rs = 0, which must increase in order to move the modeled MPP until it 

matches with the experimental MPP. The corresponding initial value of Rp may be given by: 

 
𝑅𝑝,𝑚𝑖𝑛 = 

𝑉𝑚𝑝
𝐼𝑠𝑐,𝑛 − 𝐼𝑚𝑝

−
𝑉𝑜𝑐,𝑛 − 𝑉𝑚𝑝

𝐼𝑚𝑝
  (2.8) 

Equation 2.8 determines the minimum value of Rp, which is the slope of the line segment between the 

short circuit and the maximum power. Although Rp is still unknown, it surely is greater than Rp,min 

and this is a good initial guess [21].   

The implementation presented is used to simulate the proposed model (Solarex SX80 [22]) by 

incrementing Rs until matching Pmp,m with Pmp,e. The iterative method gave Rs = 0.1930 Ω and Rp = 

201.2957 Ω.  

The MATLAB script file that shows the iterative method is reported in Appendix A.1. 

Considering that the saturation current Io is strongly dependent on the temperature, a further 
improvement in the model can be done by including in the equation (2.4) the current and voltage 
coefficients Ki and Kv [16]. 

 
𝐼𝑜 =

𝐼𝑠𝑐,𝑛  +  𝐾𝑖 (𝑇 − 𝑇𝑛)

𝑒𝑥𝑝 (
𝑉𝑜𝑐,𝑛 +  𝐾𝑣  (𝑇 − 𝑇𝑛)

𝑉𝑡𝑎
) − 1

 
(2.9) 

This equation simplifies the model and aims to match the open circuit voltage of the model with 
the experimental data for a very large range of temperatures. Another interesting fact is that 
introducing the coefficient Kv from the manufacturer’s datasheet brings important information 
necessary to achieve the best possible I-V curve. 
  

2.1.2 Validation of the Model 

For the simulation the Solarex SX80 array was chosen to illustrate and verify the model. The electrical 
parameters given by datasheet and those determined from the model are listed in Table 2. 
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Table 2. Parameters of Solarex SX80 array at STC. 

Parameters  Values 

Imp  4.75 A 

Vmp 16.8 V 

Pmp,e  79.8 W 

Isc 5.17 A 

Voc 21 V 

Ns 36 

a 1.3 

Rs 0.1930 

Rp 201.2957 

To see if the chosen model, characterized by previous equations, follows properly the real values 
of the PV array and to graphically compare the mismatch between the measured curves from the 
datasheet and the results of the considered model, the model of the PV array was implemented and 
simulated in MATLAB. 

 

Fig. 2.4. I-V curve at remarkable points. 

 

Fig. 2.5. P-V curve at remarkable points. 

The I-V curve a of solar cell has three important points called remarkable points: short circuit (0, 
Isc), open circuit (Voc, 0) and MPP (Vmp, Imp).  
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According to Tables 2 and Figs. 2.5-2.6, the developed model and the experimental data are exactly 
matched at the nominal (STC) remarkable points of the I-V and P-I curves. 

In general, practical operating conditions are mostly different from the desired standard conditions. 
Therefore, in order to test the validity of the model, a comparison with other experimental data is 
performed. The Simulation was carried out for different level of irradiances and for different 
temperature levels. The I-V and P-V curves plotted at different conditions are shown in Fig. 2.6 and Fig. 
2.7, respectively.  

 

Fig. 2.6. I-V and P-V curves for different irradiations, 25 °C. 

 

  

Fig. 2.7. I-V and P-V curves at different temperatures, 1000 W/m2. 

The similarities of the I-V curves for different conditions with the corresponding curves taken from 
the Solarex SX 80 panel datasheet, prove the validity of the developed solar panel model. Fig. 2.8 
validate that the model accurately matches with the experimental data. 
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Fig. 2.8. Solarex SX 80 I-V curves at different temperatures, 1000 W/m2. 

The PV array model was implemented in MATLAB. The parameters required for simulation and the 
implementation of the equations are initialized by the script-code file attached in Appendix A.2.  

The simplicity of the single diode model with the parameter improvements proposed, make this 

model perfect for power electronics designers who need an easy and effective model for the 

simulation of PV arrays with power converters [16]. 

 

2.2 PV interfacing converters 

The solar generator output is seldom suited for directly feed small loads such as lighting systems and 

DC motors, because of its highly dependence on the environmental conditions, such as ambient 

temperature, solar irradiation, cloud passing, etc. This low conversion rate of PVs prohibits the system 

to operate with maximum efficiency, hence energy is wasted [23]. Therefore, to increase the 

conversion efficiency of a PV power system, a DC-DC converter with the maximum power point 

tracking (MPPT) is required, to ensure that the maximum available solar energy could be harvested 

from the solar panel.  

Converters with the MPPT feature use an algorithm to continuously detect the maximum 

instantaneous power of the PV array. Many MPPT methods have been proposed in the literature. 

However, the achievement of MPPT strongly depends on the performance of the converter and its 

ability to regulate the operating point of the PV array [12]. 

 

2.2.1 Converter Topologies 

There are three main DC-DC converter topologies used to achieve the MPP operation, the Buck 

converter, the Boost converter and Buck-Boost converter. A Buck converter is a step-down voltage 

converter since its output voltage is lower than its input voltage. For the Buck-type converter the input 

current is discontinuous and the output current flowing through the inductance is continuous [24]. A 

Boost converter is similar to the Buck converter except it functions as a step-up converter. Its output 

voltage is higher than the input voltage. For the Boost-type converter, the input current flowing into 

the inductance is continuous and the output current is discontinuous.  

Non isolated Buck and Boost DC-DC converters are widely used in stand-alone photovoltaic power 

systems because of their simplicity and efficiency. For comparison [25], the Boost topology has some 
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advantages over the Buck for this application. To achieve the same ripple of inductor current, the Boost 

topology needs more inductance than the Buck converter. However, the rms current through the 

inductor is much lower than that of the Buck converter. If considering the input capacitors, the Buck 

topology requires a large capacitor to smooth the discontinuous input current from the PV module. 

On the other hand, the PV current in the Boost converter is as smooth as its inductor current, without 

any input capacitor.  

The capacity of solar generation systems depends heavily on the presence of light. At night, a 

current could flow back into PV cells from the bus; however, reverse current must be avoided because 

it causes leakage loss or extensive damage [18]. Blocking diodes are effective to prevent reverse 

current flows. In the Boost topology, the freewheel diode can serve as the blocking diode to avoid this 

current. However, a Buck converter requires an additional diode to block reverse current flow. This 

results in an increase in cost and additional power loss due to the forward voltage drop.  

Lastly, regarding the MPPT, the Boost converter is shown to have a slight advantage over the Buck, 

particularly at low light levels, since it can always track the MPP. The input voltage of a Buck converter 

is always greater than or equal to its output voltage. Hence, a Buck converter can operate at the MPP 

under most, but not all, conditions. Instead, the input voltage of a Boost converter must lie between 

zero and the output voltage, for complete control of the power flow. Thus, a Boost converter is always 

able to operate at the panel’s MPP.  

In the last topology, the output voltage of the Buck-Boost converter can be either higher or lower 

than the input voltage. Several commonly used Buck-Boost power converters have been proposed in 

the literature as PV interfacing converter [17]. Among the others: conventional Buck-Boost, Cuk and 

SEPIC, are the most known. 

Cuk converter has the advantage that the input and output inductors create a smooth current at 

both sides of the converter while the conventional Buck-Boost has at least one side with pulsed 

current. However, both, Cuk and conventional Buck-Boost, are inverting type power converters 

(output voltage polarity is reversed). SEPIC converter has the advantage to have zero-ripple output 

current and non-reversed polarity, however it has less reliability and needs more components.  

These problems are solved by using a non-inverting Buck-Boost converter which can work over a 

wide range of input voltage to generate both higher and lower voltages while supplying high current. 

Although two switches are required versus only one in the inverting or Cuk converters, only one 

capacitor and inductor are necessary, versus two for each in the Cuk converter [26].  

The converter is constructed with two independently controllable switches such that it can be 

operated as a Buck or as a Boost converter in different portions of the input voltage.  

Such a topology could offer high efficiency, low stress on switches, low volume, and positive polarity 

of output voltage [27]. The equivalent circuit for the different topologies considered is shown in Fig. 

2.9. 
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Fig. 2.9. Converter topologies: a) Buck; b) Boost; c) conventional Buck-Boost; d) Cuk.  

 

2.2.2 Non-Inverting Buck-Boost Converter 

A non-inverting Buck-Boost converter, as shown in Fig. 2.10, is basically a combination of a Buck 

converter and a Boost converter with two switches (S1 and S2), an inductor and a capacitor. The extra 

switch and a diode solve former converters problems. As the name implies, this converter does not 

invert the polarity of the output voltage in relation to the polarity of the input. In addition, the non-

inverting Buck-Boost converter is capable of being used in three separate operating modes which are 

Buck mode, Boost mode and Buck-Boost mode [28]. 

 

Fig. 2.10. Non-inverting Buck-Boost converter. 

Depending upon the load condition the converter operates in one of these modes. In Buck-only 

mode, S1 is used as a switch, with the diode D1. S2 is turned OFF and diode D2 is always ON. In the 

continuous conduction mode (CCM) condition, the voltage conversion ratio is Vo = D·Vpv, where D is 

the duty cycle of S1. Fig. 2.11 shows the converter operating in Buck mode [29]. 
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Fig. 2.11. Non-inverting Buck-Boost converter in Buck mode. 

In Boost-only mode then, the switch S1 remains close. S2 is used as a switch and D2 acts as the 

diode in the Boost regulator. S1 is always ON and D1 is always OFF. In the CCM condition, the voltage 

conversion ratio is Vo = Vpv/(1-D), whit D duty cycle of S2. The circuit diagram of the converter 

operating in Boost mode in shown in Fig. 2.12. 

 

Fig. 2.12. Non-inverting Buck-Boost converter in Boost mode. 

In Buck-Boost mode the S1 and S2 are simultaneously ON during the switching cycle or ON time, 

while D1 and D2 are simultaneously ON during the opposite switching cycle or OFF time. This means 

that when S1 and S2 are turned ON, the inductor is getting charged, so D1 and D2 are turned OFF. Vice 

versa when D1, D2 are ON, the inductor is charging the load capacitor, so S1 and S2 are turned OFF 

[29]. 

 

2.2.3 Current Fed Converter  

As seen, an efficient PV power generation requires that a certain MPP of the PV generator is located. 

This is usually performed by an interfacing DC-DC power converter employing some MPP-tracking 

techniques and algorithms. Therefore, it is extremely important to have consistent information’s 

regarding the nature of the energy source and interfacing devices as well as the load connected to the 

system.  

The interfacing of a solar generator is rather complicated due to the terminal characteristics of the 

solar cell. Basically, the solar cell can be considered as a highly non-linear and non-ideal current source 

having both constant current (CC) and constant voltage (CV) like properties depending on the 

operating point. The CC and CV regions of the solar cell imply that the interfacing converter can be 

based either by using voltage-fed (VF) or current-fed (CF) converters [30]. Naming of the classes is 
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based on the type of the input energy source; the VF converter is fed by a voltage source and the CF 

converter by a current source. In general VF converters dominate in power supply applications, 

because most of the energy sources are voltage sources by nature. The static and dynamic properties 

of the VF converters are well known, however frequently they are applied without considering the real 

nature of the application environment and the theoretical basis of the controller. 

Due to the current-source nature of the solar cell, proper CF interfacing cannot be done by 

conventional VF converters, because it neglects the current-source nature of a PV array and may give 

inconsistent information on the behavior of the converter in real application. 

The CF converters in PV interfacing are already widely utilized and recognized, but usually they are 

implemented implicitly by modifying the conventional VF converter, therefore the dynamic properties 

of such converters are not fully understood and nor treated accordingly. The CF properties of the 

conventional VF converters can be created by applying the duality transformation which suggests that 

any electrical circuit can be transformed to its dual circuit. There are three different ways to derive CF 

converters [8].  

Firstly, the converters can be implemented based on intuition. This method is analogous to the 

design of conventional VF converters, but it is performed under CF domain. Basically, the practical 

power stage is constructed based on the circuit theory to satisfy with a current type source.  

Secondly, the CF converters can be implemented by an explicit duality transformation method from 

the corresponding VF converter, e.g. the VF Buck transforms into its dual CF Buck.  

The third method is the implicit implementation. The CF properties of the conventional VF converters 

are obtained by adding a capacitor at the input of an existing VF power stage and modifying the 

feedback control scheme (the polarity of the feedback and reference signal must be changed for 

proper operation). Adding a capacitor, to enhance the constant-voltage properties of the source, is 

understandable because it is common to consider voltage source in series with inductor as a current 

source and the same idea can be applied to the parallel connection of current source and capacitor, 

yielding at voltage source as shown in Fig. 2.13 [8]. 

 

 

Fig. 2.13. a) a voltage source in series with an inductor becomes a current source and b) a current 

source in parallel with a capacitor becomes a voltage source. 

The above method, however, may lead to misinterpretations in the analysis of the PV power system 

if the domain change from VF to CF is not recognized, because the adding of the capacitor does not 

practically remove the effects of the current source or the PV module and the controlling schemes of 

the converters are not always presented unambiguously (positive vs. negative feedback). The capacitor 

can be added to ease the PV interfacing, but it also changes the dynamic properties of the converter. 

Therefore, a proper dynamic model of a switched-mode converter must be developed. 

 



 

 

16 
 

2.2.4 State Space Averaged Model 

It was shown that the input source has a significant effect on converter dynamics. Fig. 2.14 shows the 

non-inverting Buck-Boost converter with an additional input capacitor. The modification changes the 

VF converter into a CF converter with corresponding steady-state and dynamic properties. 

 

Fig. 2.14. Non-inverting Buck-Boost converter with additional input capacitor. 

The dynamic of a switched-mode converter can be obtained analytically by applying the well-known 

state-space averaging method, performed by averaging its operation over one switching period and 

linearizing the averaged model at certain operation point [8]. Using the state-space averaging method 

the small-signal averaged equations, and therefore the transfer functions necessary for the control 

analysis, can be obtained.  

The mathematical model is based on the state-space representation method [31]. 

 
{
�̇� = 𝑨𝒙 + 𝑩𝒖
𝒚 = 𝑪𝒙 + 𝑫𝒖

 (2.10) 

Where x is the state vector containing all the state variables, �̇� = 𝑑𝒙/𝑑𝑡 , u is the input or control 

vector, y is the output variable vector and A, B, C, D are coefficient matrices consisting of constant 

elements such as resistances, inductances and capacitances. 

The physical state variables of a system are usually associated with the storage of energy, as the 

inductor currents and capacitor voltages. The state variables of the non-inverting Buck-Boost 

converter, shown in Fig. 2.14, are the inductor current iL, the output voltage vc2 and the input voltage 

vc1. The introduction of a new system variable, the input voltage capacitance, increases the dynamic 

modes of the system compared to the VF without the input capacitor, resulting in different steady 

state waveforms and more complex describing equations [32]. The output variable of the converter 

can be either the current or the voltage. The input voltage vc1 has been chosen as the controlled 

variable, in order to regulate the operating point of the array. It is observed [8], that in the MPP-

tracking process of the PV generator the current control is prone to saturation. Therefore, the input 

voltage is recommended to be controlled in order to avoid saturation. Moreover, the voltage control 

is preferred because the voltage at the MPP is approximately constant [12]. The PV current, on the 

other hand, changes greatly when the solar irradiation varies. 

A non-inverting Buck-Boost converter is a combination of Buck and Boost converters with different 

modes of operation [33]. In order to obtain the state-space model of the converter, each operating 

mode needs to be considered. Table 3 shows the different operational modes and the corresponding 

switching states [28]. In Buck operation, switch S2 is always off during the switching interval, while S1 

is switched on and off. In Boost mode, S1 remains constantly on during the switching interval and S2 

is switched. In addition, if both S1 and S2 are switched simultaneously with the same duty cycles, the 
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non-inverting Buck-Boost converter is similar to the conventional Buck-Boost converter in terms of 

performance. Since in this mode both switches are continuously turned on and off, the switching losses 

are higher than the other modes. Therefore, this operation mode is avoided. Avoiding from using this 

mode does not put any limitation on the converter functionality. In summary, the converter can only 

be utilized in either Buck or Boost modes [33]. 

Table 3. Switching modes of non-inverting Buck-Boost converter.  

Mode  S1 S2 

Buck Switching Off 

Boost On Switching 

Buck-Boost Switching Switching 

For each operation mode two subintervals could be considered, which correspond to the two 

different possible switching states, defined as the switch-on state and switch-off state. Assuming that 

all the converter’s components are ideal, and that the converter operates in a continuous conduction 

mode (CCM) [34]. 

In Buck mode, its equivalent circuit for each switching state is represented in Fig. 2.15. 

 

Fig. 2.15. Non-inverting Buck-Boost converter in Buck mode: a) switch S1 is on; b) switch S1 is off. 

Based on the electrical circuit depicted in Fig. 2.15, differential equations of the state variables and 

output variable can be derived. During the switch-on interval, equations are: 

 
𝐿
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑐1 − 𝑣𝑐2 (2.11) 

 
𝐶1
𝑑𝑣𝑐1
𝑑𝑡

=  𝑖𝑝𝑣 − 𝑖𝐿  (2.12) 

 
𝐶2
𝑑𝑣𝑐2
𝑑𝑡

=  𝑖𝐿 −
𝑣𝑐2
𝑅

 (2.13) 

 𝑣𝑝𝑣 =  𝑣𝑐1 (2.14) 

equations (2.11) – (2.14) can be expressed in state-space form, as: 

 
{
�̇� = 𝑨𝒐𝒏𝒙 + 𝑩𝒐𝒏𝒖
𝒚 = 𝑪𝒐𝒏𝒙 + 𝑫𝒐𝒏𝒖

 , 𝒙 = [
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] , 𝒖 = [𝑖𝑝𝑣], 𝒚 = [𝑣𝑝𝑣] (2.15) 
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[

𝑖̇𝐿
�̇�𝑐1
𝑣�̇�2

] =

[
 
 
 
 
 
 0

1

𝐿
−
1

𝐿

−
1

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (2.16) 

 
[𝑣𝑝𝑣] = [0 1 0] [

𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] (2.17) 

where 𝑫𝒐𝒏 = [0]. 

During the second subinterval, when the switch is off, differential equations are:  

 
𝐿
𝑑𝑖𝐿
𝑑𝑡

= −𝑣𝑐2 (2.18) 

 
𝐶1
𝑑𝑣𝑐1
𝑑𝑡

=  𝑖𝑝𝑣 (2.19) 

 
𝐶2
𝑑𝑣𝑐2
𝑑𝑡

=  𝑖𝐿 −
𝑣𝑐2
𝑅

 (2.20) 

 𝑣𝑝𝑣 =  𝑣𝑐1 (2.21) 

that in state-space form become: 

 
{
�̇� = 𝑨𝒐𝒇𝒇𝒙 + 𝑩𝒐𝒇𝒇𝒖

𝒚 = 𝑪𝒐𝒇𝒇𝒙 + 𝑫𝒐𝒇𝒇𝒖
 (2.22) 

 

[

𝑖�̇�
�̇�𝑐1
𝑣�̇�2

] =

[
 
 
 
 0 0 −

1

𝐿
0 0 0
1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 

[
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (2.23) 

 
[𝑣𝑝𝑣] = [0 1 0] [

𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] (2.24) 

where 𝑫𝒐𝒇𝒇 = [0]. 

Buck mode converter in state-space is described by equations (2.15) and (2.22), that correspond to 

the two possible switching states [35]. According to the state-space averaging method [36], by applying 

the weighted sum of the two mentioned equations the averaged state equation can be written. 

 
{
�̇̅� = 𝑨�̅� + 𝑩�̅�
�̅� = 𝑪�̅� + 𝑫�̅�

 (2.25) 
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Where now �̅�, �̅� and �̅� are the averaged vectors containing all the averaged variables, and A, B, C, D 

are the averaged matrices, calculated as: 

 𝑨 = 𝑑𝑨𝒐𝒏 + (1 − 𝑑)𝑨𝒐𝒇𝒇
𝑩 = 𝑑𝑩𝒐𝒏 + (1 − 𝑑)𝑩𝒐𝒇𝒇
𝑪 = 𝑑𝑪𝒐𝒏 + (1 − 𝑑)𝑪𝒐𝒇𝒇
𝑫 = 𝑑𝑫𝒐𝒏 + (1 − 𝑑)𝑫𝒐𝒇𝒇

 (2.26) 

where 𝑑 = 𝑡𝑜𝑛/𝑇, (T, switching interval) is the converter duty cycle representing the switching-on 

interval and (1 − 𝑑) = 𝑡𝑜𝑓𝑓/𝑇 is the complement of duty cycle representing the switching-off 

interval. Therefore, by combining the continuous equations corresponding to the two subintervals, the 

averaged matrices and the corresponding average state-space model of the converter in Buck mode is 

obtained. 

 

𝑨 =

[
 
 
 
 
 
 0

𝑑

𝐿
−
1

𝐿

−
𝑑

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

, 𝑩 = [

0
1

𝐶1
0

] , 𝑪 = [0 1 0], 𝑫 =  [0] (2.27) 

 

[

𝑖̅̇𝐿
𝑣𝑐̅̅ ̅̇1
𝑣𝑐̅̅ ̅̇2

] =

[
 
 
 
 
 
 0

𝑑

𝐿
−
1

𝐿

−
𝑑

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[
𝑖�̅�
𝑣𝑐1̅̅ ̅̅
𝑣𝑐2̅̅ ̅̅̅

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣̅̅ ̅̅  (2.28) 

 
[𝑣𝑝𝑣̅̅ ̅̅ ̅] = [0 1 0] [

𝑖�̅�
𝑣𝑐1̅̅ ̅̅
𝑣𝑐2̅̅ ̅̅̅

] (2.29) 

The steady-state operation point can be obtained from (2.25) by setting �̇� = 0 [37], yielding: 

 {
𝟎 = 𝑨𝑿+ 𝑩𝑼
𝒀 = 𝑪𝑿

→ { 𝑿 = −𝑨
−1𝑩𝑼

𝒀 = −𝑪𝑨−𝟏𝑩𝑼
 (2.30) 

 

[
0
0
0
] =

[
 
 
 
 
 
 0

𝐷

𝐿
−
1

𝐿

−
𝐷

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[

𝐼𝐿
𝑉𝑐1
𝑉𝑐2

] + [

0
1

𝐶1
0

] 𝐼𝑝𝑣 (2.31) 

 
[𝑉𝑝𝑣] = [0 1 0] [

𝐼𝐿
𝑉𝑐1
𝑉𝑐2

] (2.32) 

From (2.31) and (2.32) the steady state values or DC values of the averaged vectors x and y can be 

obtained: 
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{
 
 

 
 𝐼𝐿 =

𝐼𝑝𝑣

𝐷

𝑉𝑐1 =
𝑅 𝐼𝑝𝑣

𝐷2

𝑉𝑐2 =
𝑅 𝐼𝑝𝑣

𝐷

 (2.33) 

 
𝑉𝑝𝑣 =

𝑅 𝐼𝑝𝑣

𝐷2
 (2.34) 

From (2.33) the well-known static output-to-input ratio of the Buck converter is found: 

 
𝑉𝑝𝑣 = 𝑉𝑐1 =

𝑉𝑐2
𝐷

 (2.35) 

However, the state variables of equation (2.25) are the mean values of the converter instantaneous 

variables over one switching period, and therefore, do not represent their ripple components [31]. To 

investigate the performance of the convert a small-signal model can be obtained. Small-signal analysis 

is the study of deviations from an operating point for a system subjected to small disturbances. The 

assumption made by this method is that the disturbances are so small that the deviation of the system 

can be described linearly [38].  

State variables, from equation (2.25) are decomposed in DC steady-state quantities (uppercase 

letters) and small ac perturbations (“^”) around operating point, as shown in (2.36). 

 

{

�̅� = 𝑿 + �̂�
�̅� = 𝑼 + �̂�
�̅� = 𝒀 + �̂�

𝑑 = 𝐷 + �̂�

 (2.36) 

by substituting (2.26) and (2.36) in equation (2.25), we obtain: 

 (�̇� + �̇̂�) = [(𝐷 + �̂�)𝑨𝒐𝒏 + (1 − 𝐷 − �̂�)𝑨𝒐𝒇𝒇] (𝑿 + �̂�) + [(𝐷 + �̂�)𝑩𝒐𝒏

+ (1 − 𝐷 − �̂�)𝑩𝒐𝒇𝒇] (𝑼 + �̂�) 

(�̇� + �̇̂�) = [(𝐷 + �̂�)𝑪𝒐𝒏 + (1 − 𝐷 − �̂�)𝑪𝒐𝒇𝒇] (𝑿 + �̂�) 

(2.37) 

the derivative of �̇� in steady state is zero. By rearranging terms: 

 �̇̂� = (𝑨𝑿 + 𝑩𝑼) + (𝑨�̂� + 𝑩�̂�) + [(𝑨𝒐𝒏 −𝑨𝒐𝒇𝒇)𝑿 + (𝑩𝒐𝒏 −𝑩𝒐𝒇𝒇)𝑼]�̂�

+ [(𝑨𝒐𝒏 − 𝑨𝒐𝒇𝒇)�̂� + (𝑩𝒐𝒏 −𝑩𝒐𝒇𝒇)�̂�]�̂� 

(𝒀 + �̂�) = 𝑪𝑿 + 𝑪�̂� + (𝑪𝒐𝒏 − 𝑪𝒐𝒇𝒇)𝑿�̂� + (𝑪𝒐𝒏 − 𝑪𝒐𝒇𝒇)�̂��̂� 

(2.38) 

Since DC terms (𝑨𝑿 + 𝑩𝑼) and 𝑪𝑿 satisfy (2.30), they are neglected. Also, if the ac variations are 

much smaller than the quiescent values, then the second-order nonlinear terms of equation (2.38) can 

be neglected [36]. Therefore, the linearized ac model is obtained: 
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{
�̇̂� = 𝑨�̂� + 𝑩�̂� + [(𝑨𝒐𝒏 − 𝑨𝒐𝒇𝒇)𝑿 + (𝑩𝒐𝒏 −𝑩𝒐𝒇𝒇)𝑼]�̂�

�̂� = 𝑪�̂� + (𝑪𝒐𝒏 − 𝑪𝒐𝒇𝒇)𝑿�̂�
 (2.39) 

Since 𝑩𝒐𝒏 = 𝑩𝒐𝒇𝒇, and 𝑪𝒐𝒏 = 𝑪𝒐𝒇𝒇, they withdraw from Eq. (2.39). Furthermore, the small 

perturbations of the input variable �̂� = [𝑖𝑝�̂�], around the operating point can be neglected, as the 

input can be considered constant. Therefore, the linearized small-signal state-space averaged model 

is simplified to: 

 
{
�̇̂� = 𝑨�̂� +𝑴�̂�
�̂� = 𝑪�̂�

 (2.40) 

where 𝑴 = (𝑨𝒐𝒏 − 𝑨𝒐𝒇𝒇)𝑿, and the small duty cycle �̂� is the control variable. By replacing all the 

vectors in (2.40) the ac model of the Buck mode converter is obtained: 

 

[

𝑖�̇̂�
𝑣𝑐1̂̇

𝑣𝑐2̂̇

] =

[
 
 
 
 
 
 0

𝐷

𝐿
−
1

𝐿

−
𝐷

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] +

[
 
 
 
 
𝑉𝑐1
𝐿

−
𝐼𝐿
𝐶1
0 ]
 
 
 
 

�̂� (2.41) 

 
[𝑣𝑝�̂�] = [0 1 0] [

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] (2.42) 

From steady state equations (2.33) – (2.34), it is observed that a decrease in the duty ratio would 

increase the input voltage and output current. Therefore, the application of a conventional negative 

feedback control does not work desirably but resembles positive feedback [8]. The application of 

positive feedback control equals dynamically to the inversion of the switch control signal [30]. 

Generally, control variable �̂� is used in voltage-mode DC-DC converters. However, it is more 

convenient to obtain an equation model whose control variable is 𝑑′̂ = −�̂� the ac variations of the 

complement of the duty cycle (𝑑′ = 1 − 𝑑 = 𝐷′ − �̂� = 𝐷′ + 𝑑′̂), since positive variations of d produce 

negative variations of input voltage [14]. Therefore, the small-signal state-space model of the 

converter for small decrements of the control variable 𝑑′̂ becomes [39]: 

 

[

𝑖�̇̂�
𝑣𝑐1̂̇

𝑣𝑐2̂̇

] =

[
 
 
 
 
 
 0

𝐷

𝐿
−
1

𝐿

−
𝐷

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] +

[
 
 
 
 −
𝑉𝑐1
𝐿
𝐼𝐿
𝐶1
0 ]

 
 
 
 

𝑑′̂ (2.43) 

 
[𝑣𝑝�̂�] = [0 1 0] [

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] (2.44) 
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Finally, the small-signal transfer function that describes the dynamic behavior of the converter 

input voltage near the operating point can be obtained. Applying the Laplace transformation to the 

small-signal state-space in (2.40) and manipulating the equation, yields: 

 
{
�̂� = (𝑠𝑰 − 𝑨)−1𝑴𝑑′̂

�̂� = 𝑪�̂�
 → 

�̂�

𝑑′̂
= 𝑪(𝑠𝑰 − 𝑨)−1𝑴 (2.45) 

therefore, by substituting the variables, the control to input voltage transfer function is: 

 
𝑣𝑝�̂�

�̂�′
=

𝑉𝑐2
𝑅𝐶1

 [𝑠2 + (
𝑅
𝐿
+

1
𝑅𝐶2

) 𝑠 +
2
𝐿𝐶2

]

𝑠3 +
1
𝑅𝐶2

𝑠2 + (
1
𝐿𝐶2

+
𝐷2

𝐿𝐶1
) 𝑠 +

𝐷2

𝑅𝐿𝐶1𝐶2

 (2.46) 

 

In Boost mode, when S1 is always on and S2 switches on and off, its equivalent circuit for each 

switching state is represented by Fig. 2.16. 

 

Fig. 2.16. Non-inverting Buck-Boost converter in Boost mode: a) switch S2 is on; b) switch S2 is off. 

During the time interval 𝑑𝑇 when the switch is on, equations directly given in state-space form are: 

 
{
�̇� = 𝑨𝒐𝒏𝒙 + 𝑩𝒐𝒏𝒖
𝒚 = 𝑪𝒐𝒏𝒙 + 𝑫𝒐𝒏𝒖

 , 𝒙 = [
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] , 𝒖 = [𝑖𝑝𝑣], 𝒚 = [𝑣𝑝𝑣] (2.47) 

 

[

𝑖̇𝐿
�̇�𝑐1
𝑣�̇�2

] =

[
 
 
 
 
 
 0

1

𝐿
0

−
1

𝐶1
0 0

0 0 −
1

𝑅𝐶2]
 
 
 
 
 
 

[
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (2.48) 

 
[𝑣𝑝𝑣] = [0 1 0] [

𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] (2.49) 

During the second subinterval (1 − 𝑑)𝑇, when the switch is off, state-space equations are: 

 
{
�̇� = 𝑨𝒐𝒇𝒇𝒙 + 𝑩𝒐𝒇𝒇𝒖

𝒚 = 𝑪𝒐𝒇𝒇𝒙 + 𝑫𝒐𝒇𝒇𝒖
 (2.50) 
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[

𝑖̇𝐿
�̇�𝑐1
𝑣�̇�2

] =

[
 
 
 
 
 
 0

1

𝐿
−
1

𝐿

−
1

𝐶1
0 0

1

𝐶2
0 −

1

𝑅𝐶2]
 
 
 
 
 
 

[
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (2.51) 

 
[𝑣𝑝𝑣] = [0 1 0] [

𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] (2.52) 

As for the Buck mode converter, applying the averaging technic the state-space averaged equations 

can be derived: 

 
{
�̇̅� = 𝑨�̅� + 𝑩�̅�
�̅� = 𝑪�̅� + 𝑫�̅�

 (2.53) 

 

[

𝑖̅�̇�
𝑣𝑐̅̅ ̅̇1
𝑣𝑐̅̅ ̅̇2

] =

[
 
 
 
 
 
 0

1

𝐿
−
(1 − 𝑑)

𝐿

−
1

𝐶1
0 0

(1 − 𝑑)

𝐶2
0 −

1

𝑅𝐶2 ]
 
 
 
 
 
 

[

𝑖�̅�
𝑣𝑐1̅̅ ̅̅
𝑣𝑐2̅̅ ̅̅̅

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣̅̅ ̅̅  (2.54) 

 
[𝑣𝑝𝑣̅̅ ̅̅ ̅] = [0 1 0] [

𝑖�̅�
𝑣𝑐1̅̅ ̅̅
𝑣𝑐2̅̅ ̅̅̅

] (2.55) 

Where �̅�, �̅� and �̅� are the averaged vectors over a switching period, and A, B, C, D are the averaged 

matrices, calculated as in (2.26).  

By considering zero perturbation, the steady-state operation of the converter is obtained: 

 {
𝟎 = 𝑨𝑿+ 𝑩𝑼
𝒀 = 𝑪𝑿

→ { 𝑿 = −𝑨
−1𝑩𝑼

𝒀 = −𝑪𝑨−𝟏𝑩𝑼
 (2.56) 

 

[
0
0
0
] =

[
 
 
 
 
 
 0

1

𝐿
−
(1 − 𝐷)

𝐿

−
1

𝐶1
0 0

(1 − 𝐷)

𝐶2
0 −

1

𝑅𝐶2 ]
 
 
 
 
 
 

[

𝐼𝐿
𝑉𝑐1
𝑉𝑐2

] + [

0
1

𝐶1
0

] 𝐼𝑝𝑣 (2.57) 

 
[𝑉𝑝𝑣] = [0 1 0] [

𝐼𝐿
𝑉𝑐1
𝑉𝑐2

] (2.58) 

At the equilibrium, the state variables become the averaged values 𝑉𝑐1, 𝑉𝑐2 and 𝐼𝐿: 
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{

𝐼𝐿 = 𝐼𝑝𝑣

𝑉𝑐1 = (1 − 𝐷)
2𝑅𝐼𝑝𝑣

𝑉𝑐2 = (1 − 𝐷)𝑅𝐼𝑝𝑣

 (2.59) 

 𝑉𝑝𝑣 = (1 − 𝐷)2𝑅𝐼𝑝𝑣 (2.60) 

From (2.59) the well-known static input-to-output ratio of the Boost converter is found: 

 
𝑉𝑐2 =

𝑉𝑐1
(1 − 𝐷)

=
𝑉𝑝𝑣

(1 − 𝐷)
 (2.61) 

As in (2.41) the linearized small-signal state-space model is obtained: 

 
{
�̇̂� = 𝑨�̂� + 𝑩�̂� + [(𝑨𝒐𝒏 − 𝑨𝒐𝒇𝒇)𝑿 + (𝑩𝒐𝒏 −𝑩𝒐𝒇𝒇)𝑼]�̂�

�̂� = 𝑪�̂� + (𝑪𝒐𝒏 − 𝑪𝒐𝒇𝒇)𝑿�̂�
 (2.62) 

where “^” variables indicate ac perturbations and uppercase variables are the DC quantities. As for the 

Buck converter 𝑩𝒐𝒏 = 𝑩𝒐𝒇𝒇, 𝑪𝒐𝒏 = 𝑪𝒐𝒇𝒇 and neglecting the ac variations of the input variable �̂� =

[𝑖𝑝�̂�], the ac state-space model is simplified to:  

 
{
�̇̂� = 𝑨�̂� + (𝑨𝒐𝒏 − 𝑨𝒐𝒇𝒇)𝑿�̂�

�̂� = 𝑪�̂�
 (2.63) 

 

[

𝑖�̇̂�
𝑣𝑐1̂̇

𝑣𝑐2̂̇

] =

[
 
 
 
 
 
 0

1

𝐿
−
(1 − 𝐷)

𝐿

−
1

𝐶1
0 0

(1 − 𝐷)

𝐶2
0 −

1

𝑅𝐶2 ]
 
 
 
 
 
 

[

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] +

[
 
 
 
 
𝑉𝑐2
𝐿
0

−
𝐼𝐿
𝐶2]
 
 
 
 

�̂� (2.64) 

 
[𝑣𝑝�̂�] = [0 1 0] [

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] (2.65) 

From equation (2.59) it can be seen that the output current 𝐼𝑜 = (1 − 𝐷)𝐼𝑝𝑣 and the output 

voltage 𝑉𝑐2, are inversely proportional to the duty ratio. Therefore, the small-signal state-space model 

can be written with the control variable �̂�′ = −�̂�, because negative variations of duty cycle cause 

positive increments in the input voltage [12]. 

 

[

𝑖�̇̂�
𝑣𝑐1̂̇

𝑣𝑐2̂̇

] =

[
 
 
 
 
 
 0

1

𝐿
−
(1 − 𝐷)

𝐿

−
1

𝐶1
0 0

(1 − 𝐷)

𝐶2
0 −

1

𝑅𝐶2 ]
 
 
 
 
 
 

[

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] +

[
 
 
 
 −
𝑉𝑐2
𝐿
0
𝐼𝐿
𝐶2 ]

 
 
 
 

𝑑′̂ (2.66) 
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[𝑣𝑝�̂�] = [0 1 0] [

𝑖�̂�
𝑣𝑐1̂
𝑣𝑐2̂

] (2.67) 

Applying the Laplace transformation and manipulating the equations, the small-signal control to 

input voltage transfer function is obtained: 

 
𝑣𝑝�̂�

�̂�′
=

𝑉𝑐2
𝐿𝐶1

 (𝑠 +
2
𝑅𝐶2

)

𝑠3 +
1
𝑅𝐶2

𝑠2 + (
1 − 𝐷
𝐿𝐶2

+
1
𝐿𝐶1

) 𝑠 +
1

𝑅𝐿𝐶1𝐶2

 (2.68) 

 

2.2.5 Converter Design 

The results of the dynamic analysis of the small-signal model indicate that the converter is highly 

dependent on the operating region of the PV system and on the duty ratio command. To maximize the 

efficiency of the non-inverting Buck-Boost converter, the system is designed such that the converter is 

operated in CCM [17]. The design of the non-inverting Buck-Boost converter is same as the Buck design 

and Boost design, since these are the two modes of operation of the converter. The electrical 

specifications and parameters shown in Table 4 are used to design the components of the proposed 

converter [40]. 

Table 4. Converter specifications. 

Deign parameters Target values 

Input voltage, Vin  2 – 21 V 

Output voltage, Vo 12 V 

Output power, Po 8 – 80 W 

Switching frequency, fs 20 kHz 

Output voltage ripple, Δvo 120 mV (1% of Vo) 

When the non-inverting Buck-Boost converter operates under Buck mode, the variation range of 

duty cycle, according to (2.35), is: 

 
𝐷𝑚𝑎𝑥 =

𝑉𝑜

𝑉𝑖𝑛𝑚𝑖𝑛
= 
12

12
= 1 (2.69) 

 
𝐷𝑚𝑖𝑛 =

𝑉𝑜

𝑉𝑖𝑛𝑚𝑎𝑥
= 
12

21
= 0.5714 (2.70) 

Duty cycles are important because at these values the converter is operating at the extremes of its 

operating range. As a design guideline, the output filter inductance should be designed to ensure the 

inductance current ripple ∆𝑖𝐿, be 20% of 𝐼𝑜𝑚𝑎𝑥, which means that the converter operates in critical 

current mode (CRM) at 10% of 𝐼𝑜𝑚𝑎𝑥, as clarified in Fig. 2.17. 

 ∆𝑖𝐿 = 0.2 · 𝐼𝑜𝑚𝑎𝑥 = 2 · 𝐼𝑜_𝐶𝑅𝑀 (2.71) 
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Fig. 2.17. Inductance current waveform under critical current mode (CRM). 

Therefore, the Buck converter operates in CCM for 𝐿 > 𝐿𝑚𝑖𝑛, where: 

 
𝐿𝑚𝑖𝑛 =

(1 − 𝐷𝑚𝑖𝑛)𝑉𝑜

∆𝑖𝐿 𝑓𝑠
=
(1 − 𝐷𝑚𝑖𝑛)𝑉𝑜

2𝐼𝑜𝑚𝑖𝑛 𝑓𝑠
=
(1 − 𝐷𝑚𝑖𝑛)𝑉𝑜

2

2𝑃𝑜𝑚𝑖𝑛 𝑓𝑠
 (2.72) 

substituting the parameters, the minimum inductance in Buck mode is calculated as: 

 
𝐿𝑚𝑖𝑛𝐵𝑢𝑐𝑘 =

(1 − 𝐷𝑚𝑖𝑛)𝑉𝑜
2

2𝑃𝑜𝑚𝑖𝑛 𝑓𝑠
=
(1 − 0.5714) ∗ 122

2 ∗ 8 ∗ 20 ∗ 103
= 0.1928𝑚𝐻 (2.73) 

In the same way, when the converter operates under Boost mode, the variation range of the duty 

cycle, according to (2.61), is: 

 
𝐷𝑚𝑎𝑥 =

𝑉𝑜 − 𝑉𝑖𝑛𝑚𝑖𝑛
𝑉𝑜

=  
12 − 2

12
= 0.8333 (2.74) 

 
𝐷𝑚𝑖𝑛 =

𝑉𝑜 − 𝑉𝑖𝑛𝑚𝑎𝑥
𝑉𝑜

=  
12 − 12

21
= 0 (2.75) 

The Boost inductance is designed to ensure the converter operates in CCM, therefore: 

 
𝐿𝑚𝑖𝑛 =

𝐷(1 − 𝐷)2𝑉𝑜

2𝐼𝑜𝑚𝑖𝑛𝑓𝑠
=
𝐷(1 − 𝐷)2𝑉𝑜2

2𝑃𝑜𝑚𝑖𝑛𝑓𝑠
 (2.76) 

The duty cycle in which the 𝐿𝑚𝑖𝑛 of (2.76) possesses the maximum value must be determined. 

From Fig. 2.18, where equation (2.76) function of D is plotted, it can be seen that the function achieves 

the maximum value solution for 𝐷 = 1/3 [40]. 

 

Fig. 2.18. Diagram of 𝐿𝑚𝑖𝑛 function of duty cycle 𝐷. 
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Subsequently, the minimum inductance under Boost mode can be calculated as: 

 

𝐿𝑚𝑖𝑛𝐵𝑜𝑜𝑠𝑡 =
𝐷(1 − 𝐷)2𝑉𝑜2

2𝑃𝑜𝑚𝑖𝑛𝑓𝑠
=

1
3 (1 −

1
3)

2

∗ 122

2 ∗ 8 ∗ 20 ∗ 103
= 0.0667𝑚𝐻 

(2.77) 

There is only one inductor in the non-inverting Buck-Boost converter, therefore a value that satisfies 

both Buck and Boost mode conditions must be selected. To assure a continuous current of the inductor 

in either modes, the larger one of (2.73) and (2.77) is chosen [27]. In practice, for safety reason, the 

chosen one is multiplied by 1.25. This process ensures that the inductor current can be operated under 

CCM. Thus, for CCM the minimum inductance required became: 

 𝐿𝑚𝑖𝑛 = 1.25 · 𝐿𝑚𝑖𝑛𝐵𝑢𝑐𝑘 = 1.25 · 0.1928𝑚𝐻 = 0.241𝑚𝐻 (2.78) 

For the capacitor selection, a solution that satisfies both Buck and Boost mode must be chosen [41]. 

For Buck mode, the minimum output capacitor value for a desired output voltage ripple, is calculated: 

 
𝐶𝑚𝑖𝑛𝐵𝑢𝑐𝑘 =

(1 − 𝐷𝑚𝑖𝑛)𝑉𝑜

8𝑓𝑠2𝐿𝑚𝑖𝑛 ∆𝑉𝑜
=

(1 − 0.5714)

8 ∗ 202 ∗ 106 ∗ 0.241 ∗ 10−3 ∗ 0.01
= 55.58µ𝐹 (2.79) 

For Boost mode, according to the specification requirements of output voltage ripple, the size of the 

output capacitor value can be determined as [19]: 

 
𝐶𝑚𝑖𝑛𝐵𝑜𝑜𝑠𝑡 =

𝐷𝐼𝑜𝑚𝑖𝑛
𝑓𝑠 ∆𝑉𝑜

=
𝐷𝑃𝑜𝑚𝑖𝑛
𝑓𝑠 ∆𝑉𝑜 𝑉𝑜

=
0.333 ∗ 8

20 ∗ 103 ∗ 0.120 ∗ 12
= 92.6µ𝐹 (2.80) 

The larger minimum required capacitance is selected and multiplied by 1.25 for safety reasons: 

 𝐶𝑚𝑖𝑛 = 1.25 · 𝐶𝑚𝑖𝑛𝐵𝑜𝑜𝑠𝑡 = 1.25 · 92.6µ𝐹 ≈ 116µ𝐹 (2.81) 

The above design was conducted for the worst-case condition of the Buck mode and the Boost 

mode, according to Power Electronics. Since the converter is forced to work under MPPT, a proper 

components design should consider the maximum operating point. The electrical specifications and 

parameters of the converter at the MPP operation are shown in Table 5. 

Table 5. MPPT specifications. 

Deign parameters Target values 

Input voltage, Vmpp 16.8 V 

Output voltage, Vo 12 V 

Output power, Pmpp 79.8 W 

Switching frequency, fs 20 kHz 

Output voltage ripple, Δvo 120 mV (1% of Vo) 

At the MPP the converter works in Buck mode, therefore the duty cycle is calculated as: 
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𝐷 =

𝑉𝑜

𝑉𝑚𝑝𝑝
= 

12

16.8
= 0.7143 (2.82) 

The required inductance is calculated as: 

 
𝐿𝑚𝑝𝑝 =

(1 − 𝐷)𝑉𝑜2

2𝑃𝑚𝑝𝑝 𝑓𝑠
=
(1 − 0.7143) ∗ 122

2 ∗ 79.8 ∗ 20 ∗ 103
= 0.013𝑚𝐻 (2.83) 

The output capacitor value, that results in the desired voltage ripple is given by: 

 
𝐶𝑚𝑝𝑝 =

(1 − 𝐷)𝑉𝑜

8𝑓𝑠2𝐿𝑚𝑖𝑛 ∆𝑉𝑜
=

(1 − 0.7143)

8 ∗ 202 ∗ 106 ∗ 0.013 ∗ 10−3 ∗ 0.01
≈ 687µ𝐻 (2.84) 

About the input capacitor, it was chosen as equal as the output capacitor. The minimum value of 

the input capacitor is necessary to stabilize the input voltage due to the peak current requirement of 

a switching power supply. The value can be increased if the input voltage is noisy [41]. 

For the simulation slightly higher values of 𝐿 and 𝐶 were chosen.  𝐿 = 0.33𝑚𝐻 and 𝐶 = 700µ𝐹. 

 

2.2.6 Validation of the Dynamic Model with Trapezoidal Method 

Time domain simulation of switching converters is an essential stage during the design, 

implementation and development of a DC-DC converter [42]. Generally, numerical integration 

methods are used to find numerical approximations to the solutions of ordinary differential equations 

(ODEs). Different numerical methods can be used to perform time domain simulation of the 

converters. The simplest numerical method is the forward Euler, where a general first order differential 

equation can be approximated as a forward finite difference [43]: 

 
𝑓(𝑥, 𝑡) =

𝑑𝑥

𝑑𝑡
≈
𝑥(𝑡 + ∆𝑡) − 𝑥(𝑡)

∆𝑡
 (2.85) 

which rearranged becomes: 

 𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + ∆𝑡𝑓(𝑥, 𝑡) (2.86) 

The forward Euler is an explicit method, meaning that the new value 𝑥(𝑡 + ∆𝑡) is defined in terms 

of things that are already known, like 𝑥(𝑡).  However, if instead of (2.85), the approximation explained 

below is used: 

 
𝑓(𝑥, 𝑡) =

𝑑𝑥

𝑑𝑡
≈
𝑥(𝑡) − 𝑥(𝑡 − ∆𝑡)

∆𝑡
 (2.87) 

the backward Euler method is obtained [43], that is: 

 𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + ∆𝑡𝑓(𝑥 + ∆𝑥, 𝑡 + ∆𝑡) (2.88) 

https://en.wikipedia.org/wiki/Numerical_analysis
https://en.wikipedia.org/wiki/Ordinary_differential_equation
https://en.wikipedia.org/wiki/Finite_difference
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The backward Euler method is an implicit method, meaning that an equation must be solved to find 

𝑥(𝑡 + ∆𝑡). Another widely used method is the trapezoid rule, which, as the name says, approximates 

the integration using a trapezoid. The trapezoidal rule is given by the formula [44]: 

 
𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) +

∆𝑡

2
(𝑓(𝑥, 𝑡) +  𝑓(𝑥 + ∆𝑥, 𝑡 + ∆𝑡)) (2.89) 

Trapezoidal rule is superior to both Euler rules. Its most salient properties are numerical stability 

and accuracy [45]. The Euler methods might not always estimate the state values accurately [42], 

therefore, the trapezoid rule which increases the estimation accuracy should be used. It correctly 

predicts the system behavior and position of poles of discrete system at lower frequencies, that may 

have a significant effect on compensator design for DC-DC converter [46]. 

Other well-known but more complicated numerical methods, such as Runge-Kutta, higher order 

Adams-Moulton, etc., can also be used for real-time simulation. All those methods can be 

implemented using any computer language programs or mathematical tools. 

The non-inverting Buck-Boost converter was modeled using state-space equations. For the solution 

of state-equations, trapezoidal integration is performed to obtain a discrete-time model from a 

continuous-time one [47]. In each of the switching mode (on/off), the converter can be represented in 

state-space form by: 

 �̇�(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) (2.90) 

Using the trapezoidal rule of integration, (2.90) is transformed to a set of difference equations [48]: 

 
𝒙(𝑡) = 𝒙(𝑡 − ∆𝑡) +

∆𝑡

2
[𝑨(𝑡 − ∆𝑡)𝒙(𝑡 − ∆𝑡) + 𝑨(𝑡)𝒙(𝑡)]

+
∆𝑡

2
[𝑩(𝑡 − ∆𝑡)𝒖(𝑡 − ∆𝑡) + 𝑩(𝑡)𝒖(𝑡)] 

(2.91) 

where ∆𝑡, is the step length. The above equation can be rearranged as: 

 
𝒙(𝑡) = (𝑰 −

∆𝑡

𝟐
𝑨(𝑡))

−1

{(𝑰 +
∆𝑡

𝟐
𝑨(𝑡 − ∆𝑡)) 𝒙(𝑡 − ∆𝑡)

+
∆𝑡

2
[𝑩(𝑡 − ∆𝑡)𝒖(𝑡 − ∆𝑡) + 𝑩(𝑡)𝒖(𝑡)]} 

(2.92) 

where 𝑰, is the identity matrix.  

In power electronics, 𝑨 and 𝑩 change when circuit state changes. Therefore, for any circuit state 

over an interval during which the state is not changing, those matrices are independent of time.  

 
𝒙(𝑡) = (𝑰 −

∆𝑡

𝟐
𝑨)

−1

(𝑰 +
∆𝑡

𝟐
𝑨)𝒙(𝑡 − ∆𝑡) + (𝑰 −

∆𝑡

𝟐
𝑨)

−𝟏 ∆𝑡

𝟐
𝑩[𝒖(𝑡 − ∆𝑡) + 𝒖(𝑡)] (2.93) 

Thus, the desired approximate solution of (2.90) can be written as: 

 𝒙(𝑡) = 𝑴𝒙(𝑡 − ∆𝑡) + 𝑵[𝒖(𝑡 − ∆𝑡) + 𝒖(𝑡)] (2.94) 
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where 𝑴 = (𝑰 −
∆𝑡

𝟐
𝑨)

−1
(𝑰 +

∆𝑡

𝟐
𝑨) and 𝑵 = (𝑰 −

∆𝑡

𝟐
𝑨)

−𝟏 ∆𝑡

𝟐
𝑩, are real matrices to be calculated only 

once for any circuit state as ∆𝑡 is constant. Since the subinterval in which the Buck converter is in on-

state (S1 on) is equal to the subinterval in which the Boost is in off-state (S2 off), only three state are 

needed to simulate the response of the system. 

The numerical method presented is used to simulate the non-inverting Buck-Boost converter on 

MATLAB (file script in Appendix A.3) and the results are shown in Figs. 2.19 and 2.20.  

 

Fig. 2.19. Real-time simulation of non-inverting Buck-Boost converter operating in Buck mode when D 

= 0.7.  

Fig. 2.19 shows the output voltage 𝑣𝑜, the input voltage 𝑣𝑝𝑣, and the inductance current 𝑖𝐿, responses 

of the converter working in Buck mode, simulated for constant input current and 𝐷 = 0.7.  

 

Fig. 2.20. Real-time simulation of non-inverting Buck-Boost converter operating in Boost mode when 

D = 0.3.  
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Fig. 2.20 shows the time-domain simulation of the converter working in Boost mode when 𝐷 = 0.3 

and with 𝑅 = 3.6Ω (resistive load). The top waveform is the output voltage 𝑣𝑜, and the bottom 

waveforms are input voltage 𝑣𝑝𝑣, and inductance current 𝑖𝐿, respectively. The simulations are carried 

out with a time step of 50µs [49]. 

The results show that the proposed trapezoidal method can successfully model a switching 

converter in time domain. The resulting model can be implemented and executed together with a 

controller to perform a complete closed-loop time domain simulation [42]. 

 

2.3 Battery Energy Storage (BES) 

PV generation is developing increasingly fast as a renewable energy source, because of the cost-

effective and the environmentally friendly characteristics [7]. However, the output delivered by the 

arrays depends greatly on weather conditions, making PV generation an intermittent and uncertain 

source of power [50]. Supplying the customers with a quality power is a challenging issue in a stand-

alone PV system [4]. Thus, the battery energy storage is a necessary element to help improving the 

stability and the reliability of the system, since the battery can store the excess energy and provide it 

at times of deficiency, ensuring the energy balance of the PV system [51]. 

To investigate battery performance, effective battery models are critically needed [52]. 

 

2.3.1 Battery Model 

There are basically three types of battery models: experimental, electrochemical and electric circuit-

based [53]. The first two, experimental and electrochemical, are very accurate models primarily 

utilized when designing the battery packaging [54]. However, those models are not well suited to 

represent cell dynamics since simulation can be quite time consuming [53]. Circuit-based battery 

models are electrical equivalent models using a combination of voltage source, resistors and capacitors 

to model battery performance [52]. Those models are simple and can represent steady-state and 

dynamic battery behavior [55], therefore are the most suitable for dynamic simulation [7]. 

The simplest electric model consists of an ideal voltage source 𝑉𝑜, in series with an internal 

resistance 𝑅𝑏, as shown in Fig. 2.21 [56].  

 

Fig. 2.21. Circuit diagram of a simple linear battery model. 

This model, however, does not consider the state of charge (SOC) of the battery which is assumed to 

have unlimited energy. Therefore, is not suitable if the available voltage at different charge levels is of 

interest [56]. Other equivalent models are based on an open-circuit voltage in series with resistance 

and parallel RC circuits. Although these models are more accurate than the simple linear battery 

model, the identification of all the parameters is much more complicated [53]. 

It is necessary to identify a model that estimates the SOC accurately as it is important for the 

purposes of converter control [51]. Accurate modelling of a battery is a very complex task that requires 
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knowledge of the electrochemical processes. For simulation purposes, a model that accounts for the 

varying voltage that is available based on the SOC is sufficient [56]. 

An easy-to-use battery model applied for dynamic simulation software is presented in [53]. This 

model considers the SOC as the only state variable, however the model is only valid in steady state 

(constant current) [57].  As shown in Fig. 2.22, the model is composed of a controlled voltage source 

in series with a constant resistance. This model assumes the same characteristics for the charge and 

the discharge cycles.  

 

Fig. 2.22. Circuit diagram of battery model with controlled voltage source. 

The controlled voltage source dependent on the actual SOC of the battery is calculated with the 

equation: 

 
𝐸 = 𝐸𝑜 − 𝐾

𝑄𝑜

𝑄𝑜 − 𝑄
+ 𝐴𝑒−𝐵𝑄 (2.95) 

where, 𝐸 is the no-load voltage (V),  𝐸𝑜 is the battery constant voltage (V), 𝐾 is the polarization voltage 

(V), 𝑄𝑜 is the nominal battery capacity (Ah), 𝐴 is the exponential zone amplitude (V), 𝐵 is the 

exponential zone time constant inverse (Ah)-1 and 𝑄 is the actual battery charge (Ah), calculated 

integrating the battery current 𝐼𝑏 (A) and adding the initial charge 𝑄𝑖𝑛 (Ah), as:  

 
𝑄 = 𝑄𝑖𝑛 +∫ −𝐼𝑏𝑑𝑡

𝑡

0

 (2.96) 

The minus in the integral in (2.96) means that the current is assumed to be positive when the battery 

is discharged, resulting in a reducing total charge of the battery, and assumed to be negative when the 

battery is charged resulting in an increasing of the total charge [56]. 

Finally, the battery voltage of the model is calculated as: 

 𝑉𝑏 = 𝐸 − 𝑅𝑏𝐼𝑏 (2.97) 

The presented model is based on several approximations and assumptions [53]: 

- the internal resistance 𝑅𝑏, is assumed to be constant during both charging and discharging, and 

independent on current amplitude; 

- charge characteristic is assumed to be the same as the discharge characteristic; 

- the battery capacity is assumed constant (independent of the current amplitude); 

- temperature effect is not included; 
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- self-discharge is not considered. 

The power of this model is that all the parameters needed can easily be extracted from the 

manufacturer’s discharge curve. A typical discharge characteristic is shown in Fig. 2.23. 

 

Fig. 2.23. Typical battery discharge curve. 

Only three points on the discharge curve, shown in Fig. 2.23, are required to obtain the parameters: 

the point of fully charged voltage (0, 𝐸𝑓𝑢𝑙𝑙), the end of exponential zone (𝑄𝑒𝑥𝑝, 𝐸𝑒𝑥𝑝) and the end of 

nominal zone (𝑄𝑛𝑜𝑚, 𝐸𝑛𝑜𝑚). Therefore, the following battery parameters can be calculated based on 

these three points: 

 𝐴 = 𝐸𝑓𝑢𝑙𝑙 − 𝐸𝑒𝑥𝑝 (2.98) 

 
𝐵 =

3

𝑄𝑒𝑥𝑝
 (2.99) 

 
𝐾 =

[𝐸𝑓𝑢𝑙𝑙 − 𝐸𝑛𝑜𝑚 + 𝐴(𝑒
−𝐵𝑄𝑒𝑥𝑝 − 1)] (𝑄𝑜 − 𝑄𝑛𝑜𝑚)

𝑄𝑛𝑜𝑚
 (2.100) 

 𝐸𝑜 =  𝐸𝑓𝑢𝑙𝑙 + 𝐾 + 𝑅𝑏𝐼𝑏 − 𝐴 (2.101) 

The internal resistance 𝑅𝑏, is usually provided by manufacturer’s datasheet. 

Obviously, with this approach the parameters are approximated but still it is a very useful method 

for modelling the battery, with a level of accuracy that is sufficient for the purpose of this thesis. 

 

2.3.2 Battery Model Validation 

This approach, that use only SOC as a state variable is very general, so it can be applied to many types 

of battery, as explained in [53]. The model parameters extracted from manufacture’s datasheet of a 

Panasonic HHR650D3 NiMH battery cell, are shown in table 6. 

Table 6. Panasonic HHR650D3 Nickel-Metal-Hybrid parameters.  

Parameters Values 

Nominal voltage 1.2 V 

Nominal capacity 6.5 Ah 

𝑅𝑏 0.0046 Ω 
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𝐸𝑓𝑢𝑙𝑙 1.4 V 

𝐸𝑒𝑥𝑝 1.25 V 

𝐸𝑛𝑜𝑚 1.2 V 

𝑄𝑒𝑥𝑝 1.3 Ah 

𝑄𝑛𝑜𝑚 5.2 Ah 

K 0.0125 V 

A 0.15 V 

B 2.3077 Ah-1 

The parameters presented in table 6 are extracted from manufacturer’s discharge curve at 1.3A. To 

validate whether the obtained values accurately represent the real behavior of the battery, the model 

with all the equations of the previous section and the parameters of table 6 are integrated and 

simulated in MATLAB (file script in Appendix A.4). The simulated charging and discharging cell voltage 

curve function of the SOC is visualized in Fig. 2.24. The curve is obtained for a constant battery current 

𝐼𝑏, of 1.3A. 

 

Fig. 2.24. Charging and discharging voltage curve function of SOC. 

To validate the battery model, the discharge voltage curve function of time is plotted and compared 

with the discharge characteristic taken from the datasheet, as shown in Fig. 2.25. 

 

Fig. 2.25. Discharge characteristics curves of the battery at 1.3A discharge current: a) simulation 

model; b) manufacturer’s datasheet. 
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Moreover, the simulated curves and the manufacturing curves for different discharge currents are 

plotted and compared in Fig. 2.26. 

 

Fig. 2.26. Discharge characteristics of the battery at different discharge currents: a) simulation model; 

b) manufacturer’s datasheet. 

Even though the results of the simulated model show a slightly different shapes compared to the 

datasheet curves, from Figs. 2.25 and 2.26, it can be seen that the proposed model can properly 

represent the real behavior of the battery cell considered.  

 

2.3.3 Battery Sizing 

The approach described can be used to extract parameters for other batteries types. 

Of the wide variety of battery chemistries available, the major types of rechargeable batteries used 

or being considered for solar system applications are Lead-acid, Nickel-metal-hydride (NiMH) and 

Lithium-ion (Li-ion) [58]. Each technology has its own merits and drawbacks. The choice of a battery 

technology comes out from a compromise of needed characteristics such as: size, cycle life, 

maintenance, reliability, efficiency, overcharge tolerance, operating temperature range and cost [59]. 

Lead acid batteries are the most widely used rechargeable battery systems today due to their low 

cost, high availability and durability, while still providing reasonable performance and life 

characteristics [51]. This oldest and mature technology has been used for many power system 

applications. The main advantages of lead acid batteries are the relatively low cost, easy availability of 

raw materials, easy of manufacture, safety and reliability. However, low specific energy, poor 

temperature performance and short cycle life are the main drawbacks that obstacle their use.  

Lead acid batteries can be divided into two distinct categories: flooded and valve regulated (VRLA) 

or sealed (SLA) batteries. In flooded batteries water is consumed through the battery life and the 

batteries can emit gases [60]. This necessitates the periodic maintenance (water addition to the 

battery), upright orientation to prevent electrolyte leakage and ventilated environment [61].  

Since the main problems of conventional flooded batteries involve the liquid electrolyte, the design 

of the lead acid battery has been improved by the development of the maintenance-free lead acid 

battery that could operate in any position [62]. Two main types of sealed batteries emerged: Gel type 

and Absorbed Glass Mat (AGM) type. These batteries have immobilized form of electrolyte thus they 

have no need for water additions and successfully overcame many objections of flooded batteries, like 

problems of corrosion and electrolyte leakage. Therefore, sealed lead acid batteries are suitable for 

PV applications because of the less maintenance requirement, smaller sizes and low cost. Gel type lead 
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acid batteries with deep discharge cycle are the most used for standalone applications where 

maintenance free operation is required [60]. 

In some cases, Nickel-Cadmium or Nickel-metal-hydride (NiMH) batteries can be a good alternative 

to lead acid batteries [63]. Despite their higher cost they have longer deep cycle life, high temperature 

tolerance and larger energy density compared to lead acid batteries [52]. 

Among the batteries mentioned, Li-ion battery is the most promising technology because of its 

desirable features such as high specific power, high specific energy and long cycle life [58]. Li-ion 

batteries are very low-weight, thus make them suitable for many portable applications. However, the 

production costs are high, and overcharging can easily damage the battery [56]. 

Mainly for cost reasons, a Lead acid gel battery was chosen for the simulation of the system. In 

particular, Panasonic LC-R067R2P [64] 6V 7.2Ah battery type, with parameters of table 7, was 

considered. 

Table 7. Panasonic LC-R067R2P Lead-Acid parameters.  

Parameters Values 

Nominal voltage 6 V 

Nominal capacity 7.2 Ah 

𝑅𝑏 0.02 Ω 

𝐸𝑓𝑢𝑙𝑙 6.5 V 

𝐸𝑒𝑥𝑝 6.1 V 

𝐸𝑛𝑜𝑚 6 V 

𝑄𝑒𝑥𝑝 0.012 Ah 

𝑄𝑛𝑜𝑚 1.44 Ah 

The simulated discharge voltage curves function of time are plotted and compared with the discharge 

characteristics taken from the datasheet, as shown in Fig. 2.27. 

 

Fig. 2.27. Discharge characteristics of the battery at different discharge currents: a) simulation model; 

b) manufacturer’s datasheet. 

Chose the battery cell, the next step is to size the battery pack necessary to meet the requests of 

the PV system. To get the desired configuration, multiple cells are connected in series to increment 

the voltage and in parallel to increase the current. The battery pack capacity was determined 

considering design parameters of table 8. 

Table 8. Battery pack design parameters.  
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Parameters Values 

Wh per day  168 Wh/d 

Days of autonomy 1 d 

Depth of discharge (DoD) 40% 

Cell voltage 6 V 

Cell capacity 7.2 Ah 

The depth of discharge (DoD) is the dominant variable affecting the cycle life of the battery. Generally, 

to increase the lifetime (number of cycles), batteries are limited to 40-50% of DoD. This imply an 

oversizing of the design. Therefore, the battery pack capacity is calculated as [4],  

𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑝𝑎𝑐𝑘 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =  
168

𝑊ℎ
𝑑
∗ 1 𝑑

6 𝑉 ∗ 0.4
≈ 70𝐴ℎ 

Hence, the number of batteries required to be connected in series and parallel are respectively, 𝑁𝑠 =

1 and 𝑁𝑝 = 10. 

To simulate the model of the battery pack, the parameters of the equivalent circuit model for a 

single battery cell need to be scaled. The open-circuit voltage needs to be multiplied by the number of 

series cells 𝑁𝑠. The battery current needs to be multiplied by the number of parallel branches 𝑁𝑝, and 

the resistance needs to be scaled by a factor of 
𝑁𝑠

𝑁𝑝
 [54]. 

The resulting voltage characteristic, of the modelled battery pack, function of the SOC is shown in 

Fig. 2.28. MATLAB code used for the simulation of the battery pack model is presented in Appendix 

A.5. 

 

Fig. 2.28. Voltage curve of the simulated battery pack function of SOC. 

 

2.4 Bidirectional Buck-Boost Converter 

The battery energy storage (BES) is connected to the common DC bus through a bidirectional DC-DC 

converter [4]. This interfacing converter is an important part of power storage system, since he can 

charge and discharge the battery to balance the power between PV generation and load demand [7]. 
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The bidirectional DC-DC converter can operate either as a Buck or as Boost converter. It works as a 

Buck converter for charging the battery, and it operates as a Boost for discharging the battery power 

to the load [9]. Using a bidirectional converter, the battery voltage can be chosen lower compared to 

reference DC-link voltage (12V), thus less batteries are needed to be connected in series [4].  

Many bidirectional DC-DC converter topologies can be used. Basically, they are divided into two 

types, non-isolated and isolated converters. The non-isolated converters are much more attractive, 

because of the efficiency, size, weight and cost characteristics.  

Among them, one of the widely used type is the Half-Bridge (HB) converter [65]. The HB bidirectional 

DC-DC converter is a combination of Buck and Boost converters where diodes have been replaced by 

controllable IGBT or MOSFET switches [66]. This converter is more attractive because of its reduced 

number of components, lower current stress and improved efficiency compared to other types such 

as SEPIC and Cuk converters [67]. Fig. 2.29 shows the Half-Bridge bidirectional DC-DC converter 

topology.  

 
Fig. 2.29. Half-Bridge bidirectional DC-DC converter. 

As can be seen from the proposed model, the battery pack is placed on the low voltage (LV) side 𝑉𝑏, 

while the high voltage (HV) side is connected to the DC bus 𝑉𝑑𝑐. The inductor 𝐿𝑏, is on the LV side, 

decreasing the current ripple which is advantageous for charging and discharging the battery [68]. The 

two capacitors, 𝐶𝑏 and 𝐶2, are used to filter the ripple currents on both discharging and charging 

operations [65]. The switches 𝑄1 and 𝑄2 are controlled to permit the inductor current to flow on both 

directions and thus allowing the charging and discharging process.  

 

2.4.1 Converter Modeling 

The bidirectional DC-DC converter is a combination of Buck and Boost converters. When Q1 is switched 

and Q2 is off, it works as Boost converter discharging the battery. Otherwise when Q1 is off and Q2 is 

modulated, it works as a Buck converter charging the battery. It should be noted that the two modes 

have opposite inductor current directions. Assuming that all the circuit elements are ideal, that the 

converter is designed to operate in CCM and defining a positive current during discharge mode, the 

state-space equations of the converter can be derived [69]. 

In Boost mode, the equivalent circuit for each switching state is represented in Fig. 2.30. 
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Fig. 2.30. a) Bidirectional Buck-Boost converter in Boost mode; b) switch Q1 is on; b) switch Q1 is off. 

When switch Q1 is on, the differential equations of the state variables 𝑖𝐿 and 𝑣𝑑𝑐, are derived [70]: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 (2.102) 

 
𝐶2
𝑑𝑣𝑑𝑐
𝑑𝑡

=  −
𝑣𝑑𝑐
𝑅

 (2.103) 

that expressed in state-space form: 

 
�̇� = 𝑨𝒐𝒏𝒙 + 𝑩𝒐𝒏𝒖, 𝒙 = [

𝑖𝐿
𝑣𝑑𝑐

] , 𝒖 = [𝑣𝑏] (2.104) 

 
[
𝑖�̇�
�̇�𝑑𝑐

] = [

0 0

0 −
1

𝑅𝐶2

] [
𝑖𝐿
𝑣𝑑𝑐

] + [

1

𝐿𝑏
0

] 𝑣𝑏 (2.105) 

During the second interval, when the switch Q1 is off and diode D2 is activated, differential equations 

are: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 − 𝑣𝑑𝑐 (2.106) 

 
𝐶2
𝑑𝑣𝑑𝑐
𝑑𝑡

=  𝑖𝐿 −
𝑣𝑑𝑐
𝑅

 (2.107) 

in state-space form become: 
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�̇� = 𝑨𝒐𝒇𝒇𝒙 + 𝑩𝒐𝒇𝒇𝒖, 𝒙 = [

𝑖𝐿
𝑣𝑑𝑐

] , 𝒖 = [𝑣𝑏] (2.108) 

 

[
𝑖�̇�
�̇�𝑑𝑐

] =

[
 
 
 0 −

1

𝐿𝑏
1

𝐶2
−

1

𝑅𝐶2]
 
 
 

[
𝑖𝐿
𝑣𝑑𝑐

] + [

1

𝐿𝑏
0

] 𝑣𝑏 (2.109) 

In Buck mode, when Q1 is off and Q2 switches on and off, the equivalent circuit for each switching 

state is represented in Fig. 2.31. 

 

Fig. 2.31. a) Bidirectional Buck-Boost converter in Buck mode; b) switch Q2 is on; b) switch Q2 is off. 

When switch Q2 is on, the differential equations of the state variables 𝑖𝐿 and 𝑣𝑏, are: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 − 𝑣𝑑𝑐 (2.110) 

 
𝐶𝑏
𝑑𝑣𝑏

𝑑𝑡
= −𝑖𝐿  −

𝑣𝑏 − 𝐸

𝑅𝑏
 (2.111) 

that given in state-space form are: 

 �̇� = 𝑨𝒐𝒏𝒙 + 𝑩𝒐𝒏𝒖, 𝒙 = [
𝑖𝐿
𝑣𝑏
] , 𝒖 = [

𝑣𝑑𝑐
𝐸
] (2.112) 

 

[
𝑖̇𝐿
𝑣�̇�
] =

[
 
 
 0

1

𝐿𝑏

−
1

𝐶𝑏
−

1

𝑅𝑏𝐶𝑏]
 
 
 

[
𝑖𝐿
𝑣𝑏
] +

[
 
 
 −

1

𝐿𝑏
0

0
1

𝑅𝑏𝐶𝑏]
 
 
 

[
𝑣𝑑𝑐
𝐸
] (2.113) 
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During the second interval, when the switch Q2 is off and diode D1 becomes forward biased (on), 

differential equations are: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 (2.114) 

 
𝐶𝑏
𝑑𝑣𝑏

𝑑𝑡
= −𝑖𝐿  −

𝑣𝑏 − 𝐸

𝑅𝑏
 (2.115) 

Written in state-space form become: 

 �̇� = 𝑨𝒐𝒇𝒇𝒙 + 𝑩𝒐𝒇𝒇𝒖, 𝒙 = [
𝑖𝐿
𝑣𝑏
] , 𝒖 = [

𝑣𝑑𝑐
𝐸
] (2.116) 

 

[
𝑖̇𝐿
𝑣�̇�
] =

[
 
 
 0

1

𝐿𝑏

−
1

𝐶𝑏
−

1

𝑅𝑏𝐶𝑏]
 
 
 

[
𝑖𝐿
𝑣𝑏
] + [

0 0

0
1

𝑅𝑏𝐶𝑏

] [
𝑣𝑑𝑐
𝐸
] (2.117) 

 

2.4.2 Complementary Analysis 

From the above analysis, it can be noticed that irrespective of the mode of operations, Buck or Boost, 

the switches Q1 and Q2 are complementary to each other. Therefore, combining the two mode of 

operations, and defining 𝑖𝐿 in Boost mode as a positive current, a common model can be developed 

with only two states [71]. The two subintervals are denoted as: discharging mode (Q1 on and Q2 off) 

and charging mode (Q1 off, Q2 on), and are shown in Fig. 2.32 [72]. 

 

Fig. 2.32. Bidirectional converter common model with two subintervals: a) Discharging mode (Q1 on, 

Q2 off); b) Charging mode (Q1 off, Q2 on). 

During the discharging mode, when the switch Q1 is on and Q2 off, the differential equations of the 

state variables 𝑖𝐿 , 𝑣𝑏 and 𝑣𝑑𝑐, are derived as follow: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 (2.118) 

 
𝐶𝑏
𝑑𝑣𝑏

𝑑𝑡
= −𝑖𝐿  −

𝑣𝑏 − 𝐸

𝑅𝑏
 (2.119) 

 
𝐶2
𝑑𝑣𝑑𝑐
𝑑𝑡

=  −
𝑣𝑑𝑐
𝑅

 (2.120) 
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In the second subinterval (charging mode), when Q2 is on while Q1 is off, the state equations are: 

 
𝐿𝑏
𝑑𝑖𝐿
𝑑𝑡

=  𝑣𝑏 − 𝑣𝑑𝑐 (2.121) 

 
𝐶𝑏
𝑑𝑣𝑏

𝑑𝑡
= −𝑖𝐿  −

𝑣𝑏 − 𝐸

𝑅𝑏
 (2.122) 

 
𝐶2
𝑑𝑣𝑑𝑐
𝑑𝑡

=  𝑖𝐿 −
𝑣𝑑𝑐
𝑅

 (2.123) 

Finally, the converter dynamic behavior can be described considering the states of the switches. 

The continuous-time model of the converter, which assembles charging and discharging modes, can 

be derived [73]: 

 𝑑𝑖𝐿
𝑑𝑡

=  
𝑣𝑏

𝐿𝑏
− (1 − 𝑠)

𝑣𝑑𝑐
𝐿𝑏

 (2.124) 

 𝑑𝑣𝑏

𝑑𝑡
= −

𝑖𝐿
𝐶𝑏
 −
𝑣𝑏 − 𝐸

𝑅𝑏𝐶𝑏
 (2.125) 

 𝑑𝑣𝑑𝑐
𝑑𝑡

= (1 − 𝑠)
𝑖𝐿
𝐶2
−
𝑣𝑑𝑐
𝑅𝐶2

 (2.126) 

where 𝑠 represents the state of the switches 

 
𝑠 = {

1     𝑄1 𝑜𝑛, 𝑄2 𝑜𝑓𝑓
0     𝑄1 𝑜𝑓𝑓, 𝑄2 𝑜𝑛

 (2.127) 

and written in state-space form become: 

 

[

𝑖̇𝐿
𝑣�̇�
�̇�𝑑𝑐

] =

[
 
 
 
 
 
 0

1

𝐿
−
(1 − 𝑠)

𝐿

−
1

𝐶𝑏
−

1

𝑅𝑏𝐶𝑏
0

(1 − 𝑠)

𝐶2
0 −

1

𝑅𝐶2 ]
 
 
 
 
 
 

[

𝑖𝐿
𝑣𝑏
𝑣𝑑𝑐

] + [

0
1

𝑅𝑏𝐶𝑏
0

]𝐸 (2.128) 

 

2.4.3 Converter Design 

As for the non-inverting Buck-Boost converter, the system is designed such that the converter is 

operated in CCM. The design of the converter is same as the Buck design and Boost design, since these 

are the two modes of operation of the converter. Bidirectional specification and design parameters 

are shown in Table 9. 

Table 9. Bidirectional specification and design parameters. 

Deign parameters Target values 

Battey voltage, Vin  6 V 
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DC bus voltage, Vdc 12 V 

Output power, Po 8 – 80 W 

Switching frequency, fs 20 kHz 

Bus voltage ripple, ΔVdc 120 mV (1% of Vdc) 

Battery voltage ripple, ΔVb/Vb 1% 

The inductance value to ensure the converter operates in CCM, for both Buck and Boost modes, is 

calculated as follow [40]: 

 

𝐿𝑚𝑖𝑛𝑏 =
𝐷(1 − 𝐷)2𝑉𝑑𝑐2

2𝑃𝑜𝑚𝑖𝑛𝑓𝑠
=

1
3
(1 −

1
3
)
2

122

2 ∗ 8 ∗ 20 ∗ 103
= 0.07𝑚𝐻 ∗ 1.25 = 0.9𝑚𝐻 

(2.129) 

Where D is substituted with 1/3, that corresponds to the maximum value solution of Eq. (2.129), as 

already observed in section 2.2.5. Furthermore, to ensure that the converter maintains operations 

under CCM, the inductance was multiplied by 1.25. 

Considering the voltage ripple required by the converter, the capacitors were selected. The bus 

capacitor was designed as: 

 
𝐶𝑑𝑐 =

𝐷𝑃𝑜𝑚𝑖𝑛
𝑓𝑠 ∆𝑉𝑑𝑐 𝑉𝑑𝑐

=
0.5 ∗ 8

20 ∗ 103 ∗ 0.120 ∗ 12
= 139µ𝐹 ∗ 1.25 ≈ 175µ𝐹 (2.130) 

The size of the battery capacitor value can be determined as: 

 
𝐶𝑏 =

(1 − 𝐷)

8𝑓𝑠2𝐿𝑚𝑖𝑛 (
∆𝑉𝑏
𝑉𝑏

)
=

(1 − 0.5)

8 ∗ 202 ∗ 106 ∗ 0.9 ∗ 10−3 ∗ 0.01
≈ 20µ𝐹 (2.131) 

For the simulation slightly higher values of inductance and capacitances were chosen.  𝐿𝑏 = 0.6𝑚𝐻 

𝐶𝑑𝑐 = 800µ𝐹 and 𝐶𝑏 = 700µ𝐹. 

 

2.5 DC Load Analysis 

The PV stand-alone system and all the components considered in the previous sections, were designed 

considering a DC load. The DC load can be modelled as resistance 𝑅𝑙𝑜𝑎𝑑, which is determined by the 

power and voltage at the DC bus. The electrical appliances considered, and the evaluating energy 

demand of the off-grid solar system are shown in table 10. 

Table 10. Load profile of the appliances. 

Appliance Quantity Nominl Power (W) Hours per day Wh/d 

Light LED 2 10 6 120 

Universal battery charger 1 8 6 48   
Total Wh per day 

 
168 

The daily load profile was determined by calculating the energy demand (Wh/day) for all estimated 

load types [74]. The energy consumption of the load is fundamental to design the rated power of the 

PV array. 
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In PV system design process, the location of the system should be considered to determine the 

availability of solar radiation [75]. As an example, its assumed that the system is in a rural area of the 

central India. The solar irradiances and the peak sun hours in this area, for typical winter and summer 

weeks of the year, can be easily found in insolation maps on the internet. As a common practice the 

design is carried out based on the worst month. The worst-case scenario of an area located in the 

central India is in the summer month of July, and a value of 3.5h was considered as the peak sun hours. 

Considering an overall system efficiency of about 75%, because of the different system inefficiencies 

like soiling, voltage drop, degrading of the PV module, battery losses, converter losses, etc., the PV 

system capacity results in: 

𝑃𝑉 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 (𝑊) =
𝐷𝑎𝑖𝑙𝑦 𝑒𝑛𝑒𝑟𝑔𝑦 𝑢𝑠𝑒 (

𝑊ℎ
𝑑
)

𝑝𝑒𝑎𝑘 𝑠𝑢𝑛 ℎ𝑜𝑢𝑟𝑠 (ℎ) ∗ 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑚𝑐𝑦
=

168
𝑊ℎ
𝑑

3.5ℎ ∗ 0.75
≈ 65𝑊  

This outcome assumes optimal azimuth, tilt angle and no shading. The calculated value represents 

the minimum power array needed. Usually, PV system are oversized to avoid power interruptions, and 

a compromise must be done between oversizing the system to guarantee more power and reducing 

costs [75]. Therefore, an 80W SolareX panel, as in section 2.1, was selected to represent the solar 

system. 
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Chapter 3. Control System Design 

 

In this chapter the control design of the system under study is discussed. All the block components of 

the off-grid system and the two main control units are represented in Fig. 3.  

In the first control unit the maximum power point tracking (MPPT) technique is used to extract the 

maximum power from the PV array, and a Proportional-integral (PI) controller is required in order to 

solve converter’s stability problems. In practice, the MPPT algorithm provides the reference voltage 

Vref, and then the inner control loop makes the interfacing voltage to track its reference value. 

The other control unit, that is the core of the thesis is the model predictive control (MPC). The 

objective of the proposed strategy is to control the Bidirectional converter in order to balance the 

power between PV generation and load demand, and moreover, to regulate the DC bus voltage and to 

improve battery life implementing constrains on the SOC of the battery to avoid overcharge and over 

discharge.  

An accurate analysis with the corresponding simulation results is presented in this chapter. 

 

Fig. 3. Block diagram of the control units. 
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3.1 Maximum Power Point Tracking 

As seen in section 2.1, the PV array characteristics (P-V and I-V) present a maximum power point (MPP) 

for a certain operating voltage (Vmp) and current (Imp). This is the point the panel should operate in 

order to deliver the maximum available power [9]. This MPP varies at every instance due to weather 

conditions, therefore, to achieve an efficient PV power generation system an MPPT technique is 

necessary. MPPT algorithms are usually employed on interfacing DC-DC power converters, to hold the 

operation point at the MPP by regulating either the current or voltage of the MPPT converter [8]. The 

voltage control is preferred because the voltage at the MPP is almost constant. On the other hand, the 

PV current, changes greatly with variations in solar irradiation [12]. Hence, regulating the PV voltage 

should improve the performance of the MPPT. 

Different MPPT algorithms can be used, and many theoretical improvements have been proposed 

in the literature to enhance the performance of the methods. Among all the algorithms, Fractional 

Open Circuit Voltage (FOCV), Fractional Short Circuit Current (FSCC), Perturb and Observe (P&O) and 

Incremental Conductance (InC) are few of them that can be easily implemented and are state-of-the-

art techniques [12]. In the thesis the well-known P&O algorithm has been used to track the MPP of the 

solar module. 

 

3.1.1 P&O Algorithm 

Perturb and Observer (P&O) is the most commonly used algorithm because is simple and easy to 

implement while maintaining relatively good performance.  

As the name says, the P&O algorithm tracks the MPP by iteratively perturbing the PV voltage Vpv, 

observing and comparing the power generated by the panel Ppv(k) at any instant with the previous 

power Ppv(k-1) [20]. 

 

Fig. 3.1. P-V curve of a PV module and P&O illustration concept. 

A general P-V curve that helps to understand the concept is plotted in Fig. 3.1 [76]. From the figure in 

can be seen that decreasing voltage on the right side of the MPP increases power and increasing 

voltage on the left side of the MPP also increases power. For example, after an increment in the PV 

operating voltage, the algorithm compares the actual measured power with the previous one. If the 

power has increased, it keeps the same direction (increasing voltage), otherwise it changes direction 

(decreasing voltage). The process is repeated at every MPPT step until the MPP is reached [77]. 

However, P&O method cannot converge to the correct MPP, indeed it oscillates around the MPP in 

steady state [78]. The deviation depends on the size of the step used to perturb the voltage. With a 

small size of the step, the oscillations are reduced, but the tracking will be slower, while with bigger 

step size the tracking is faster, but the oscillations will be bigger. Therefore, in order to improve both 
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tracking speed and algorithm accuracy a compromise must be done in the selection of the perturbation 

step size [7]. 

 

Fig. 3.2. Flowchart of the P&O algorithm with voltage perturbation. 

The flowchart of the P&O algorithm with voltage perturbation is shown in Fig. 3.2. The P&O 

algorithm is implemented in MATLAB (file script in Appendix B.1) together with the PV array model, 

to validate the chosen MPPT technique. The results of the P&O tracking method with a constant step 

size compromised at a value of ∆𝑉 = 0.25 are plotted in Fig. 3.3.  

Measure: Vpv(k), Ipv(k) 

𝑃(𝑘) > 𝑃(𝑘 − 1) 

Return 

Set initial values: 

Vpv(0), Ipv(0) 

Calculate: 

P(k) = Vpv(k)*Ipv(k) 

NO 
YES 

𝑉𝑝𝑣(𝑘) > 𝑉𝑝𝑣(𝑘 − 1) 𝑉𝑝𝑣(𝑘) > 𝑉𝑝𝑣(𝑘 − 1) 

Vref = Vpv(k) + ∆V Vref = Vpv(k) - ∆V Vref = Vpv(k) - ∆V Vref = Vpv(k) + ∆V 

NO NO YES YES 
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Fig. 3.3. Performance of P&O algorithm with voltage step size ∆𝑉 = 0.25. 

Based on the graph, the expected maximum power is 79.8 W, which corresponds at the parameter 

Pmp, given in the PV array datasheet (see Table 2). Thus, the MPPT MATLAB code is validated. 

 

3.2 MPPT Converter Control  

Converters with the MPPT algorithm are used to continuously detect the maximum instantaneous 

power of the PV array. However, the achievement of MPPT strongly depends on the performance of 

the converter and its ability to regulate the operating point of the PV panel [12].  

Depending on the topology of the system, current, voltage or duty cycle can be controlled. The 

direct duty cycle control is not recommended because the converter is subject to increased switching 

stress and losses, and a feedback control for the converter voltage or current is preferred [15]. In [8] 

is observed that input voltage is recommended to be used since the input current control is prone to 

saturation of the controller. Therefore, to achieve a reliable operation of the MPPT, a feedback control 

loop is needed and Proportional-Integral (PI) control is commonly applied to regulate converter’s 

stability problems. As shown in the control scheme of Fig. 3.4, the MPPT algorithm provides the 

reference voltage Vref, for the converter and the PI controller uses this reference to impose the duty 

cycle to the converter to regulate the voltage to the desired value [79]. In short, the inner control loop 

makes the interfacing voltage Vpv, to track its reference value Vref. 

 

Fig. 3.4. MPPT converter control scheme. 
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The dynamic behavior of the converter is essential for the design of an effective PI controller. Small-

signal analysis and Bode Plot representation were used to design the proposed control strategy. 

 

3.2.1 Open Loop Analysis 

In order to develop the control loop of the non-inverting Buck-Boost converter under study, the 

converter model linearized at a chosen operating point is necessary. The linear model was obtained by 

applying the small-signal analysis with the purpose to find small-signal transfer functions that describe 

the dynamic behavior of the converter input voltage near the operating point and can be used in the 

design of the closed loop control system [13].  

The control to input voltage transfer functions of the non-inverting Buck-Boost converter working 

in Buck and Boost modes respectively, as previously calculated in paragraph 2.2.4 (equations 2.46 and 

2.68) are re-proposed. 

 

𝐺𝑣𝑏𝑢𝑐𝑘(𝑠) =
𝑣𝑝�̂�

�̂�′
=

𝑉𝑐2
𝑅𝐶1

 [𝑠2 + (
𝑅
𝐿
+

1
𝑅𝐶2

) 𝑠 +
2
𝐿𝐶2

]

𝑠3 +
1
𝑅𝐶2

𝑠2 + (
1
𝐿𝐶2

+
𝐷2

𝐿𝐶1
) 𝑠 +

𝐷2

𝑅𝐿𝐶1𝐶2

 (3.1) 

 

𝐺𝑣𝑏𝑜𝑜𝑠𝑡(𝑠) =
𝑣𝑝�̂�

�̂�′
=

𝑉𝑐2
𝐿𝐶1

 (𝑠 +
2
𝑅𝐶2

)

𝑠3 +
1
𝑅𝐶2

𝑠2 + (
1 − 𝐷
𝐿𝐶2

+
1
𝐿𝐶1

) 𝑠 +
1

𝑅𝐿𝐶1𝐶2

 (3.2) 

Where the complement of the small signal duty cycle �̂�′ is chosen as the control variable, since positive 

variations of duty cycle 𝑑 produce negative variations of input voltage 𝑣𝑝𝑣, as already said.  

The two transfer functions 𝐺𝑣𝑏𝑢𝑐𝑘 and 𝐺𝑣𝑏𝑜𝑜𝑠𝑡, describe the converter response of the input voltage 

to small variations �̂�′ around the operating point 𝑉𝑝𝑣 =
𝑅·𝐼𝑝𝑣

𝐷
, in Buck mode and 𝑉𝑝𝑣 = (1 − 𝐷)2𝑅 ·

𝐼𝑝𝑣, in Boost mode operation [79]. 

Before design the controller, the dynamic characteristic of the open loop system is analyzed. The 

frequency domain responses of the Buck and Boost modes converter are plotted in Figs. 3.5 – 3.6.   

 

Fig. 3.5. Frequency response of small-signal Buck transfer function 𝐺𝑣𝑏𝑢𝑐𝑘. 
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Fig. 3.6. Frequency response of small-signal Boost transfer function 𝐺𝑣𝑏𝑜𝑜𝑠𝑡. 

The magnitude and phase plots are obtained based on MPP operating condition. Parameters in Table 

11. 

Table 11. Parameters at MPP operating condition. 

Parameters  Values 

Ipv  4.75 A 

L 0.33 mH 

C1 700 µF 

C2 700 µF 

R 1.8 Ω 

D 0.7 

According to Bode diagrams, in Buck mode the open loop system is stable and has a good phase 

margin, however in Boost mode the system indicates negative gain and phase margin which make the 

converter completely unstable [28]. Therefore, a proper controller needs to be designed for stabilizing 

the system.  

The controller is designed for the optimal performance of Boost mode and it will automatically fit 

for Buck operation mode, thus it is used to control both Buck and Boost modes. However, this approach 

will reduce performance in Buck mode because it limits the selection of high crossover frequency.  

Provide a smooth transition from the two operation modes is a big issue in controlling a non-

inverting Buck-Boost converter. Accordingly to [28], using different controllers to each operation mode 

will increase the input voltage performance but it will lead to instability during the transition from one 

mode to the other. 

 

3.2.2 PI Controller Design 

To solve stability issues and improve system response a PI controller is designed. A classic PI controller 

can be represented by the following equation. 

 
�̂�′(𝑡) = 𝐾𝑝 ∗ 𝑒(𝑡) + 𝐾𝑖 ∗ ∫ 𝑒(𝑡)𝑑(𝑡)

𝑇

0

 (3.3) 
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Where �̂�′, is the controller output, 𝑒(𝑡) is the error signal generated from the difference between the 

reference and the converter input voltage, 𝐾𝑝 and 𝐾𝑖 are the proportional and integral gains, 

respectively. The proportional compensator is used to increase the bandwidth of the system, allowing 

faster transient response and the integral compensator is used to remove the steady state error [79]. 

Many conventional control design methods can be used to get the parameters of the controller, 

such as the Ziegler-Nichols (Z-N) method, Root Locus (RL) method, etc. In this study Bode Plot design 

was applied using MATLAB Control System Designer Toolbox, a popular method for control engineers. 

Bode Plot design using Control System Designer is an interactive graphical method of tuning a 

controller to achieve a specific closed loop response. 

In the Bode Editor, it’s possible to adjust the open loop bandwidth and design the gain and phase 

margin to reach the desired specifications and to modify characteristics such as settling time and 

overshoot. 

A small glance to the operation of the Control System Designer Toolbox is shown in Fig. 3.7.  

 

Fig. 3.7. Control System Designer: (left) controller parameters; (center) Bode plot of the open loop 

transfer function; (right) step response of the overall closed loop system (controller and plant). 

The parameters of the controller can be directly derived from the Compensator Editor (in the left of 

Fig. 3.7) and the controller transfer function in s-domain can be written, 

 
𝐶𝑖(𝑠)  = 𝐾𝑝 + 

𝐾𝑖

𝑠
=
(1 + 0.0017𝑠)

𝑠
 (3.4) 

whit 𝐾𝑝 = 0.0017 and 𝐾𝑝 = 1. 

The frequency responses of the open loop converter uncompensated and compensated are shown 

in Fig. 3.8. 
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Fig. 3.8. Frequency responses of uncompensated and compensated open loop system. 

As shown, with these settings the requirement of system stability is fulfilled. However, the small 

bandwidth results in fragile overall stability and can produce oscillations in the resulting output 

variables of the system.   

 

3.2.3 Closed Loop Analysis  

The block diagram of the closed loop control system used to control the input voltage of the converter 

is built in Fig. 3.9. 

 

Fig. 3.9. Closed loop block diagram of the linearized model. 

Where 𝐺𝑐(𝑠) is the PI controller transfer function, 𝐺𝑣(𝑠) is the converter linearized transfer function 

and 𝑣∗ represent the small-signal reference value.  

Worth to notice is that, as the input of the system is the control variable �̂�′ (ac variations of the 

complement of the duty cycle), there is no need to use positive feedback and reverse the sign of the 

reference signal as stated in paragraph 2.2.4, because the application of positive feedback control 

equals dynamically to the inversion of the switch control signal [20]. An easy demonstration of this 

statement using control properties is solved in Appendix B.2. 

The closed loop transfer function of the block diagram in the negative feedback loop is calculated as: 

 
𝐺(𝑠) =

𝐺𝑐 ∗ 𝐺𝑣

1 + 𝐺𝑐 ∗ 𝐺𝑣
 (3.5) 

𝑣∗ + �̂�′ 𝑣𝑝�̂� 𝑒𝑟𝑟 
𝐺𝑐(𝑠) 𝐺𝑣(𝑠) 
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The step response of the closed loop system 𝐺(𝑠) is shown in Fig. 3.10.  

 

Fig. 3.10. Step response of the closed loop system. 

As can be seen, with the PI controller designed in the previous section, the closed loop system of the 

converter connected to the PV array reach zero steady state error, has a small settling time and good 

stability (assured by the big phase margin value of the compensated open loop system) [79]. 

The MATLAB script file used to obtain the Bode Plots of the converter, the step response of the closed 
loop system and the design of the PI controller is reported in Appendix B.3. 
 

3.2.4. Implementation and Simulation Results  

Because both PV array and switching mode converter have nonlinear and time variant characteristics, 
a control strategy was needed, as discussed in the previous sections, and the small-signal analysis was 
performed to design the PI controller.  

Now the implementation of the control unit in the PV-MPPT-Converter system, represented in Fig. 
3.11, is analyzed.  

 

Fig. 3.11. Configuration of the overall system, which emphasizes the large-signal and small-signal 

values. 
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The figure above shows the PV module, the DC-DC converter and the control loop, with an emphasis 

in the large-signal and small-signal structure of the parameters. The output voltage of the MPPT 

algorithm represent the reference of the control loop and can be written as sum of the large-signal 

and small-signal values, 𝑉𝑟𝑒𝑓 + 𝑣∗, but because this voltage reference meant to be tracked is  

constant, we want the small-signal value to be zero so it is negligible. The reference value is then 

compared to the input voltage of the converter and the error is sent to the PI controller. 

To notice is that positive feedback is used, since the small signal duty cycle �̂� (and not �̂�′) is 

implemented. The ac variation of the complement of the duty cycle  𝑑′̂ = −�̂�, was more convenient 

to use for obtaining the small-signal transfer function.  

Therefore, the PI controller performs the adjustment to the error signal to obtain the small-signal 

control variable �̂�, which is summed up to the large-signal duty ratio 𝐷 and so, after passing through 

a limiter block, the switching duty cycle signal controlling the converter is obtained. For a digital 

control, logic unit is used to decide the switching modes. 

The control unit was implemented in MATLAB command line. The control algorithm, reported in 

Appendix B.4, includes the PV model, the non-inverting Buck-Boost converter, the MPP tracking 

algorithm and the input voltage control loop.  

The simulation time step of the implemented system is 1µs and the switching frequency of the 

converter is 20kHz (switching period 50µs). The control frequency, that need to be lower than the 

switching frequency, is 1kHz (control loop sampling period 1ms). The control loop frequency should be 

significantly faster than the MPPT update rate. This is important because after MPPT updates the 

value, the control loop must have enough steps to be able to steer the input voltage to the new value. 

In the implementation, the MPPT algorithm runs at 40Hz (25ms) which is 25 times slower than the 

control frequency (1kHz) [77]. The simulation parameters are reported in Table 12. 

Table 12. Simulation Parameters. 

Parameters  Values 

Simulation time step 1µs 

Switching frequency  20kHz (50µs) 

Control update rate 1kHz (1ms) 

MPPT update rate 40Hz (25ms) 

Another important parameter to consider is the value of the input capacitor. It contributes to the 

accuracy of the MPPT. Input capacitance can limit current ripple, but it also slows down input voltage 

variations. Too small value can cause high voltage ripple, but a too big capacitance will cause the 

control loop to be unable to reach the MPPT set point. 

The continuous-time controller designed in previous sections is implemented as discrete-time 

digital controller and an integrator anti-windup block was also added in the control unit with an 

important function. This algorithm stops the integrator when the control output exceeds the limits, 

because sometimes the controller output may exceed the maximum effective control effort, causing 

integrator saturation and deteriorating the control performance [12]. 

Finally, the MATLAB code of the system is tasted. The simulation results are plotted in Fig. 3.12. 
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Fig. 3.12. PV system with the MPPT&PI control unit simulation results. 

The state and the input variables of the converter, inductance current iL, input voltage vpv, output 

voltage vo, and input current ipv, are displayed.  

From these results, it can be seen that the input voltage vpv, tracks the reference voltage Vref, 

calculated by the MPPT. 

The input voltage reached is around 17V, that corresponds at the voltage at the MPP that is 16.8V 

(at STC). The maximum power at this point should be around 79.8 W, and this is confirmed in Fig. 3.13 

where the power extracted from the PV during the MPP tracking control is plotted. 

 

Fig. 3.13. PV power tracking. 

Unfortunately, from Fig. 3.12 it can also be seen that some perturbations appear, mostly at the 

beginning of the trajectory. To try to have an accurate understanding of the reasons why these 

perturbations occur, other parameters are extracted from the simulations and plotted in Fig. 3.14. 
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Fig. 3.14. Input current, duty cycle and relative error analysis diagram.  

In the figure, yellow points represent the points at which the control is executed. The figure also shows 

the change in input current, duty cycle and relative error. This last parameter underlines that a zero 

steady state error is achieved.  

Because the model of the converter including switching ripple is considered, in the time domain 

simulation oscillations can occur if the control strategy is not well adapted to the dynamic behavior of 

the system. Obviously, averaged model tracks better than switching model but it does not represent 

the ‘real life’ of the system, thus it is meaningless. 

In the model studied, these perturbations are mostly due to the fact that the frequency response 

of the system has limitations in bandwidth, resulting in a cross-over frequency that is much smaller 

than the switching frequency. 

 

3.2.5. Improvements  

Improvements to the system can be done considering a more accurate model of the converter, for 

example adding the equivalent resistor of the inductor RL, and the equivalent resistance of the output 

capacitor Rc, as in Fig. 3.15. In this section, is shown that considering the parasitic elements into the 

model increases the cross-over frequency, thus stability margins. 

 

Fig. 3.15. Non-inverting Buck-Boost converter with parasitic elements. 
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Because of the importance of the Boost mode operations for the stability analysis and the design of 

the controller, only this mode is discussed. Therefore, in the Boost mode, the state space equations 

can be expressed as:  

 

[

𝑖�̇�
�̇�𝑐1
𝑣�̇�2

] =

[
 
 
 
 
 
 −
𝑅𝐿
𝐿

1

𝐿
0
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1
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[
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] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (3.6) 

when the switch S2 is on. And: 
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[
𝑖𝐿
𝑣𝑐1
𝑣𝑐2

] + [

0
1

𝐶1
0

] 𝑖𝑝𝑣 (3.7) 

when the switch S2 is off. 

Again, to derive the linear transfer function of the system, the small-signal analysis is performed, 

and the frequency responses of the basic and the more accurate model are compared in Fig. 3.16.  

 

Fig. 3.16. Bode diagram of the basic and accurate model. 

From the figure, it is clear that the dynamic and stability of the system when the parasitic components 

are considered are significantly improved [33]. This will result, during the design of the controller, to 

reach a compensated system with wider bandwidth, and hopefully better response of the overall 

system. 
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3.3 Model Predictive Control 

Because of PV power fluctuations due to environmental conditions, energy storages are usually 

integrated in PV systems. In this study a battery energy storage (BES) is connected to the DC bus 

through a Bidirectional DC-DC converter, in order to balance the power between PV generation and 

load demand. 

An effective control system, which can realize the bidirectional power flow of energy is needed, and 

in this research, an MPC strategy is proposed. The conventional cascade linear control method results 

in a complicated structure with multiple feedback loops and PWM modulation, which leads to slow 

dynamic response and hard tuning of the PI parameters, thus making the controller not easy to 

implement [71]. 

MPC approach is an attractive alternative to the classical control methods, it is fast, simple and easy 

to implement, it has the ability to include nonlinearities and constraints and can operate with 

multivariable. The main purpose of MPC method is to compensate the power difference between load 

and PV generation, while maintaining the DC bus voltage constant. Furthermore, battery life can be 

improved by implementing constrains on the SOC of the battery to avoid overcharge and over 

discharge. Fig 3.17 depicts the schematic diagram of the MPC control system used for the Bidirectional 

converter. 

 

Fig. 3.17. MPC control scheme. 

An MPC strategy is presented for the Bidirectional converter, in which the main idea is to use a 

model of the system to predict the future behavior of the controlled variables, so that the optimal 

control action can be determined by minimizing a predefined cost function. 

The performance and feasibility of the proposed control strategy are evaluated through MATLAB 

simulations.  

 

3.3.1 MPC Principle of Operation  

Model Predictive Control is an advanced control technique that has been used in process industries, 

mostly in chemical plants and oil refineries, since the 1970s. In these high-power systems with low 

switching frequency it currently represents the state of the art. 

In recent years, its use has been expanding in the automotive and power electronics industry. The 

use of high switching frequencies wasn’t possible at that time due to the large calculation time needed 
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for the control algorithm. Nowadays, with the improvement of modern microcontrollers and digital 

signal processors (DSPs), interest in the application of MPC in power electronics with high switching 

frequency is increasing significantly [80]. 

The principal advantages that are making MPC popular are: 

• Concepts are very simple and intuitive; 

• Controller implementation can also be simple, especially with horizon N = 1; 

• Can be applied to every system with known mathematical models; 

• Has the ability to deal with nonlinearities; 

• Can operate with multivariable; 

• Has the ability to include constraints; 

However, the larger number of calculations, increase the computational complexity compared to 

classical controllers. Moreover, because a discrete model is needed for the prediction of the variables, 

the quality of the model influences the quality of the resulting controller, and if the parameters of the 

system change in time, some adaptation or estimation algorithm must be considered [6]. 

The main characteristics of the strategy, as already said, is predicting the future behavior of the 

desired control variables for a specific time in the horizon, using a discrete model of the system. These 

predictions are then used for the selection of the optimal control action by minimizing a predefined 

cost function [6]. 

The discrete-time model used for prediction can be expressed in state-space as: 

 𝒙(𝑘 + 1) = 𝐴𝒙(𝑘) + 𝐵𝒖(𝑘) 

𝒚(𝑘) = 𝐶𝒙(𝑘) 
(3.8) 

Then a cost function J, that represents the desired operation of the system is defined. This function 

takes in consideration the references, the states and the future actions. 

 𝑱 = 𝑱(𝒙(𝑘),𝑼(𝑘)) (3.9) 

Where 𝑼(𝑘) = [𝒖(𝑘), 𝒖(𝑘 + 1),… , 𝒖(𝑘 + 𝑁 − 1)]𝑇, is the control vector containing all the future 

control actions over a finite horizon in time 𝑁. 

An optimization problem that consist of minimizing the cost function J, subject to the model of the 

system and the system constrains can be formulated:  

 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑱(𝑘) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝒙(𝑘 + 1) = 𝑓(𝒙(𝑘), 𝒖(𝑘)) 
(3.10) 

The aim of the optimization problem is to find the control sequence at step k, 𝑼(𝑘), that results in 

the optimal performance of the system, where the controller will apply only the first element of the 

sequence 𝑼(1). The optimization problem, is solved at each sampling time, using the new measured 

data to obtain the new sequence of optimal control actions.  

The MPC principle of operation is represented in Fig. 3.18 [6], where it clearly shows that the future 

behavior of the system is predicted for k + N time steps in horizon, using the known data at time step 

k.   



 

 

60 
 

 

Fig. 3.18. MPC working principle. 

 

3.3.2 Proposed Single-step Control Strategy 

In this section, a simple but effective MPC strategy for the Bidirectional converter is proposed, in order 

to improve its dynamic performance. The advantage of the presented strategy is that the problem is 

formulated in a way that only one-step prediction horizon is needed to control the converter. 

Therefore, a proper cost function elaborated in terms of the inductor current is proposed. 

The MPC working principle applied to the Bidirectional converter under study is illustrated in Fig. 

3.19. 

 

Fig. 3.19. Proposed MPC scheme for Bidirectional converter. 

The scheme includes three parts, the prediction of the model, the calculation of the reference and the 

performance optimization. These three steps are required to be performed at each control interval. 

Considering the Bidirectional converter analyzed in section 2.4, the equations representing the 

model of the system, for charging and discharging modes, were derived. The continuous-time 

inductance current equation of the converter, considering the state of the switches, is reported:  
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 𝑑𝑖𝐿(𝑡)

𝑑𝑡
=  
𝑣𝑏(𝑡)

𝐿𝑏
− (1 − 𝑠(𝑡))

𝑣𝑑𝑐(𝑡)

𝐿𝑏
 (3.11) 

where 𝑠 represents the state of the switches, 

 
𝑠(𝑡) = {

1,    𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒
0,          𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒

 (3.12) 

To obtain an accurate equation for the prediction block, the developed continuous-time model is 

discretized using Euler’s approximation, 

 𝑑𝑥

𝑑𝑡
=  
𝑥(𝑘 + 1) − 𝑥(𝑘)

𝑇𝑠
 (3.13) 

where 𝑇𝑠, is the sampling time. Therefore, the predicted inductor current is as follows: 

 
𝑖𝐿(𝑘 + 1) = 𝑖𝐿(𝑘) − (1 − 𝑠)

𝑇𝑠

𝐶2
𝑣𝑑𝑐(𝑘) −

𝑇𝑠

𝐿
𝑣𝑏(𝑘) (3.14) 

A cost function, that ensure the power balance while maintaining the bus voltage constant, in terms 

of inductor current regulation, and considers SOC constrains, is formulated. 

 𝐽𝑠|01 = |𝑖𝐿
∗ − 𝑖𝐿(𝑘 + 1)| 

𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶 ≤ 𝑆𝑂𝐶𝑚𝑎𝑥 

(3.15) 

 𝐽 is defined as error between variable values and their reference value and is calculated for all possible 

switching states (1 and 0). The reference value is based on a simple power balance mathematical 

equality, between the input and output power of the converter, considering a unity efficiency and 

supposing that the battery current doesn’t differ much from the inductance current. 

 
𝑖𝐿
∗ = 

(𝑣𝑑𝑐
∗)2

𝑅 ∗ 𝑣𝑏(𝑘)
 (3.16) 

where 𝑣𝑑𝑐
∗, is the constant bus reference voltage (12 V). 

The aim of the proposed const function is to minimize the error between the inductor current 

reference 𝑖𝐿
∗, and the predicted inductor current 𝑖𝐿(𝑘 + 1), to control the charging/discharging of the 

ESS while maintaining the bus voltage constant. Thus, at each sampling interval, the switching state Qi 

that minimizes the cost function is selected and applied to the converter for the following sampling 

period. The flowchart, that illustrate the optimization process of the proposed MPC strategy is 

depicted in Fig. 3.20. 
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Fig. 3.20. Flowchart of the proposed MPC algorithm. 

 

3.3.3 Implementation and Simulation  

Finally, the proposed MPC strategy was implemented in MATLAB programming interface, together 

with the battery and the Bidirectional models, to simulate the performance of the control unit (see file 

script in Appendix B.5). The simulation results for a startup are shown in Fig. 3.21, using parameters 

given in table 13. 

Table 13. Simulation Parameters. 

Parameters  Values 

Lb 33mH 

R 5Ω 

C2 2mF 

Cb 700µF 

Initial State of Charge, SOCo 60% 

Switching frequency  20kHz 

Measure: vdc(k), iL(k), vb(k), SOC(k) 

𝑖𝐿(𝑘 + 1) = 𝑖𝐿(𝑘) − (1 − 𝑠)
𝑇𝑠

𝐶2
𝑣𝑑𝑐(𝑘) −

𝑇𝑠

𝐿
𝑣𝑏(𝑘) 

𝐽𝑠|01 = |𝑖𝐿
∗ − 𝑖𝐿(𝑘 + 1)| 

𝐽𝑠=1 < 𝐽𝑠=0 

Q1 =1, Q2 = 0 Q1 =0, Q2 = 1 

Return 

Start 

YES NO 
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Fig. 3.21. Simulation results of the proposed control strategy. 

In Fig. 3.21, the inductance current 𝑖𝐿, the input voltage 𝑣𝑏, and the output voltage 𝑣𝑑𝑐, of the 

converter are depicted during the startup. As shown, the output voltage reaches its reference value in 

about 50ms, without any noticeable overshoot, and the inductance current rises to reach his nominal 

value. While the input voltage of the converter that is also the battery voltage slightly decreases. 

These results validate the performance of the proposed strategy.  

In the considered scenario the load is powered only by the battery, thus the battery is expected to 

work in discharging mode, with a slowly decrement of the battery voltage. This can be proved 

considering the SOC of the Battery, as plotted in Fig. 3.22. 

 

Fig. 3.22. State of charge of the battery during the simulation. 

The initial SOC was set to 60% and it is easy to see that during the simulation time the SOC 

decreases, meaning that the battery is discharging. 
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3.4 Power Management Strategy 

A power management strategy which coordinates the elements of the system must be designed to 

make the power flow more efficient and reliable. 

The off-grid PV system with battery storage under study has five different operating modes 

according to the amount of power supplied by the PV panel, the power required by the load and the 

state of the battery. The energy constraints of the battery are determined by the SOC limits, 

implemented to improve battery life avoiding overcharge and over discharge. Considering the 

properties of a Lead Acid battery, the minimum and maximum SOC where chosen to be 40% and 80%, 

respectively.  

The flowchart of the power management strategy developed to ensure stable operation under 

different operation modes is shown in Fig. 3.23. 

 

Fig. 3.23. Proposed power management algorithm. 

Mode 1 : 𝑃𝑝𝑣 < 𝑃𝑙𝑜𝑎𝑑  & 𝑆𝑂𝐶 > 𝑆𝑂𝐶𝑚𝑖𝑛.  
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In this scenario, the PV panel cannot provide enough energy to power the load, thus the storage is 

used as a backup source. The PV panel works in MPPT to extract the maximum power and the Battery 

is discharged to meet the load demand and to stabilize the DC bus voltage.  

Mode 2 : 𝑃𝑝𝑣 < 𝑃𝑙𝑜𝑎𝑑  & 𝑆𝑂𝐶 < 𝑆𝑂𝐶𝑚𝑖𝑛.  

When the power generated by the PV is less than the power demand and the battery reaches is 

minimum value, the whole system is shut down. 

Mode 3 : 𝑃𝑝𝑣 > 𝑃𝑙𝑜𝑎𝑑  & 𝑆𝑂𝐶 < 𝑆𝑂𝐶𝑚𝑎𝑥.  

In this mode the PV generation is bigger than the load demand and the battery is not fully charged. As 

a result, the PV panel realize the MPPT to power the load and the excess energy produced is used to 

charge the battery.  

Mode 4 : 𝑃𝑝𝑣 > 𝑃𝑙𝑜𝑎𝑑  & 𝑆𝑂𝐶 > 𝑆𝑂𝐶𝑚𝑎𝑥.  

When the PV generation is bigger than the load demand, but the battery is fully charged, the MPPT is 

quitted from the PV panel to protect the battery from overcharging. As a result, the PV power feeds 

the load with off-MPPT operation and regulate the output voltage, while the Bidirectional converter 

remains disabled. 

Mode 5 : 𝑛𝑜 𝑃𝑝𝑣  & 𝑆𝑂𝐶𝑚𝑖𝑛 < 𝑆𝑂𝐶 < 𝑆𝑂𝐶𝑚𝑎𝑥. 

In this scenario there is not solar power the battery is charged. For example, this mode occurs during 

night. As a result, the PV panel is off, and all the load is supplied by the battery. 

To further verify the performance of the proposed power management and the MPC control 

strategy, simulations for various scenarios are carried out.  

The system was implemented in MATLAB programming interface. Simulation results plotted in the 

following figures, illustrate the charging and discharging of the battery for different modes of 

operation.  

Worth to say, is that the non-inverting Buck-Boost converter, used to extract the maximum power 

from the PV array and that works as a current source converter, for these simulations was considered 

injecting constant current to the system. These results in fact are just a preliminary demonstration of 

the functionality of the proposed off-grid system. More accurate simulations and maybe experiments 

could be considered as a future work. 

 

Fig. 3.24. Simulation results for charging mode. 
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In Fig. 3.24, the scenario where the 𝑃𝑝𝑣 > 𝑃𝑙𝑜𝑎𝑑  & 𝑆𝑂𝐶 < 𝑆𝑂𝐶𝑚𝑎𝑥 (mode 3), is considered. Since the 

power generated from the PV panel is bigger the load demand, and the battery is not fully charged, 

the surplus solar power produced is used to charge the battery. In this mode the battery current is 

negative, and the SOC is increasing, meaning that the battery is charging. 

 

Fig. 3.25. Simulation results for a step-up change in the load.  

In Fig. 3.25, the scenario where the battery is discharging and a step-up change in load occur is plotted. 

At time 0.15s, the load resistance is increased, from R = 5Ω to R = 8Ω. As shown, after a small overshoot 

the voltage returns to track its reference value, while the current suddenly decreases. Whereas the 

slope of the SOC also decreases, meaning that the battery discharging is slower. 
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Chapter 4. Direct Voltage MPC 

 

In the previous chapter the basic principles of model predictive control were exposed, and a simple 

but effective strategy that considers only one-step in the horizon was proposed. This is a common 

implementation of MPC in the field of power electronics, since the reduced prediction horizon is easy 

to obtain, requires less computational calculations and gives satisfactory results [81]. Moreover, in the 

proposed strategy the const function was formulated in terms of current control rather than voltage 

control. 

However, since the main control objective is the regulation of the output voltage of the 

Bidirectional converter, a different control strategy is presented. A direct voltage MPC cost function, 

which consider a larger prediction horizon, is formulated, and even though the implementation results 

in a more complex problem, the direct voltage MPC control with receding horizon can improve the 

steady state performance of the system.  

In the following the strategy is explained and simulation results validating the proposal are carried 

out. 

 

4.1 Cost Function Formulation  

In this section the basic mathematical formulation of the proposed direct voltage MPC with receding 

horizon is explained [82].  

Given a set plant dynamic and assuming that the system is linear, the discrete-time state space 

model can be expressed as:  

 
𝒙(𝑘 + 1) = 𝐴𝒙(𝑘) + 𝐵𝒖(𝑘) + 𝑁𝒘(𝑘) 

𝒚(𝑘) = 𝐶𝒙(𝑘) (4.1) 

Where 𝒙 is the state vector of the system, 𝒖 is the input vector of the manipulated variables or input 

variables, 𝒘 is the vector of the disturbance variables and 𝒚 is the output vector. 𝐴, 𝐵,𝑁, 𝐶 are the 

system matrices.  

The current state 𝒙(𝑘), can be used to calculate the prediction of the future state and output 

variables over a finite number 𝑁 of steps, where 𝑁 is the prediction horizon. Starting from the step 

𝑘 + 1, and assuming 𝑁 = 4 (it can be easily generalized for 𝑁 steps), the future state variables are 

calculated:  

 
𝒙(𝑘 + 1) = 𝐴𝒙(𝑘) + 𝐵𝒖(𝑘) + 𝑁𝒘(𝑘) 

 

𝒙(𝑘 + 2) = 𝐴𝒙(𝑘 + 1) + 𝐵𝒖(𝑘 + 1) + 𝑁𝒘(𝑘 + 1)

= 𝐴2𝒙(𝑘) + 𝐴𝐵𝒖(𝑘) + 𝐵𝒖(𝑘 + 1) + 𝑁𝒘(𝑘 + 1) 
 

𝒙(𝑘 + 3) = 𝐴𝒙(𝑘 + 2) + 𝐵𝒖(𝑘 + 2) + 𝑁𝒘(𝑘 + 2)

= 𝐴3𝒙(𝑘) + 𝐴2𝐵𝒖(𝑘) + 𝐴2𝑁𝒘(𝑘) + 𝐴𝐵𝒖(𝑘 + 1) + 𝐴𝑁𝒘(𝑘 + 1)

+ 𝐵𝒖(𝑘 + 2) + 𝑁𝒘(𝑘 + 2) 

 

𝒙(𝑘 + 4) = 𝐴𝒙(𝑘 + 3) + 𝐵𝒖(𝑘 + 3) + 𝑁𝒘(𝑘 + 3)

= 𝐴4𝒙(𝑘) + 𝐴3𝐵𝒖(𝑘) + 𝐴3𝑁𝒘(𝑘) + 𝐴2𝐵𝒖(𝑘 + 1) + 𝐴2𝑁𝒘(𝑘 + 1)

+ 𝐴𝐵𝒖(𝑘 + 2) + 𝐴𝑁𝒘(𝑘 + 2) + 𝐵𝒖(𝑘 + 3) + 𝑁𝒘(𝑘 + 3) 

(4.2) 



 

 

68 
 

which in matrix form, become: 

 
[

𝒙(𝑘 + 1)

𝒙(𝑘 + 2)

𝒙(𝑘 + 3)

𝒙(𝑘 + 4)

] = [

𝐴
𝐴2

𝐴3

𝐴4

] 𝒙(𝑘) + [

𝐵  
𝐴𝐵  
𝐴2𝐵  
𝐴3𝐵  

0  
𝐵  
𝐴𝐵  
𝐴2𝐵  

0  
0  
𝐵  
𝐴𝐵  

0
0
0
𝐵

] [

𝒖(𝑘)

𝒖(𝑘 + 1)

𝒖(𝑘 + 2)

𝒖(𝑘 + 3)

]

+ [

𝑁  
𝐴𝑁  
𝐴2𝑁  
𝐴3𝑁  

0  
𝑁  
𝐴𝑁  
𝐴2𝑁  

0  
0  
𝑁  
𝐴𝑁  

0
0
0
𝑁

] [

𝒘(𝑘)

𝒘(𝑘 + 1)

𝒘(𝑘 + 2)

𝒘(𝑘 + 3)

] 

(4.3) 

Finally, the predicted output variables are obtained, 

 

[
 
 
 
𝒚(𝑘 + 1)

𝒚(𝑘 + 2)

𝒚(𝑘 + 3)

𝒚(𝑘 + 4)]
 
 
 

= [

𝐶  
0  
0  
0  

0  
𝐶  
0  
0  

0  
0  
𝐶  
0  

0
0
0
𝐶

] [

𝒙(𝑘 + 1)

𝒙(𝑘 + 2)

𝒙(𝑘 + 3)

𝒙(𝑘 + 4)

]

= [

𝐶𝐴
𝐶𝐴2

𝐶𝐴3

𝐶𝐴4

] 𝒙(𝑘) + [

𝐶𝐵   
𝐶𝐴𝐵   
𝐶𝐴2𝐵   
𝐶𝐴3𝐵   

0   
𝐶𝐵   
𝐶𝐴𝐵   
𝐶𝐴2𝐵   

0   
0   
𝐶𝐵   
𝐶𝐴𝐵   

0
0
0
𝐶𝐵

] [

𝒖(𝑘)

𝒖(𝑘 + 1)

𝒖(𝑘 + 2)

𝒖(𝑘 + 3)

]

+ [

𝐶𝑁   
𝐶𝐴𝑁   
𝐶𝐴2𝑁   
𝐶𝐴3𝑁   

0   
𝐶𝑁   
𝐶𝐴𝑁   
𝐶𝐴2𝑁   

0   
0   
𝐶𝑁   
𝐶𝐴𝑁   

0
0
0
𝐶𝑁

] [

𝒘(𝑘)

𝒘(𝑘 + 1)

𝒘(𝑘 + 2)

𝒘(𝑘 + 3)

] 

(4.4) 

which can be written in a more compact form, as: 

 
𝒀 = 𝑭𝒙(𝑘) + 𝝓𝑼(𝑘) + 𝒁𝑾(𝑘) 

(4.5) 

where 

 

𝒀 =

[
 
 
 
𝒚(𝑘 + 1)

𝒚(𝑘 + 2)

𝒚(𝑘 + 3)

𝒚(𝑘 + 4)]
 
 
 

; 𝑼(𝑘) = [

𝒖(𝑘)

𝒖(𝑘 + 1)

𝒖(𝑘 + 2)

𝒖(𝑘 + 3)

] ;𝑾(𝑘) = [

𝒘(𝑘)

𝒘(𝑘 + 1)

𝒘(𝑘 + 2)

𝒘(𝑘 + 3)

]  (4.6) 

 

𝑭 = [

𝐶𝐴
𝐶𝐴2

𝐶𝐴3

𝐶𝐴4

] ;  𝝓 = [

𝐶𝐵   
𝐶𝐴𝐵   
𝐶𝐴2𝐵   
𝐶𝐴3𝐵   

0   
𝐶𝐵   
𝐶𝐴𝐵   
𝐶𝐴2𝐵   

0   
0   
𝐶𝐵   
𝐶𝐴𝐵   

0
0
0
𝐶𝐵

] ;  𝒁 = [

𝐶𝑁   
𝐶𝐴𝑁   
𝐶𝐴2𝑁   
𝐶𝐴3𝑁   

0   
𝐶𝑁   
𝐶𝐴𝑁   
𝐶𝐴2𝑁   

0   
0   
𝐶𝑁   
𝐶𝐴𝑁   

0
0
0
𝐶𝑁

] (4.7) 

Important to notice, is that all predicted variables are formulated in terms of the state variables at time 

𝑘 and on the future control actions [𝒖(𝑘); 𝒖(𝑘 + 1); 𝒖(𝑘 + 2); 𝒖(𝑘 + 3)]𝑇 [82]. 

Since the main control objective is to make the output voltage of the converter to track the 

reference voltage, a const function is formulated as follows:  

 
𝑱(𝑘, 𝑼(𝑘)) = ‖𝑽𝑟 − 𝒀‖2

2 
(4.8) 

where 𝑽𝑟, is the reference voltage vector.  
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The const function of equation (4.8) is formulated based on the norm two, which produce a 

quadratic function and thus results in a convex optimization problem to be solved [83]. 

Explicating the norm and substituting the equation (4.5) to (4.8), the objective function can be 

expressed as: 

 
𝑱(𝑘) = (𝑽𝒓 − 𝒀)

𝑇(𝑽𝑟 − 𝒀)

= (𝑽𝒓 − 𝑭𝒙(𝑘) − 𝒁𝑾(𝑘))
𝑇
(𝑽𝒓 − 𝑭𝒙(𝑘) − 𝒁𝑾(𝑘))

− 𝑼(𝑘)𝑇𝝓𝑇(𝑽𝒓 − 𝑭𝒙(𝒌) − 𝒁𝑾(𝒌))

− (𝑽𝒓 − 𝑭𝒙(𝒌) − 𝒁𝑾(𝒌))
𝑻
𝝓𝑼(𝑘) + 𝑼(𝑘)𝑇𝝓𝑇𝝓𝑼(𝑘) 

(4.9) 

In order to get the optimal control vector at time 𝑘, 𝑼(𝑘), the const function need to be minimized, 

and because, as already said, the optimization problem results in a convex problem, the optimum 

control is obtained by first calculating the gradient of the const function and then imposing it equal to 

zero [82].  

The first order partial derivative of the const function, pay attention to the properties of matrices, 

results to be: 

 
𝛻𝑱(𝑘, 𝑼(𝑘)) = −2𝝓𝑇(𝑽𝒓 − 𝑭𝒙(𝑘) − 𝒁𝑾(𝑘)) + 2𝝓

𝑇𝝓 
(4.10) 

and imposing the (4.10) equal to zero 𝛻𝑱(𝑘) = 0, the optimal control action is extracted: 

 
𝑼(𝑘) = 𝝓−1(𝑽𝒓 − 𝑭𝒙(𝑘) − 𝒁𝑾(𝑘)) (4.11) 

Thus, the first element of the optimal sequence, 𝑼(1), which represent the optimal switching state, is 

selected and applied to the converter for the following sampling period. Finally, the described process 

to determine the control input is repeated with the new measured variables [83]. 

 

4.2 Problem Statement and Small-signal Model 

In this section the previous proposed process is applied to the Bidirectional converter, with the aim to 

charge and discharge the battery while regulating the output voltage of the converter.  

The continuous-time equations of the Bidirectional converter, for charging and discharging modes, 

derived in section 2.4, are reported: 

 
𝑑𝑖𝐿
𝑑𝑡

=  
𝑣𝑏

𝐿𝑏
− (1 − 𝑠)

𝑣𝑑𝑐
𝐿𝑏

 

𝑑𝑣𝑑𝑐
𝑑𝑡

= (1 − 𝑠)
𝑖𝐿
𝐶2
−
𝑣𝑑𝑐
𝑅𝐶2

 
(4.12) 

where, as already known, 𝑠 represents the state of the switches, 

 
𝑠 = {

1,    𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒
0,          𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒

 (4.13) 

The continuous-time model expressed in state space, is: 
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{
�̇� = 𝐴𝒙 + 𝐵𝒖 + 𝑁𝒘

𝒚 = 𝐶𝒙
 (4.14) 

 

[
𝑖�̇�
�̇�𝑑𝑐

] =

[
 
 
 0 −

1

𝐿
1

𝐶2
−

1

𝑅𝐶2]
 
 
 
[
𝑖𝐿
𝑣𝑑𝑐

] + [

𝑣𝑑𝑐
𝐿

−
𝑖𝐿
𝐶2

] 𝑠 + [
1

𝐿
0
] 𝑣𝑏 (4.15) 

 [𝑣𝑑𝑐] = [0 1] [
𝑖𝐿
𝑣𝑑𝑐

] (4.16) 

The required base model to calculate the predictions is the discrete-time model, thus from the 

continuous-time equations the discrete-time model in state space is obtained [84]: 

 
{
𝒙(𝑘 + 1) = 𝐴𝒙(𝑘) + 𝐵𝒖(𝑘) + 𝑁𝒘(𝑘)

𝒚(𝑘) = 𝐶𝒙(𝑘)
 

 
(4.17) 

 
[
𝑖𝐿(𝑘 + 1)

𝑣𝑑𝑐(𝑘 + 1)
] =

[
 
 
 1 −

𝑇𝑠

𝐿
𝑇𝑠

𝐶2
(1 −

1

𝑅𝐶2
)
]
 
 
 
[
𝑖𝐿(𝑘)

𝑣𝑑𝑐(𝑘)
] +

[
 
 
 
𝑇𝑠

𝐿
𝑣𝑑𝑐(𝑘)

−
𝑇𝑠

𝐶2
𝑖𝐿(𝑘)]

 
 
 
𝑠(𝑘) + [

𝑇𝑠

𝐿
0
] 𝑣𝑏(𝑘) 

 

(4.18) 

 
[𝑣𝑑𝑐(𝑘)] = [0 1] [

𝑖𝐿(𝑘)
𝑣𝑑𝑐(𝑘)

] (4.19) 

with,  

 
𝒙(𝑘) = [

𝑖𝐿(𝑘)

𝑣𝑑𝑐(𝑘)
] ;  𝒚(𝑘) = [𝑣𝑑𝑐(𝑘)];  𝒖(𝑘) = 𝑠(𝑘);  𝒘(𝑘) = 𝑣𝑏(𝑘); (4.20) 

 

𝐴 =

[
 
 
 1 −

𝑇𝑠

𝐿
𝑇𝑠

𝐶2
(1 −

1

𝑅𝐶2
)
]
 
 
 
; 𝐵 =

[
 
 
 
𝑇𝑠

𝐿
𝑣𝑑𝑐(𝑘)

−
𝑇𝑠

𝐶2
𝑖𝐿(𝑘)]

 
 
 
; 𝑁 = [

𝑇𝑠

𝐿
0
] ; 𝐶 = [0 1] (4.21) 

where 𝑇𝑠, is the sample time, and the matrices 𝐴, 𝐵,𝑁, 𝐶 for simplicity have the same names of that 

of the continuous-time model. 

However, because the model of the system is nonlinear and moreover the matrix 𝐵, of the input 

variable is a time-varying matrix, the direct optimal solution to the control problem using the equations 

presented in the previous section is not possible. Therefore, the system is linearized using the well-

known small-signal analysis so that the small-signal discrete-time model can be utilized to calculate 

the optimal control actions, that in this case corresponds to the small-signal variations of the duty 

cycle, since with this approach the state of the switch also corresponds to the duty cycle, as can be 

easily notice from (4.12). 

Therefore, the averaging method is used to obtain first the steady-state model of the converter and 

then the needed small-signal model. The method is omitted as it was already presented in chapter 2. 

From equation (4.12), which is equivalent to the averaged model of the converter, the steady-state 

model is obtained. 
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{
𝟎 = 𝐴𝑿+ 𝐵𝑼 + 𝑁𝑾

𝒀 = 𝐶𝑿
→ {

𝑿 = −𝑨−1(𝐵𝑼 + 𝑁𝑾)

𝒀 = −𝐶𝑨−𝟏(𝐵𝑼 + 𝑁𝑾)
 (4.22) 

 

[
0
0
] =

[
 
 
 0 −

1

𝐿
1

𝐶2

1

𝑅𝐶2]
 
 
 
[
𝐼𝐿
𝑉𝑑𝑐

] +

[
 
 
 
𝑉𝑑𝑐
𝐿

−
𝐼𝐿
𝐶2]
 
 
 
𝑆 + [

1

𝐿
0
] 𝑉𝑏 (4.23) 

 [𝑉𝑑𝑐] = [0 1] [
𝐼𝐿
𝑉𝑑𝑐

] (4.24) 

Where the uppercase variables indicate the steady-state values. From (4.23) and (4.24) the steady-

state values or DC values of the states and output variable can be calculated: 

 

{
 

 𝐼𝐿 =
𝑉𝑑𝑐

(1 − 𝑆)𝑅

𝑉𝑑𝑐 =
𝑉𝑏

(1 − 𝑆)

 (4.25) 

Finally, to investigate the performance of the convert the small-signal model is obtained. The small-

signal analysis is the study of deviations from an operating point for a system subjected to small 

disturbances. The assumption made by this method is that the disturbances are so small that the 

deviation of the system can be described linearly [38]. Therefore, the linearized ac model is obtained: 

 
{
�̇̂� = 𝐴�̂� + 𝐵�̂� + 𝑁�̂�

�̂� = 𝐶�̂�
 (4.26) 

 

[
𝑖�̇̂�
𝑣𝑑�̂�̇

] =

[
 
 
 0 −

(1 − 𝑆)

𝐿
(1 − 𝑆)

𝐶2
−

1

𝑅𝐶2 ]
 
 
 

[
𝑖�̂�
𝑣𝑑�̂�

] +

[
 
 
 
𝑉𝑑𝑐
𝐿

−
𝐼𝐿
𝐶2]
 
 
 
�̂� + [

1

𝐿
0
] 𝑣�̂� (4.27) 

 
[𝑣𝑑�̂�] = [0 1] [

𝑖�̂�
𝑣𝑑�̂�

] (4.28) 

where the variables indicated by “^”, represent the small-signal perturbations around an operating 

point, and the name of the matrices for simplicity is left the same.  

The discrete-time model of the just calculated small-signal model, which will be used in the 

proposed MPC strategy to obtain the optimal actions for the controlled variable, is:  

 
{
�̂�(𝑘 + 1) = 𝐴�̂�(𝑘) + 𝐵�̂�(𝑘) + 𝑁�̂�(𝑘)

�̂�(𝑘) = 𝐶�̂�(𝑘)
 (4.29) 

 

[
𝑖�̂�(𝑘 + 1)
𝑣𝑑�̂�(𝑘 + 1)

] =

[
 
 
 1 −

(1 − 𝑆)𝑇𝑠

𝐿
(1 − 𝑆)𝑇𝑠

𝐶2
(1 −

𝑇𝑠

𝑅𝐶2
)
]
 
 
 

[
𝑖�̂�(𝑘)
𝑣𝑑�̂�(𝑘)

] +

[
 
 
 
𝑉𝑑𝑐𝑇𝑠

𝐿

−
𝐼𝐿𝑇𝑠

𝐶2 ]
 
 
 
�̂� + [

𝑇𝑠

𝐿
0
] 𝑣�̂� (4.30) 
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[𝑣𝑑�̂�(𝑘 + 1)] = [0 1] [

𝑖�̂�(𝑘 + 1)
𝑣𝑑�̂�(𝑘 + 1)

] (4.31) 

with,  

 
�̂�(𝑘) = [

𝑖�̂�(𝑘)
𝑣𝑑�̂�(𝑘)

] ;  𝑠𝑡𝑎𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 (𝑆𝑉); 

�̂�(𝑘) = �̂�(𝑘);  𝑚𝑎𝑛𝑖𝑝𝑢𝑙𝑎𝑡𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 (𝑀𝑉); 

�̂�(𝑘) = 𝑣�̂�(𝑘); 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒 𝑖𝑛𝑢𝑡 (𝐷𝑉); 

�̂�(𝑘) = [𝑣𝑑�̂�(𝑘)]; 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 (𝑂𝑉); 

(4.32) 

 

4.3 Implementation and Simulation Results 

In this section, the implementation and the simulation results are presented to validate the 

performance of the proposed MPC strategy. 

First of all, the small-signal model of the Bidirectional converter was calculated at the steady state 

operating point (𝑣𝑑𝑐 = 𝑣𝑑𝑐,𝑟𝑒𝑓 = 12𝑉) using equation (4.27) and parameters in Table 14. 

Table 14. Simulation parameters at nominal operating point. 

Parameters  Values 

Lb 33mH 

R 5Ω 

C2 800µF 

Vb 6V 

Steady state duty cycle, S 0.5 

The calculated linearized model in state space form was then implemented in MATLAB using the MPC 

Toolbox, to obtain the simulation results. The MPC Toolbox, is a collection of MATLAB functions used 

for interactively design and simulate MPC controllers [85]. 

Knowing the small-signal system, the state space model is implemented by define the MPC input 

and output signals of the plant, such as: the manipulated variable (MV) that corresponds to the small-

signal duty cycle �̂�; the disturbance input (DV) represented by the variations of the battery voltage 𝑣�̂�; 

and the manipulated output (MO), that corresponds to the controlled output voltage 𝑣𝑑�̂�. 

Therefore, a command line ‘mpc’, is used to create a model predictive controller object based on the 

state space model, and the predictive model is developed setting the sample time, 𝑇𝑠. 

The properties of the MPC controller, such as prediction horizon, control horizon and system 

constraints can be easily specified. 

The implemented algorithm which make use of the MPC Toolbox is presented in Appendix C.1. The 

MPC objective properties can be seen by just running the script. Simulation results are shown in Figs. 

4.1 – 4.2. 

 



 

 

73 
 

 

Fig. 4.1. Top: manipulated variable; bottom: disturbance input. 

 

Fig. 4.2. Controlled output voltage. 

In figure 4.1, the MV and the DV are plotted. The MV, here represented as 𝑠𝑠, is the small-signal 

variation of the state of the switch 𝑠 that is equivalent to the small-signal duty cycle. Therefore, to get 

the optimal control action, which allows the output voltage of the converter to track the reference, 

the obtained control sequence of the MV need to be added to the steady state duty cycle 𝑆. In practice, 

the optimal solution is calculated as: 

 𝑠 = 𝑆 + 𝑠𝑠 (4.33) 
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In the same figure the DV, represented by the battery voltage 𝑣𝑏, is plotted, and because of its slow 

dynamics it was considered as a constant value. 

The output voltage of the converter during the start-up is shown in Fig. 4.2. As can be seen, the 

output voltage tracks his reference value with a good dynamic. This validate the performance of the 

proposed strategy. However, is important to mention that an higher sample time, compared to the 

one used in the current control presented in the section 3.3, was used. The sample time chosen to 

reach this result was 𝑇𝑠 = 0.005𝑠, and the prediction horizon 𝑁 = 10. 

This negative aspect could be due to sensitivity problems connected to the proposed MPC strategy. An 

in-depth analysis to better understand the challenges of this control and try to use new control 

strategies can be done as a future work.    

Moreover, because the MPC designer Toolbox returns a continuous sequence of the optimal 

control actions, for a successful implementation on a microcontroller, the controller output needs to 

be discretized. Hence, a PWM is necessary to be implemented to convert the continuous optimal 

control to a discrete control actuation (Fig. 4.3), that can directly drive the switches. 

 

Fig. 4.3. Zoom of the switching signal generated from the continuous controller output. 

Finally, by implementing the PWM into the system, to have a discrete switching signal, the output 

voltage of the converter and the inductance current are obtained, as in Fig. 4.28.  

 

4.28. Controlled output voltage and inductance current with PWM. 
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As shown in figure, although the output voltage reaches its reference value with a good dynamic, in 

steady state the voltage presents a pronounced ripple. This problem is mostly due to the high sample 

time used.  

 

4.4 Sensitivity Analysis 

To have a specific knowledge of the dynamic that characterize the MPC and to understand the limits 

of the approach, a sensitivity analysis is performed in this section.  

The small-signal model of the Bidirectional converter obtained in section 4.3, is implemented in 

MATLAB using the approach explained in section 4.1.  

 The sensitivity analysis, that briefly is the study of how the uncertainty in the output of a system 

can be allocated to different sources of uncertainty in its inputs [86], is applied in the specific model 

adjusting a weight factor 𝑤1, introduced in the const function, as: 

 𝑱(𝑘, 𝑼(𝑘)) = 𝑤1‖𝑽𝑟 − 𝒀‖2
2 (4.34) 

to improve the MPC performance.  

The first analysis, with parameters of table 14, is executed. In this step, the model is simulated for 

a decreasing sample time 𝑇𝑠, (sample rate 0.001), and the results are reported in table 15. As can be 

seen, the voltage reference and the weight factor are left constant during the simulation, while the 

sample time has been reduced. From the table, it can be noticed that the tracking is well achieved, 

except for the last simulation, and that with decreasing in 𝑇𝑠, the voltage ripple is also reduced. While 

step by step 𝑇𝑠 diminishes, the settling time augments, and unfortunately at a certain point for a 

certain 𝑇𝑠, the system explodes and thus the control became pointless. Obviously, all the measures 

reported are calculated at the same time (0.5s), and the underlined cells indicate the changed variable. 

Table 15. Simulation parameter results with decrements in 𝑇𝑠, at nominal operating point. 

n. Vref Ts (s) w1 s Vdc (V) Vdc ripple (V) IL (A) 

1 12 0,005 0,05 0,499 ≈12 4,76 4,7 

2 12 0,004 0,05 0,5006 ≈12 3,94 4,75 

3 12 0,003 0,05 0,5022 ≈12 3 4,8 

4 12 0,002 0,05 0,504 ≈12 2,1 4,86 

5 12 0,001 0,05 0,5062 ≈12 1 4,9 

6 12 0,0009 0,05 0,498 ≈12 0,9 4,78 

7 12 0,0008 0,05 0,494 ≈12 0,8 4,7 

8 12 0,0007 0,05 0,4953 ≈12 0,7 4,68 

9 12 0,0006 0,05 0,5023 ≈12 0,6 4,8 

10 12 0,0005 0,05 0,5086 ≈12 0,5 4,92 

11 12 0,0004 0,05 0,489 ≈12 0,4 4,62 

12 12 0,0003 0,05 0,46 ≈12 0,2 4,1 

13 12 0,0002 0,05 0 ∞ / 0 

The second block of simulations is executed for a constant 𝑇𝑠 (0.002s) and increasing the weight 

𝑤1. The parameters results are reported in table 16. From the table, and considering the first 

simulations, it can be noticed that increasing the weight, also increases the value of the voltage 

https://en.wikipedia.org/wiki/Uncertainty
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reference, the duty cycle 𝑠 and the current. Then when the duty cycle has reached a maximum point 

it starts to decrease again, and at a certain point (𝑤1 = 0.45), the voltage goes to zero and the current 

explode to infinite.  

Table 16. Simulation parameter results with constant 𝑇𝑠, and a decreasing weight 𝑤1. 

n. Vref Ts (s) w1 s Vdc (V) Vdc ripple (V) IL (A) 

1 12 0,002 0,05 0,504 ≈12 2,1 4,86 

2 12 0,002 0,1 0,511 ≈12 2,1 5 

3 12 0,002 0,15 0,5196 ≈12 2,1 5,2 

4 12 0,002 0,2 0,6 ≈14  3 6,8 

5 12 0,002 0,25 0,7367 ≈15 3,5 10,6 

6 12 0,002 0,3 0,6714 ≈13,5 3 8 

7 12 0,002 0,35 0,4081 ≈10 1,5 3,4 

8 12 0,002 0,4 0,2893 ≈8,4 0,8 2,4 

9 12 0,002 0,45 1 0 / 54↑ 

10 12 0,002 0,5 1 0 / 77↑ 

For a better point of view on the problem, the simulation number 10 is plotted in Fig. 4.4. 

 

Fig. 4.4. Plotted results for simulation n. 10 of table 16. 

For the last analysis, the const function reported in (4.34) is formulated in a different way, as: 

 𝑱(𝑘, 𝑼(𝑘)) = 𝑤1‖𝑽𝑟 − 𝒀‖2
2 +𝑤2‖𝛥𝑼‖2

2 (4.35) 

where a second term, 

 ∆𝑈(𝑘) = 𝑢(𝑘) − 𝑢(𝑘 − 1) (4.36) 

with a weight factor 𝑤2, is added to penalize the difference between two different control values. A 
detailed formulation of the const function presented in (4.35) can be found in [83]. 
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In the last block of simulations, the sample time and both the weight factors are adjusted with the 
aim to see the changes in the voltage current and duty cycle. Results are reported in table 17. 

Table 17. Simulation parameter results changing 𝑇𝑠, 𝑤1 and 𝑤2. 

n. Vref Ts (s) w1 w2 s Vdc (V) Vdc ripple (V) IL (A) 

1 12 0,005 0,05 0 0,499 ≈12 4,8 4,7 

2 12 0,005 0,05 1 0,5 ≈12 4,8 4,7 

3 12 0,005 0,05 5 0,506 ≈12 4,8 4,7 

4 12 0,005 0,05 10 0,513 ≈12 4,8 4,9 

5 12 0,005 0,2 10 0,516 ≈12 4,9 5 

6 12 0,005 0,25 10 0,518 ≈12 5 5 

7 12 0,005 0,3 10 0,521 ≈12 5,2 5,1 

8 12 0,005 0,3 1 0,489 ≈12 4,6 4,5 

9 12 0,004 0,3 1 0,528 ≈12 4,3 5,3 

10 12 0,001 0,05 0,2 0,497 ≈12 1 4,75 

From the table it can be seen that 𝑤2, plays an important role in the achievement of the 
performance. As shown, in the first simulations only the 𝑤2 is changed, then also 𝑤1 is adjusted, and 
in the last simulation all three parameters are modified. The result for the last performed simulation 
is plotted in Fig. 4.5. 

 

Fig. 4.5. Plotted results for simulation n. 10 of table 17. 

Finally, can be stated that adjusting the weight factors the performance of the control can be 
improved. 
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Conclusions 

 

In summary, in this research essentially two control strategies were analyzed. 

The first control unit, mainly used to extract the maximum power from the PV panel, includes the 

MPPT and the PI controller. This is a well-known strategy and the literature is plenty of different 

approaches, even advanced techniques of artificial intelligence were proposed to obtain efficiency 

improvements [12]. In the proposed study, although the tracking was well performed, limitations in 

the system were found. These limitations regard the use of the non-inverting Buck-Boost converter, 

which must be implemented as current-fed converter rather than a voltage-fed converter when 

interfaces a PV module. Moreover, this converter has two different mode of operations, Buck and 

Boost, but only one mode was considered for the design of the controller, thus limiting the dynamic.  

Therefore, some improvements to the system can still be done, for example considering a more 

accurate model of the converter, which takes into account parasitic elements. This will increase the 

cross-over frequency, thus stability margins which hopefully will result in a better response of the 

overall system. Or also different control approaches, that assume both the operation modes can be 

considered, or even give the possibility to adopt a different converter for the same purpose. 

For the second control unit, the MPC, two strategy were introduced. 

The advantage of the single-step current control strategy, which is the most popular in the 

literature, is that the short prediction horizon requires much less computational calculations, and 

moreover a high frequency can be utilized, thus reducing the switching ripple and improving the 

dynamic of the tracking. Simulations proved the effectiveness of this strategy, however, since the 

control objective is the regulation of the voltage rather than the current, the method requires an outer 

loop to properly control the output voltage of the converter.   

For the direct voltage MPC approach, it surely can be stated that is a powerful method with a high 

potential. Simulations of the small-signal model in the MPC Toolbox environment, gave satisfactory 

results, suggesting that even if the mathematical complexity is pronounced, the method presents great 

prospective. However, the implementation in MATLAB command line found out limitations regarding 

the relatively high sample time needed, and although the encountered problems were attenuated 

inserting weight factors in the const function, the robustness of the dynamic response of the system 

remain still an open question. Unfortunately, so far not relevant papers were published implementing 

the voltage control on converters like Boost or Bidirectional types, that don’t make use of any laborious 

tuning to control the voltage. On the contrary, the same direct voltage algorithm applied to Buck type 

converter demonstrates good response and a great potential, as presented in [83].  

From this prospective can be intuited that the converter type plays an important role in the 

implementation of the MPC, and as stated in [87], a primary difficulty associated with Boost converter 

appears when controlling the output voltage without an intermediate current control loop, since the 

output voltage presents a non-minimum phase behavior with respect to the switching control action. 

Therefore, the direct voltage control become real challenging for this type of converters. 

To conclude, an accurate analysis of the problem is necessary to overcome the encountered 

limitations, and probably different control approaches should also be considered. Personally, I think 

that since the potential of the proposed MPC strategy is great, the obstacles to overcome will not be 

less complicated.  
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Appendix A – MATLAB Scripts of Chapter 2 

 

A.1. Iterative process to calculate Rs and Rp 
MATLAB script file used to calculate the values of Rs and Rp iteratively. 

%%%%PV model. Iterative process to calculate Rs and Rp. Graphs Validation at 

%STC. Newton Raphson for current extraction. 

  
%PV parameters SOLAREX SX80 
Vmpp = 16.8;                        %Voltage at MPP in STC 
Impp = 4.75;                        %Current at MPP in STC 
Pmpp = Vmpp*Impp;                   %Power at MPP in STC  
Iscn = 5.17;                        %Short circuit current at STC 
Vocn = 21.0;                        %Open circuit voltage at STC 
Ns = 36;                            %Number of series connected cells 
Ki = 0.0033605;                     %Short circuit coeff.[A/K] 
Kv = -0.08;                         %Open circuit coeff.[V/K] 
%Constants 
k = 1.38065e-23;                    %Boltzman constant 
q = 1.60218e-19;                    %Charge of electron 
a = 1.3;                            %Diode ideality factor 
Eg = 1.12;                          %Band gap of silicon at 25°C 
%Nominal values at STC  
To = 273.15+25;                     %Nominal temperature 
Go = 1000;                          %Nominal irradiance 
%Working values 
T = 25;                             %Operating temperature in °C 
Tc = 273.15+T;                      %Operating temperature in °K 
G = 1000;                           %Actual irradiance 
%Equations 
Vt = Ns*k*Tc/q;                     %Junction thermal voltage of array 
Ion = Iscn/(exp(q*Vocn/(Ns*a*k*To))-1); %Nominal diode saturation current 
b = q*Eg/(a*k); 
%Io = Ion*(Tc/To)^(3)*exp(b*(1/To -1/Tc)); %Diode saturation current 
Io = (Iscn + Ki*(Tc - To))/(exp((Vocn+Kv*(Tc-To))/(a*Vt))-1); %Diode 

saturation current 

  
%Reference values for Rs and Rp 
Rs_max = (Vocn - Vmpp)/Impp; 
Rp_min = Vmpp/(Iscn-Impp) - Rs_max; 
%Initial values  
Rs = 0; 
Rp = Rp_min; 
tol = 0.001;                        %Power mismatch tolerance 
Rsinc = 0.001;                      %Increment of Rs 
P = [0]; 
error = Inf; 

  
%Iterative process to get Rs and Rp, until Pmpp_model = Pmpp; 
count = 1; 
while (error > tol) 
    %Irradiation effect on current 
    Iphn = (Rp+Rs)/Rp*Iscn;                       %Nominal photocurrent  
    Iph = (G/Go)*(Iphn + Ki*(Tc - To));           %Photocurrent 
    %Increment Rs 

    Rs = Rs + Rsinc; 

    %Parallel resistance Rp 
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    Rp = (Vmpp+Impp*Rs)/(Iph-Io*(exp((Vmpp+Impp*Rs)/(a*Vt))-1)-Impp); 

     
    %Solving I-V equation with Newton-Raphson 
    V = [0:0.1:Vocn]; 
    I = zeros(1,size(V,2)); 

     
    for i = 1:size(V,2)  
        %Solve I2 = I1 -f(I1)/f'(I1); 
        f(:,i) = Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) -   

(V(i)+I(:,i)*Rs)./Rp; 

 
        while (sum(abs(f(:,i)) > 0.001) > 0) 
        f(:,i) = Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) -

(V(i)+I(:,i)*Rs)./Rp; 
        %f'(:,i) = -1-Io*(Rs./(a*Vt))*exp((V(i)+I(:,i)*Rs)./(a*Vt))-

(Rs/Rp); 
        I(:,i) = I(:,i)-(Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) 

-(V(i)+I(:,i)*Rs)./Rp)/(-1-Io*(Rs./(a*Vt))*exp((V(i)+I(:,i)*Rs)./(a*Vt))-

(Rs/Rp)); 
        end 
    end  

  
%Calculate power using I-V equation 
     P = I.*V; 
     Pmax_m = max(P); 
     error = Pmax_m - Pmpp; 
     count = count +1; 
end 
Rs = Rs;                    %Internal series resistance 
Rp = Rp;                    %Internal parallel resistance 

 

A.2. PV model validation  

MATLAB script file used to generate the simulation results shown in chapter 2.1. 

%%%%Graphs Validation of the PV model. To compare with the graphs of the Data 

Sheet. Valid for different working values Tc(temperature) and G(irradiation). 

  
%PV parameters SX-80 
[...] 

%Equations 
Vt = Ns*k*Tc/q;                     %Junction thermal voltage of array 
Iphn = (Rp+Rs)/Rp*Iscn;             %Nominal photocurrent  
Iph = (G/Go)*(Iphn + Ki*(Tc - To)); %Photocurrent 
Ion = Iscn/(exp(q*Vocn/(Ns*a*k*To))-1); %Nominal diode saturation current 
b = q*Eg/(a*k); 
Io = (Iscn + Ki*(Tc - To))/(exp((Vocn+Kv*(Tc-To))/(a*Vt))-1); %Diode 

saturation current 

  
%Estracting the V-I (working) values 
V = [0:0.1:Vocn]; 
I = zeros(1,size(V,2)); 
P = (0); 
%Extract the Ipv 
for i = 1:size(V,2) 
    %Newton raphson I2 = I1 -f(I1)/f'(I1); 
    f(:,i) = Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) -

(V(i)+I(:,i)*Rs)./Rp; 
    while (sum(abs(f(:,i)) > 0.001) > 0) 
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        f(:,i) = Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) -

(V(i)+I(:,i)*Rs)./Rp; 
        %f'(:,i) = -1-Io*(Rs./(a*Vt))*exp((V(i)+I(:,i)*Rs)./(a*Vt))-

(Rs/Rp); 
        I(:,i) = I(:,i)-(Iph -I(:,i) -Io*(exp((V(i)+I(:,i)*Rs)./(a*Vt))-1) 

-(V(i)+I(:,i)*Rs)./Rp)/(-1-Io*(Rs./(a*Vt))*exp((V(i)+I(:,i)*Rs)./(a*Vt))-

(Rs/Rp)); 
    end 
    if I(:,i) <0 
        I(:,i) = 0; 
    end 
end 
P = I.*V; 

  
%Graphs 
figure(1) 
plot(V,I,'k') 
xlabel('Voltage (V)'); 
ylabel('Current (A)'); 
title('I-V Characteristic') 
axis([0,max(Vocn)*1.1, 0,max(I)*1.1]) 
figure(2) 
plot(V,V.*I,'k') 
xlabel('Voltage (V)'); 
ylabel('Power (W)') 
title('P-V Characteristic') 
axis([0,max(Vocn)*1.1,0,max(V*max(I))*0.8]) 

 

A.3. Simulation of the non-inverting Buck-Boost model with trapezoidal integration 
MATLAB script file used to generate the simulation results shown in chapter 2.2.6 

%%%%Time-domain modeling and simulation of the non-inverting Buck-Boost 

%converter, using trapezoidal integration. The trapezoidal rule of 

%integration is chosen for its efficiency, accuracy and good numerical 

%stability characteristics. 
%Switching modes: 1) Buck Vo<Vpv; 2) Boost Vo>Vpv.  

  
%Buck-Boost Parameters 
Vo = 12;            %reference output voltage 
Vpv = 16.8;         %input voltage = output voltage of the PV 
Ipv = 4.75;         %input current 
L = 0.33e-3;        %inductance 
C1 = 700e-6;        %input capacitor 
C2 = 700e-6;        %output capacitor 
R = 1.8; %3.6       %resistive load  
Ts = 5e-5;          %switching period   
fs = 1/Ts;          %switching frequency 20kHz  
tend = 5000*Ts;     %simulation time 
dt = 1e-6;          %simulation time step 
tol = dt/2;         %tolerance needed for switching 
t = 0:dt:tend; 
tsize = size(t,2);   

  
%Matrices 
A1 = [0, 1/L, 0; -1/C1, 0, 0; 0, 0, -1/(R*C2)]; %Boost S2 ON state 
A2 = [0, 1/L, -1/L; -1/C1, 0, 0; 1/C2, 0, -1/(R*C2)]; %Boost S2 OFF state = 

Buck S1 ON state 
A3 = [0, 0, -1/L; 0, 0, 0; 1/C2, 0, -1/(R*C2)]; %Buck S1 OFF state 
B = [0; 1/C1; 0]; %B1=B2=B3 
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C = [0, 1, 0]; %C1=C2=C3 
D = [0]; %D1=D2=D3 

  
%Initial configuration for matrices: 
A = A2; 
M = inv(eye(3) - 1/2*dt*A) * (eye(3) + 1/2*dt*A); 
N = inv(eye(3) - 1/2*dt*A) * 1/2*dt*B;  
d = zeros(1,tsize); % to plot Dt in [0,1] 
onoff = 0; % 1 is on, 0 is off 
Dt = zeros(1,tsize); 
Dt(:) = 0.7;%sqrt(R*Ipv/Vpv);        %Buck Duty cycle 

  
x = zeros(3,tsize); % x = [iL; vc1; vc3]; 
y = zeros(1,tsize); % y = vpv; 
u = Ipv*ones(1,tsize); 

  
for k = 2:tsize 
   if (Vpv < Vo) %Boost mode 
        if mod(t(k),Ts) > -tol && mod(t(k),Ts) < tol  
            onoff = 1; 
            A = A1; 
        elseif mod(t(k),Ts) > Dt(k)*Ts-tol && mod(t(k),Ts) < Dt(k)*Ts+tol 
            onoff = 0; 
            A = A2; 
        end 
    elseif (Vpv > Vo) %Buck mode 
        if mod(t(k),Ts) >-tol && mod(t(k),Ts) < tol 
            onoff = 1; 
            A = A2; 
        elseif mod(t(k),Ts) > Dt(k)*Ts-tol && mod(t(k),Ts) < Dt(k)*Ts+tol 
            onoff = 0; 
            A = A3; 
        end 
    end 
    M = inv(eye(3) - 1/2*dt*A) * (eye(3) + 1/2*dt*A); 
    N = inv(eye(3) - 1/2*dt*A) * 1/2*dt*B;  
    x(:,k) = M*x(:,k-1) + N*(u(k-1) + u(k)); 
    y(:,k) = C*x(:,k) + D*u(k); 
    d(k) = onoff; 
end 

 
figure(1) 
plot(t,u,t,x)   

xlabel('time (s)'); 
ylabel('Voltage(V), curretnt(A)') 
title('Converter Simulation') 
legend('ipv','iL','vpv','vo') 

 

A.4. Battery cell model validation  
MATLAB script file used to generate the simulation results shown in chapter 2.3.2 

%%%%NiNM Panasonic HHR650D3 Cell Model Validation. 
%%%%Discharge voltage curve function of time 
Ib = 1.3;                   %Constant battery current [A]  
Qo = 6.5;                   %Rated battery capacity [Ah]            
Rb = 0.0046;                %Constant internal resistance [Ohm] 
Efull = 1.39;               %Fully charged voltage [V] 
Eexp = 1.25;                %Voltage at the end of the exp. zone [V] 
Enom = 1.20;                %Voltage at the end of the nominal zone [V] 
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Qexp = Ib*1;                %Battery charge at the end of the exp. zone[Ah]  
Qnom = 5.2;                 %Battery charge at the end of the nom. zone[Ah]  
A = Efull - Eexp;           %Exponential zone amplitude [V]              
B = 3/Qexp;                 %Exponential zone time constant inverse [1/Ah] 
K = (Efull -Enom +A*(exp(-B*Qnom)-1))*(Qo -Qnom)/Qnom;%Polarization voltage 
Eo = Efull + K + Rb*Ib - A; %Battery constant voltage [V] 

  
tend = 5;           %Simulation time [h] 
dt = 1/60;          %Simulation time step 1min 
t = 0:dt:tend; 
for i= 1:size(t,2) 
    Q(i) = Ib*t(i); 
    E(i) = Eo - K*Qo/(Qo-Q(i)) + A*exp(-B*Q(i)); %Voltage at no load [V] 
    Vb(i) = E(i) -Rb*Ib;                     %Battery terminal voltage[V] 
    DOD(i) = Q(i)/Qo;                        %Depth of Discharge DOD  
    SOC(i) = 1 -DOD(i);                      %State of Charge 
end 
figure(1) 
plot(t,Vb,'k') 
xlabel('time [h]'); 
ylabel('Battery Cell voltage Vb [V]') 
title('Discharge Characteristics') 
axis([0,tend,0.8,max(Vb)]) 
legend('Ib = 1.3A') 

  

A.5. Lead-acid battery pack simulation  
MATLAB script file used to generate the simulation results shown in chapter 2.3.3 

%%%%Lead-Acid Panasonic LC-R067R2P Battery pack simulation. 
%%%%Charging and discharging voltage curve function of SOC. 
Ns = 1;                    %Number of series cells 
Np = 10;                   %Number of parallel cells 
Ib = Np*0.72;              %Constant battery current [A] 
Qo = Np*7.2;               %Rated battery capacity [Ah] 
Rb = 0.02*Ns/Np;           %Constant internal resistance [Ohm] 
Efull = Ns*6.4;            %Fully charged voltage [V] 
Eexp = Ns*6.1;             %Voltage at the end of the exponential zone [V] 
Enom = Ns*6;               %Voltage at the end of the nominal zone [V] 
Qexp = Ib/60;              %Battery charge at the end of the exp. zone[Ah]  
Qnom = Np*2.88;            %Battery charge at the end of the nom. zone[Ah]  
A = Efull - Eexp;          %Exponential zone amplitude [V]              
B = 3/Qexp;                %Exponential zone time constant inverse [1/Ah] 
K = (Efull -Enom +A*(exp(-B*Qnom)-1))*(Qo -Qnom)/Qnom;%Polarization voltage  
Eo = Efull + K + Rb*Ib - A;%Battery constant voltage [V] 

        

Q =[0:0.01:Qo];            %Actual battery charge [Ah] 
for i= 1:size(Q,2) 
    E(i) = Eo - K*Qo/(Qo-Q(i)) + A*exp(-B*Q(i)); %Voltage at no load [V] 
    Vb(i) = E(i) -Rb*Ib;                    %Battery terminal voltage [V] 
    DOD(i) = Q(i)/Qo;                       %Depth of Discharge DOD =Eb/En; 
    SOC(i) = 1 -DOD(i);                     %State of Charge 
end 
figure(1) 
plot(SOC,Vb,'k') 
xlabel('SOC'); 
ylabel('Battery Pack Voltage Vb (V)') 
title('Charging and discharging voltage curve') 
axis([0,1,0.6,max(Vb)]) 
legend('Ib = Np*0.72A')  
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Appendix B – MATLAB Scripts of Chapter 3 

 

B.1. P&O algorithm  
MATLAB script file used to simulate the performance of the basic P&O algorithm outlined in the 

flowchart in Fig. 3.2. 

%%%%P&O Algorithm Validation%%%% 

%PV parameters SX-80 
[...] 
%Estracting the V-I (working) values 

[...] 

 
%MPPT - P&O 
%Initialize the internal values for the voltage and power on the first pass 
Vprev = 21;                      
Pprev = 0;                       
Iprev = 0;                                  
%Initialize increment/ decrement parameter 
deltaV = 0.25;  

  
tend = 1.5;                     %Simulation time  
dt = 0.025;                     %Simulation time step 1/40Hz 
t = 0:dt:tend; 

for j= 1:size(t,2) 
    %Calculated the power 

   Ppv = Vpv*Ipv; 
    %Increase or decrease voltage based on conditions 
    if (Ppv-Pprev) ~= 0      
        if (Ppv-Pprev) > 0     
            if (Vpv-Vprev) > 0 
                Vref = Vpv + deltaV;    
            else 
                Vref = Vpv - deltaV; 
            end 
        elseif(Ppv-Pprev) < 0 
            if (Vpv-Vprev) > 0 
                Vref = Vpv - deltaV; 
            else 
                Vref = Vpv + deltaV; 
            end 
        end 
    else 
        Vref = Vpv; 
    end 

 
    %Update internal values 
    Pprev = Ppv; 
    Vprev = Vpv; 
    Iprev = Ipv;        
end 
figure(1) 
plot(t,Ppv,'k') 
xlabel('time (s)'); 
ylabel('PV Power (W)') 
title('MPPT - P&O Algorithm') 
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B.2. Positive feedback control demonstration  
In the following, using control properties, we will demonstrate that the application of positive feedback 
control equals dynamically to the inversion of the switch control signal. 

Considering that this statement is true, a negative feedback using the inverse of the control signal  𝑑′̂ 
can be built.  

 

Since 𝑑′̂ = −�̂�, the block diagram can be represented as 

 

And using control block properties, the diagram can be represented as 

 

Simplifying the two negative unity blocks, the positive feedback of the control variable �̂� is obtained. 

 

This means that the control variable �̂� can be used in the implementation of the closed loop control 
system, with positive feedback control meaning that the polarities of the feedback and reference 
voltage signals must be interchanged. 
 
B.3. PI controller design 
MATLAB script file used to obtain the frequency responses of the converter, the step response of the 
closed loop system and the design of the PI controller. 

%%%%Bode Plots - PI controller design - Closed loop response%%%% 
%Parameters at MPP operating point 
Ipv = 4.75;                 %Input current 

𝑣∗ + �̂�′ 𝑣𝑝�̂� 
G 

𝑣∗ + �̂�′ 𝑣𝑝�̂� 
G -1 

�̂� 

𝑣∗ 

+ 

�̂�′ 𝑣𝑝�̂� 
G -1 -1 

𝑣∗ 

+ 

�̂� 
Digitare l'equazione qui.

𝑣𝑝�̂� 
G 
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D = 0.7;                    %Steady state duty cycle 
L = 0.33e-3;                %Inductance 
C1 = 700e-6;                %Input capacitor 
C2 = 700e-6;                %Output capacitor 
R = 1.8;                    %Load resistance 

 
%Steady state model - DC Values  
%X = [IL; Vc1; Vc2]; U = [Ipv]; Y = [Vpv]; 
A = [0, 1/L, -(1-D)/L; -1/C1, 0, 0; (1-D)/C2, 0, -1/(R*C2)]; 
B = [0; 1/C1; 0]; 
C = [0 1 0]; 
A_1 = inv(A); 
IL = -A_1(1,:)*B*Ipv;       %Inductance current  
Vc1 = -A_1(2,:)*B*Ipv;      %Input voltage =Vpv 
Vc2 = -A_1(3,:)*B*Ipv;      %output voltage =Vdc 
Vpv = -C*inv(A)*B*Ipv;      %Output variable =Vpv(1-D)^2*R*Ipv 

  
%Small Signal Model - x' = [iL'; vc1'; vc2']; u' = [d']; y' = [vpv']; 
a = [0, 1/L, -(1-D)/L; -1/C1, 0, 0; (1-D)/C2, 0, -1/(R*C2)]; 
m = [-Vc2/L; 0; IL/C2]; 
c = [0, 1, 0]; 
G = ss(a,m,c,[0]);          %State space small-signal model 

  
%%%Open-loop analysis 
G_tf = tf(G);               %Small-signal TRF  
disp(['Control to input voltage transfer function']); 
disp(['vpv/d+ (s)']); 
G_tf  
figure(1) 
bode(G_tf) 
title('Bode driagram of the open loop system') 

  
%%%PI controller design using Control System Designer Toolbox 
%step(G_tf);                %Step response of the open-loop uncompensated 
%rlocus(G_tf)               %Root locus of the open-loop uncompensated  
%controlSystemDesigner(G_tf);  
 

%PI controller parameters  
Kp = 0.0017;                %Proportional gain parameter 
Ki = 1;                     %Integral gain parameter 
Ci = pid(Kp,Ki);            %PI controller  
Ci = tf(Ci);                %Controller TRF 
Go = Ci*G_tf;               %Open loop compensated TRF 
figure(2) 
bode(G_tf,Go); 
legend('uncompensated','compensated') 
title('Bode driagram of the open loop system') 

  
%%%Closed-loop analysis 
G = feedback(Go,1);         %Closed loop TRF 
figure(3) 
step(G) 
ylabel('G(s)') 
title('Closed loop step responce') 

 

B.4. Voltage controlled MPPT-converter simulation 
MATLAB script file used to obtain the simulation results of section 3.2.4. The control algorithm includes 
the PV model, the non-inverting Buck-Boost converter model, the MPP tracking algorithm and the 
input voltage control loop.  
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%%%%%Voltage controlled MPPT-Converter Simulation%%%%% 
%%%PV parameters SX-80 
[...] 
%Estracting the V-I (working) values 
[...] 

Ppv = Vpv*Ipv;      %Initial working point 

 
%%%MPPT 
%Initialize the internal values for the voltage and power on the first pass 
Vprev = 21;       
Pprev = 0;        
%Initialize increment/ decrement parameter 
deltaV = 0.05;  

  
%%%Non-inverting Buck-Boost Parameters 
[...] 

 
%%%Simulation Parameters 
tend = 20000*Ts;    %simulation time 
dt = 1e-6;          %simulation time step (1us) 
tol = dt/2;         %tolerance needed for switching 
t = 0:dt:tend; 
tsize = size(t,2);  

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Initial configuration for matrices: 
[...] 

 
%PI Controller parameters (valid for both modes of operation, Boost&Buck) 
kp = 0.0017; 
ki = 1; 

  
%Parameters initial configuration 
dmax = 0.99;        %Duty cycle max saturation 
dmin = 0.01;        %Duty cycle min saturation 
dtc = 1e-3;         %Control loop sampling period(1ms) (fc = 1kHz) 
integral = 0; 
error = 0; 
z = 1; 
told = 0; 
toldpv = 0; 
dmaxwu= 0.007; 
Vref = Vpv; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
for k = 2:tsize 
    %%%PV model 
    %Extract the Ipv 
    for m=1:5 
       Ipv = Ipv-(Iph-Ipv-Io*(exp((Vpv+Ipv*Rs)/(a*Vt))-1) -

(Vpv+Ipv*Rs)/Rp)/(-1-Io*(Rs/(a*Vt))*exp((Vpv+Ipv*Rs)/(a*Vt))-(Rs/Rp)); 
    end 
    u(k) = Ipv; 

     
    %%%MPPT loop (40Hz) 
    if (t(k) -toldpv) > 0.025  %every 1/40Hz -> run mppt 
        Ppv = Vpv*u(k); 
        %P&O Algorithm - Increase or decrease voltage based on conditions 
        if (Ppv-Pprev) ~= 0      
            if (Ppv-Pprev) > 0     
                if (Vpv-Vprev) > 0 
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                    Vref = Vpv + deltaV;    
                else 
                    Vref = Vpv - deltaV; 
                end 
            elseif(Ppv-Pprev) < 0 
                if (Vpv-Vprev) > 0 
                    Vref = Vpv - deltaV; 
                else 
                    Vref = Vpv + deltaV; 
                end 
            end 
        else 
            Vref = Vpv;  
        end 
        %Update internal values 
        Pprev = Ppv; 
        Vprev = Vpv; 
        toldpv = t(k); 
    end 

     
    %%%PI Control loop (1kHz) 
    if (t(k) - told> dtc)  %every 1ms -> run control loop 
        z= z+1; 
        error(z) = -Vref + Vpv; %error signal 
        integral(z) = ki*error(z)*dtc + integral(z-1);  
        %integral anti-windup 
        if (integral(z) > dmaxwu) 
            integral(z) = dmaxwu; 
        elseif (integral(z) < -dmin) 
            integral(z) = -dmin; 
        end 
        ds(z) = kp*error(z) + integral(z);%small signal duty cycle 

         
        %Steady state duty cycle D 
        if (Vpvin <= Vo) %Boost mode 
            Ds = 1- sqrt(Vref/(R*u(k)));   
        else (Vpvin > Vo); %Buck mode 
            Ds = sqrt(R*u(k)/Vref);  
        end 
        %Control Duty Cycle 
        Dt(z) = Ds + ds(z);  
        %Saturation 
        if (Dt(z) > dmax) 
            Dt(z) = dmax; 
        elseif (Dt < dmin) 
            Dt(z) = dmin; 
        end 
        told = t(k);        
    end 

     
   %%%Buck or Boost operation 
   if (Vpvin < Vo) %Boost mode 
        if mod(t(k),Ts) > -tol && mod(t(k),Ts) < tol  
            onoff = 1; 
            A = A1; 
        elseif mod(t(k),Ts) > Dt(z)*Ts-tol && mod(t(k),Ts) < Dt(z)*Ts+tol 
            onoff = 0; 
            A = A2; 
        end 
    elseif (Vpvin > Vo) %Buck mode 
        if mod(t(k),Ts) >-tol && mod(t(k),Ts) < tol 
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            onoff = 1; 
            A = A2; 
        elseif mod(t(k),Ts) > Dt(z)*Ts-tol && mod(t(k),Ts) < Dt(z)*Ts+tol 
            onoff = 0; 
            A = A3; 
        end 
   end 
   %%%Non-inverting Buck-Boost model (Trapezoidal method integration) 
   zi(k) = t(k)/Ts; 
   M = inv(eye(3) - 1/2*dt*A) * (eye(3) + 1/2*dt*A); 
   N = inv(eye(3) - 1/2*dt*A) * 1/2*dt*B;  
   x(:,k) = M*x(:,k-1) + N*(u(k-1) + u(k)); 
   y(:,k) = C*x(:,k) + D*u(k); 
   d(k) = onoff; 
   Vpv = y(k);     
end 

 
tz = 0:(tend/z):(tend-tend/z); 
points = tz./tz; points(1) = 1;%control step points 
 

figure(1) 
plot(t,u,t,x)       %u = [ipv]  x = [vpv iL vo] 
xlabel('time (s)'); 
ylabel('Volage (V), Current (A)') 
title('Voltage Controlled MPPT-Converter Simulation') 
legend('ipv','iL','vpv','vo') 
grid on 
figure(2) 
%show change in input current and duty cycle 
%plot at which points control is executed and relative error 
plot(t,u/max(u),tz,Dt,tz,points,'.',tz,error/Vref) 
title('input current, duty cycle, relative error analysis') 
legend('input current','duty cycle','control set points','relative error') 
xlabel('time (s)'); 

 

B.5. MPC Algorithm – Single-step prediction horizon current control  
MATLAB script file used to simulate the performance of the basic MPC strategy proposed in section 

3.3, together with the Battery and the Bidirectional models. 

%%%%MPC current control with one step in the horizon, together with Battery 
%and Bidirectional models%%%%% 

 

%Battery Pack model Parameters 
%Input SOC0, ib(t)      Output SOC(t), Vb(t) 
[...] 
SOC0 = 0.6;                     %Initial battery SOC 
%Bidirectional Parameters and initial conditions  
[...] 

tend = 0.5;                     %Simulation time [s] 
dt = 1e-6;                      %Simulation time step [s] 
t = 0:dt:tend; 
 

%%%%MPC model 
%s=1 Q1 on, Q2 off 
%s=0 Q1 off, Q2 on 
Ts = 5e-5;                   
vdcref = 12;                    %DC-link referance voltage 
told = 0; 
z = 0; 
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for i= 2:size(t,2) 
    %Battery 
    Qdt(i) = -ib(i-1)*dt + Qdt(i-1);%Charge sottracted/added during dt [Ah] 
    Qin = Qo*SOC0;                  %Initial charge [Ah] 
    Q(i) = Qin + Qdt(i);            %Actual battery charge [Ah] 
    SOC(i) = SOC0 + Qdt(i)/Qo;      %Actual state of charge 
    Eo = Efull + K + Rb*ib(i-1) - A;%Battery constant voltage [V] 
    u(i) = Eo - K*Qo/Q(i) + A*exp(-B*(Qo-Q(i)));%No-load voltage [V] 
    Vb(i) = u(i) -Rb*ib(i-1);       %Battery terminal voltage [V] 

     
    %MPC  
    if (t(i)-told > 5*Ts)  
        z = z+1; 
        iLk1_1(z) = iL(i-1) + Ts*vb(i-1)/Lb; 
        iLk1_0(z) = iL(i-1) -Ts*vdc(i-1)/Lb + Ts*vb(i-1)/Lb; 
        iLref = (vdcref^2)/R/vb(i-1);%Pbattery=Pload 
        J_1(z) = abs(iLref - iLk1_1(z)); 
        J_0(z) = abs(iLref - iLk1_0(z)); 
        if (J_1(z) < J_0(z)) 
            s = 1; 
        elseif (J_1(z) > J_0(z)) 
            s = 0;  
        end 
        S(z) = s; 
        told = t(i); 
        a = [0, 1/Lb, -(1-S(z))/Lb; -1/Cb, -1/(Rb*Cb), 0; (1-S(z))/C2, 0, -

1/(R*C2)];%Update matrix 
    end 

     
    %Bidirectional Model - trapezoidal method 
    M = inv(eye(3) - 1/2*dt*a) * (eye(3) + 1/2*dt*a); 
    N = inv(eye(3) - 1/2*dt*a) * 1/2*dt*b;     
    x(:,i) = M*x(:,i-1) + N*(u(i-1) + u(i)); 
    iL(i) = x(1,i); 
    vb(i) = x(2,i); 
    vdc(i) = x(3,i); 
    %ib(i) = iL(i) +Cb*(vb(i)-vb(i-1))/dt;%Battery current 
    ib(i) = iL(i); 
end 

  
figure(1) 
plot(t,SOC*100) 
xlabel('time'); 
ylabel('SOC %') 
title('SOC') 

figure(2) 
plot(t,x) 
xlabel('time'); 
ylabel('Voltage (V), Current (A)') 
title('MPC Control Simulation') 
legend('iL','vb','vdc') 
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Appendix C – MATLAB Scripts of Chapter 4 

 

C.1. Direct voltage MPC Algorithm using MATLAB MPC Toolbox  
MATLAB script file used to simulate the performance of the direct voltage MPC strategy proposed in 

section 4.3, using the MATLAB MPC Toolbox at command line. 

%%%MPC control strategy of the Bidirectional converter using MPC Toolbox. 
%Bidirectional converter linearized at steady state point, to get the small- 
%signal model representing the variations around steady state duty cycle. 
 

%Bidirectional Parameters  
L = 33e-3;                      %inductance 
R = 5;                          %load resistance 
C2 = 800e-6;                    %output capacitance 
Vb = 6;                         %measured disturbance signal 
S = 0.5;                        %steady state duty cycle 
Vdc = Vb/(1-S);                 %steady state dc bus voltage 
IL = Vdc/((1-S)*R);             %steady state inductor current 

  
%Small-signal matrices that define the system 
%x = [iL; vdc]; u = [Vb; s]; y = [vdc]; 
a = [0, -(1-S)/L; (1-S)/C2, -1/(R*C2)];               
b = [Vdc/L, 1/L; -IL/C2, 0];             
c = [0 1]; 
d = [0 0]; 
 

%Small-signal model identification  
Gmpc = ss(a,b,c,d);             %create the state space model       
Gmpc.InputName = {'ss','Vb'};   %define input names of the model 
Gmpc.OutputName = {'vdc'};      %define output names of the model 
Gmpc.StateName = {'iL','vdc'};  %define state names of the model 
 

%Set signal types in MPC plant model 
Gmpc.InputGroup.MV = 1;         %set manipulated variable (input channel) 
Gmpc.InputGroup.MD = 2;         %set measured disturbance (input channel) 
Gmpc.OutputGroup.MO = 1;        %set manipulated output (output channels) 
%Gmpc = setmpcsignals(Gmpc,'MV',1,'MD',2,'MO',1);%alternative 

 
%Create MPC controller object with sample time 
Ts = 0.005;                     %Sample time  
MPCobj = mpc(Gmpc, Ts); 
MPCobj.PredictionHorizon = 10;  %specify prediction horizon 
MPCobj.ControlHorizon = 2;      %specify control horizon 
MPCobj.MV = struct('Min',-1,'Max',1);%specify constraints for MV 
MPCobj.Model.Plant.OutputUnit = {'V'};%specify the output unit 
 

%Display the controller properties in the Command Window 
display(MPCobj) 

  
%Run simulation 
Tend = 0.5;                 %simulation time 
T = round(Tend/Ts);         %number of simulation steps 
Vref = 12;                  %reference signal   
sim(MPCobj,T,Vref,Vb) 
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%Extract simulation results  
[y,t,u] = sim(MPCobj,T,Vref,Vb); 

 
%Calculate continuous-time duty cycle (s) as a summation of the steady 

%state value (S) and the small-signal value (ss) 
ss = u;                     %small signal duty cycle 
s = S +ss;                  %duty cycle  

 


