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Abstract 

Cell membranes fulfil many important biological functions and are composed by a 

heterogeneous variety of lipids and proteins, which leads to the typical asymmetric bilayer 

structure. One of the main functions of cell membrane is to act as a filter to control the 

molecule traffic at the interface. The comprehension of the molecular transport across the 

membrane is hugely important in medicine, in particular in the development of effective drug 

delivery system. There are different routes for cellular uptake, some involving complex 

signalling pathways, some more simple. The easier way is the direct translocation through 

water pores. Indirect experimental evidences suggest the presence of small, short-lived pores 

for which today experimental tools are unable to provide direct observation and atomistic 

detail. Here, through molecular modelling, the formation of these hydrophilic pores was 

observed and analysed. In particular, the focus was on the effect of the transmembrane 

potential, which has a strong influence on the transport of various small and large molecules 

across the membrane and leads to pore formation. In the present work, lipid pores were 

induced both applying an external, constant electric field and creating a physiological-like 

charge imbalance across the membrane. Moreover, following the second approach, cellular 

uptake of seven different cell penetrating peptides (CPPs) through direct translocation 

pathway driven by the membrane electrostatic potential was observed and studied. The 

opening of membrane pores due to the ion imbalance revealed to be broadly relevant for CPP 

uptake. 
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1 Introduction 

The current chapter is devoted to a general introduction of the present Master Thesis work, 

elucidating aims and objectives. 

 

Plasma membrane represents the physiological barrier that all molecules have to overcome 

in order to reach the interior of the cell, thus modulating the behaviour in response to various 

stimuli and signals. Understanding and influencing the cell permeability is a major topic in 

medicine, nanomedicine and biomedicine in general, since it is a window on targeted drug-

delivery in many diseases. Several different complex pathways of internalization exist and 

have been analysed in literature and some methods to enhance and control the cellular 

permeability have been developed. Among them, electroporation is probably the most well 

established and it has been applied in cancer treatment. It consists in the appearance of pores 

in cellular membrane caused by an electric field. In the last two-three decades, such method 

gained increasing attention as a mean of introducing drugs, DNA and other bioactive molecule 

into cells. When a field is applied, the energy for the water to penetrate into the bilayer is 

reduced, thus leading to pore formation in nano- to microseconds with radii of at most several 

nanometers. Such small dimensional scales and timescales are seldom or never reachable 

experimentally. However, since the first simulation study on electroporation, dated back to 

2004, atomistic and coarse-grained molecular dynamics simulations shed the light on 

mechanisms and the sequence of events of pore formation. Simulations pointed out that lipids 

properties influence the field requested to observe poration events, that the time for pore 

formation is non-linear with the field applied, that the events at the water-lipid interface are 

the dominant effect driving the process, just to cite some examples. Thanks to the 

improvements in electrostatic field modelling and lipid force fields, now the focus of many 

investigations is moved towards the aim to mimic realistic membrane compositions and in 

particular the influence of peptides in pore formation mechanism.  

The aim of this master thesis is to proceed in that direction, exploiting the transmembrane 

potential in a real-like membrane to modulate the translocation into cells of cell penetrating 

peptides, which are short-sequence, non-toxic peptides that have evidenced the ability to 
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cross the membrane and have been successfully used in drug-delivery systems to guide active 

cargoes inside the cells.   

Molecular dynamics simulations performed confirm the mechanisms of pore formation and 

show that transmembrane potential can drive cell penetrating peptides penetration through 

water pores.  

 

The work presented is divided into four chapters, briefly summarized below:  

 

Chapter 1 is the current introductory part. 

 

Chapter 2 provides a general view of Materials and Methods applied in this work. Molecular 

modelling, molecular mechanics and molecular dynamics method key-aspects and physical 

bases are introduced. A focus on Martini coarse-grained approach and on electric field 

application in GROMACS is also furnished. 

 

Chapter 3 provides an insight into pore formation dynamics when an external, constant 

electric field is applied. Different values of the field are investigated both in all-atom and 

coarse-grained simulations, showing the same poration process in comparable time-scales. 

 

Chapter 4 yields a description of the translocation process of seven cell penetrating peptides 

across the membrane under the influence of a transmembrane potential that mimics 

hyperpolarized conditions. Computational results show the ability to modulate the 

penetration process through a transmembrane potential and emphasize the importance of 

peptidic charge and sequence, even though the process is more complex and cannot be 

explained merely accounting for electrostatics.   
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2 Materials and Methods 

This chapter deals with an overview of the theoretical background and the key-aspects of 

Molecular Dynamics. 

2.1 Molecular modelling 

Molecular Modelling involves many methods, both theoretical and computational, that 

provides insight into molecular systems at atomic level, ranging from small compounds to 

large biological molecules and materials assemblies, by solving the equations of quantum and 

classical physics to understand and derive macroscopic properties. Today, molecular 

modelling is associated with computer modelling as the computational techniques have 

revolutionised this field1 and drive its increasing use. In fact, thanks to computational 

improvements, simulations of molecular systems have become much more powerful and 

accessible over the past few years2. Ideally, the relativistic time-dependent Schrödinger 

equation describes the properties of molecular systems with high accuracy, but anything more 

complex than the equilibrium state of a few atoms cannot be handled at this ab initio level3. 

Molecular systems, and in particular biological systems, consist of huge number of molecules, 

thus making impossible the analytical resolution of systems’ thermodynamic or kinetic 

properties. Molecular Dynamics (MD) represents the numerical solution to this challenge, 

allowing the understanding of molecular processes such as protein conformational changes, 

ligand binding, multiscale modelling, transport of molecules, membrane properties and much 

more. In the more simplistic view, MD involves no more than the integration of Newton’s 

equations of motion. MD could be seen as the connection ring between theory and laboratory 

experiments, as it is able to probe molecular properties that are difficult or impossible to 

access through wet-lab experiments.   

2.2 Molecular Mechanics 

Since molecular modelling usually deals with too large systems to be considered by quantum 

mechanics, Molecular Mechanics (MM) method is used, which implies Newtonian mechanics, 

calculating the energy of a system as a function of the nuclear positions only, thus ignoring 

electrons (Born-Oppenheimer approximation). The set of atoms is modelled as interacting 

through a potential energy function, defined by the molecular force field (FF) used in the 
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simulation, which is a set of equations that describes the different interactions among the 

atoms as a function of their positions. The core of MM approach is the set of equations and 

parameters used to define the FF. 

 Potential Energy Function 

The potential energy function (V) depends on the positions (r) of the N particles composing 

the systems and is a sum of individual energy contributions: 

 

 𝑉 = 𝑉𝑏𝑜𝑛𝑑𝑒𝑑 + 𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑  (2.1) 

 

In equation 2.1, the two terms model the interactions between pairs of bonded atoms and 

the non-bonded interactions between all pairs of atoms that are in different molecules or that 

are in the same molecule but separated by at least three bonds, respectively.  The two terms 

are given by the following equations 2.2 and 2.3. The bonded interactions take into account 

energy variations associated to changes in bonds, angles and dihedrals. The non-bonded 

interactions are given by the summation of van der Waals potential and electrostatic 

potential. Van der Waals interactions, even though very weak, act on every atom of the system 

due to the formation of temporary dipoles and are attractive at long range (London dispersion 

forces) and repulsive at short range (avoiding atom overlapping).  

 

 𝑉𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑉𝑏𝑜𝑛𝑑𝑠 + 𝑉𝑎𝑛𝑔𝑙𝑒𝑠 + 𝑉𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠  

𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑉𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠  

(2.2) 

(2.3) 

 

 Bonded and Non-bonded interactions 

The terms in equations 2.2 and 2.3 could have different functional forms and different 

parameters, according to the FF chosen, which usually is the result of a parametrization 

process, leading to reproduce and predict certain properties. In fact, it is important to 
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underline that FF are empirical or derived from a quantistic approach. A possible functional 

form for the potential energy function could be4: 

𝑉(𝑟1, 𝑟2, … , 𝑟𝑁) = ∑
1

2
𝑘𝑙[𝑙 − 𝑙0]2

𝑏𝑜𝑛𝑑𝑠 + ∑
1

2
𝑘𝜃[𝜃 − 𝜃0]2

𝑎𝑛𝑔𝑙𝑒𝑠 +

 ∑ 𝑘𝜑[1 + cos (𝑛𝜑 − 𝛿)]𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 + ∑ ∑ 4휀𝑖,𝑗 [(
𝜎𝑖,𝑗

𝑟𝑖,𝑗
)

12

− (
𝜎𝑖,𝑗

𝑟𝑖,𝑗
)

6

] +
𝑄𝑖𝑄𝑗

4𝜋𝜀0𝑟𝑖,𝑗

𝑁
𝑗=𝑖+1

𝑁
𝑖=1  

   

(2.4) 

In equation 2.4, the first term models the interaction between atoms linked by a covalent 

bond as an harmonic potential, where 𝑘𝑙 is the force constant, 𝑙0 is the reference bond length 

and 𝑙 is the bond length. The second term, again a harmonic potential, describes the angle 

between 3 atoms covalently bound, where 𝑘𝜃 is the stiffness and 𝜃0 the bond angle at the 

equilibrium. The third term define the dihedral angle among 4 bonded atoms and its energy 

term is modelled as a series of cosines;  𝑘𝜑 is the energetic barrier related to the angle 

deformation, δ is the phase that determines the minimum position for the torsional angle and 

n is the multiplicity. Last two terms define non-bonded interactions, which usually are 

modelled as functions inversely proportional to the distance between two atoms. The fourth 

term encompasses the van der Waals potential in the most implemented Lennard-Jones 

equation, which is defined as the difference between a repulsive term (
𝜎𝑖,𝑗

𝑟𝑖,𝑗
)

12

and an attractive 

term (
𝜎𝑖,𝑗

𝑟𝑖,𝑗
)

6

. It involves 𝜎𝑖,𝑗  and 𝑟𝑖,𝑗, which represent the collision diameter (minimum distance 

with the interaction potential equal to zero) and the depth of the potential well (interaction 

potential energy minimum), respectively. The last term in equation 2.4 is the electrostatic 

potential 
𝑄𝑖𝑄𝑗

4𝜋𝜀0𝑟𝑖,𝑗
, which is described by the Coulomb’s law with 휀0 free space permittivity, 휀𝑟  

the relative permittivity and 𝑟𝑖,𝑗 the distance between the 2 charges 𝑄𝑖  and 𝑄𝑗.  Electrostatic 

potential decreases only with r so it is considered a long-range interaction. It is worth 

mentioning that more complex FF could include additional terms. 

The greatest amount of computational resources is required by the calculation of the non-

bonded interactions, whose number increases as the square of the number of atoms in the 

system. Thus, several ways were developed to treat the non-bonded interactions cutting off 

or modifying the non-bonded interactions when atoms are far away from each other. One of 
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these approaches is the Ewald summation, whose trick was to replace the interaction energies 

summation in real space with an equivalent summation in Fourier space in the calculation of 

long-range interactions. 

 Periodic boundary conditions 

In molecular modelling, boundary effect is a crucial issue, since it strongly influences the 

properties of the whole system, which is composed by few particles. Periodic boundary 

conditions (PBC) are then used to minimize edge effects in a finite box with a small number of 

molecules and allow simulating bulk systems. In this way, system has no boundaries and they 

are replaced by the periodic conditions5. The presence of Periodic Boundary Conditions causes 

imprecisions, but still less severe than the error resulting from artificial boundary with 

vacuum. Each particle in the box interacts with any other particles in adjacent boxes, which 

are repeated infinitely. If a particle leaves the box, another comes from the other side (see 

Figure 1). When long-range interactions are treated through a cutting-off method, to avoid 

that a particle could see itself in the adjacent box, Minimum Image Convention should be 

fulfilled by choosing a cut-off distance small enough. 

 

 

Figure 1.Periodic boundary conditions scheme. 
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 Potential energy minimization 

The potential energy function is an extremely complicated, multidimensional function of the 

coordinates of the system. For a system with N atoms, the potential energy function is a 

function of 3N Cartesian coordinates. In molecular modelling, the focus in on minimum points 

on the potential energy surface (PES), which represent the stable state of the system. On the 

PES there are many local minima and the minimum with the lowest energy is called global 

minimum. Energy minimization algorithm are used to find those geometries of the systems 

that correspond to minimum points on PES. Thus, energy minimization leads to a reduction in 

the potential energy of the system. The ideal minimization algorithm should provide the 

answer as quickly as possible, using the least amount of memory.  Minimization algorithm 

could be classified into two groups: derivative methods and non-derivative method. Among 

the derivative methods it is possible to distinguish between first order method (e.g. Steepest 

Descent, Conjugate Gradient) and second order methods (e.g. Newton-Raphson, L-BFGS). First 

derivative methods gradually change the coordinates of the atoms, moving towards the 

energy minimum, starting from the configuration obtained at the previous step. Second 

derivatives provide information about the curvature of the function by calculating the Hessian 

matrix. 

2.3 Molecular Dynamics 

MD is a simulation method that allows generating the trajectory of a molecular system by 

solving Newton’s equations of motion. Therefore, average properties and time-dependent 

behaviour of the system can be derived. 

 Theoretical background 

Macroscopic physical properties can be distinguished by static equilibrium properties (e.g. 

average potential energy, radial distribution function) and dynamic or non-equilibrium 

properties (e.g. dynamics if phase changes, reaction kinetics). Molecular dynamics allows 

generating both representative equilibrium ensembles and non-equilibrium ensembles. These 

properties can be computed as ensemble averages over a representative statistical ensemble 

of molecular systems. Consequently, it is necessary to generate a representative ensemble at 

a given temperature. The science of statistical mechanics is the theoretical framework for such 
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calculations3. A statistical ensemble is a collection of all possible systems that have different 

microscopic states but have an identical macroscopic or thermodynamic state. The 

microscopic state of the system is defined by the atomic positions r and momenta p; these 

coordinates are in a multidimensional space called phase space. There are different 

ensembles: 

• Micro-canonical Ensemble (NVE); it is characterized by a fixed volume, energy and 

number of atoms. 

• The Canonical Ensemble (NVT); it is characterized by a fixed volume, temperature and 

number of atoms. 

• Isobaric-isothermal ensemble (NPT); with fixed number of particles, pressure and 

temperature. 

• Grand Canonical or Gibbs ensemble (μVT); characterized by a fixed volume, 

temperature and chemical potential. 

In statistical mechanics the ensemble average of a property A is calculated over all possible 

configurations of the system: 

 
〈𝐴𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 〉 = ∬ 𝑑𝑝𝑁𝑑𝑟𝑁𝐴(𝑝𝑁, 𝑟𝑁)𝜌(𝑝𝑁 , 𝑟𝑁) 

 

(2.5) 

 

In equation 2.5 there should be 6N integral signs on the integral for the 6N positions and 

momenta for all particles. 𝜌(𝑝𝑁, 𝑟𝑁) is the probability density of the ensemble and could be 

written as a Boltzmann distribution:  

 

𝜌(𝑝𝑁 , 𝑟𝑁) =
1

𝑄
𝑒

−
𝐸(𝑝𝑁,𝑟𝑁)

𝑘𝐵𝑇  

 

(2.6) 

In equation 2.6 E is the energy, T is the temperature, kB is the Boltzmann factor, Q is the 

partition function, expressed by: 

 

𝑄 = ∬ 𝑑𝑝𝑁𝑑𝑟𝑁 𝑒
−

𝐸(𝑝𝑁,𝑟𝑁)
𝑘𝐵𝑇  (2.7) 
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The partition function is a dimensionless normalising sum of Boltzmann factors over all 

microstates of the system. It is very important because it relates microscopic thermodynamic 

variables to macroscopic functions of state. However, it is extremely difficult to calculate 

because one should calculate all possible states of the system and its analytical solution is 

impossible. Fortunately, it is possible to overcome this issue thanks to the ergodic hypothesis, 

which allows replacing the ensemble average with the time average over sufficiently long 

periods: 

 

〈𝐴𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 〉 =  〈𝐴𝑡𝑖𝑚𝑒〉 = lim
𝜏→∞

1

𝜏
∫ 𝐴(𝑝𝑁(𝑡), 𝑟𝑁(𝑡))𝑑𝑡 ≅  

1

𝑀
∑ 𝐴(𝑝𝑁, 𝑟𝑁)

𝑀

𝑡=1

𝜏

𝑡=0

 

 

(2.8) 

In equation 2.8 t is the simulation time, M is the time-step and 𝐴(𝑝𝑁 , 𝑟𝑁) is the instantaneous 

value of the property A. The idea is that over a long period of time the system will pass through 

all possible states, and thus it becomes possible to compute ensemble-average properties. 

 Implementation scheme 

MD is a simulation method that solves Newton’s equations of motion for a system of N 

interacting atoms: 

 
𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2
= 𝐹𝑖, 𝑖 = 1, … , 𝑁 

 

(2.9) 

The forces are the negative derivatives of the potential function V: 

 

 
𝐹𝑖 = −

𝜕𝑉

𝜕𝑟𝑖
  (2.10) 

The potential energy is a complex, continuous function which cannot be solved analytically. 

Therefore, sets of atomic positions are derived in sequence, in a deterministic way, calculating 

them numerically time-step by time-step and thus generating a trajectory, which is the 

combination of positions and velocities for each atom. In this sense, the choice of the 

integration time-step is very important (usually from 1 to 10 fs) to avoid instability and to 
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sample correctly the phase space. A greater time-step allows simulating more quickly, but can 

make the simulation unstable. A good time step should be less than 1/10th the period of the 

fastest harmonic oscillator present in the system. A simulation generates representative 

configurations of the system, permitting to obtain accurate values of structural and 

thermodynamic properties. In fact, after initial changes, the system will usually reach an 

equilibrium state, that can be interpreted as a statistical ensemble. There are different 

integration methods, for example the Verlet algorithm, the Leap-frog algorithm, the Velocity 

Verlet. The typical MD flowchart is described in Figure 2. Starting from the input structure 

coordinates, usually derived from experimental data (e.g. Protein Data Bank), and from initial 

velocities randomly generated from a Maxwell-Boltzmann distribution at a given temperature, 

the potential energy is calculated according to the FF chosen. Afterwards, forces are calculated 

by numerical integration and new positions and velocities are generated by the algorithm. The 

cycle goes on for the number of steps required to reach the equilibrium. 

 

Figure 2. MD typical flowchart: starting from initial position and velocities, new ones are generated, thus 
leading to the production of a trajectory. 

- Atomic positions r 
- Atomic velocities v 
- Potential interaction V 

𝐹𝑖 = −
𝜕𝑉

𝜕𝑟𝑖
 

𝑑2𝑟𝑖

𝑑𝑡2
=  

𝐹𝑖

𝑚𝑖
 

- Atomic positions r 
- Atomic velocities v 
- Potential interaction V 
- Temperature, pressure, 

energy 

N steps 
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A typical procedure suitable for a MD simulation with a solute molecule in solution consists 

firstly of an energy minimization step, useful to reduce strong interactions at high energy 

which could lead to instable simulation. Then, it is performed an equilibration phase (usually 

hundreds of ps) keeping the solute fixed, in order to reach a desired temperature and/or 

pressure. Finally, the production run can start. In this phase, thermodynamic properties of the 

system are calculated, keeping in mind that the system requires many steps to reach a stable 

state. 

2.4 Coarse-Grained Approach 

The interesting time scales and system size are often beyond what is attainable by detailed 

all-atoms MD. Coarse-graining (CG) is a systematic way of reducing the number of degrees of 

freedom representing a system of interest. To achieve this, typically whole groups of atoms 

are represented by single beads and the coarse-grained force field describes their effective 

interactions, removing fine interaction details and losing chemical and spatial resolution. The 

reduction of the degrees of freedom leads to a smoothed potential energy surface, which 

allows the use of a longer time step (tens of fs). As well as that, most CG models only compute 

short-range interactions. Therefore, the simulation dynamics is faster and the phase space 

sampled is greater. Coarse-grained models are designed to reproduce certain properties of a 

reference system. This can be either a full atomistic model (bottom-up approach) or even 

experimental data (top-down approach), in order to reproduce at higher scale level 

thermodynamic properties. In this case, the generated force field is general such as in the 

MARTINI approach.  

 MARTINI force field 

Martini, first developed for lipid bilayers6, has been subsequently expanded to include 

parameters for proteins and carbohydrates and it is one of the most widely used CG force field 

(see Figure 3). It is based on a four-to-one mapping of the all atoms model, that is to say on 

average four heavy atoms plus associated hydrogens are represented by a single interaction 

centre. Water molecules are involved in this mapping too. Derived from the chemical nature 

of the underlying structure, CG beads could be assigned a specific particle type with more or 

less polar character. The four main types of particle are polar (P), non-polar (N), apolar (C) and 

charged (Q). Within these classes, subtypes are possible and distinguished by a letter 
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according to the hydrogen-bonding capabilities (d=donor, a=acceptor, da=both, 0=none) or a 

number indicating the degree of polarity (from 1=low polarity to 5=high polarity). Thus, a total 

of 18 particle types is possible. Non-bonded interactions were parameterized based on a 

systematic comparison to experimental thermodynamic data and their potential energy 

functions are used in a shifted form. For what concerns bonded interactions, they were 

defined according to structural data derived from the atomistic geometry or obtained from 

comparison to all-atoms simulations. Generally, Martini simulations are stable with time-steps 

ranging from 20 to 40 fs.  

Focusing on lipids and lipid bilayers, current applications are protein-interplay, 

characterization of membrane properties, design of drug and gene delivery systems, self-

assembly of surfactants, binding and pore-formation in membranes by membrane active 

peptides.  

In particular, three are the major advantages in the use of the Martini over standard all-atoms 

simulations: (i) allowing many independent simulations in which state conditions are 

systematically varied; (ii) direct, unbiased sampling of longer time-scales processes becomes 

possible; (iii) enabling simulations requiring large system sizes.  

Obviously, one should keep in mind that Martini, as any other model, has a number of 

limitations. Some are due to its coarse-grained nature and typical of this approach, others are 

linked to Martini itself. An interesting issue regards the effective time scale, which in atomistic 

simulations is well defined and properties such as water diffusion coefficients are used to 

evaluate the quality of the model. In CG simulations, the modifications in the energy landscape 

result in a speeding up of the kinetics of the system. This is a key advantage in CG simulations, 

but the speed-up emerges to be not easy predictable and not the same for all degrees of 

freedom. Currently, from later diffusion coefficients of lipids, it was pointed out that a semi-

universal factor of speed-up is about 4. However, its use has to be considered with care as it 

is dependent on the type of molecule7. 
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Figure 3. Martini mapping examples of selected molecules. A) Standard water particle representing four 
water molecules. B) Polarizable water molecule with embedded charges. C) DMPC lipid. D) Polysaccharide 

fragment. E) Peptide. F) DNA fragment. G) Polystyrene fragment. H) Fullerene molecule. In all cases, 

Martini CG beads are shown as cyan transparent beads overlaying the atomistic structure. 

 

2.5 Electric Fields in GROMACS 

In the present work, GROMACS 5.1.4, GROMACS 2016.3 and 2018.2 software packages were 

employed to perform simulations. The GROMACS suite, among its several utilities, allows the 

possibility of applying electric fields across the simulation box. Electric fields are applied when 

specific options are specified in the GROMACS pre-processor (grompp) input file (.mdp). It is 

possible to choose between constant field or pulse alternating electric field, which has the 

form of a Gaussian laser pulse. To apply an electric field in a direction (x, y or z), one should 

specify three parameters after the appropriate direction. The first parameter is the number 

of cosines; only 1 with frequency 0 is implemented, so it is always equal to 1. The second 

parameter sets the strength of the electric field in V/nm. The third parameter defines the 

phase of the cosine and one can enter any number here since a cosine with a frequency of 

zero has no phase. For example, the parameters for direction x are set in three fields of E-x (E-
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x = 1 E0 0). Concerning the alternating electric field, it can be applied according to equation 

2.11: 

 
𝐸(𝑡) = 𝐸0𝑒

−
(𝑡−𝑡0)2

2𝜎2 cos [𝜔(𝑡 − 𝑡0)] 

 

(2.11) 

Where 𝐸0 is the field strength, 𝜔 the angular frequency, 𝑡0 is the time at of the peak in the 

field strength and σ is the width of the pulse. In such case, the parameters for x-direction are 

set in the three fields of E-xt (E-xt = 𝜔 𝑡0 σ).  

In GROMACS, an external electric field is introduced in the system as an additional force (qE) 

acting on all the atoms charged. The effective electric field under periodic boundary conditions 

is larger than the applied field, depending on the box-size and the dielectric properties of 

molecules, which have an electric response that varies over time due to induced field 

generated by local dipoles and dipoles in the surrounding boxes.  

During electroporation simulations, the geometry of the membrane changes, with an increase 

in the bilayer area, thus leading to considerable changes in the field strength. Thereby, due to 

the combination of the PME method, which is sensitive to the length of the system in the 

direction perpendicular to membrane surface, of the electric field and the PBC, the field 

drastically increases after formation of a high-dielectric membrane spanning water-bridge. 

Moreover, in the simulation box are present species with different dielectric properties: the 

water phase, high dielectric, and the lipid phase, low dielectric8–11. 
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3 Membrane electroporation: poration dynamics 

Membrane permeability is a critical issue in medicine, as the plasma membrane is the barrier 

all molecules must overcome to reach the intracellular space and exert their action. In 

particular, the interest is on driving bioactive agents inside, such as drugs, targeting specific 

cells. Electroporation is a method that induces the formation of hydrophilic pores across the 

membrane by applying electric field. Molecular modelling allows describing with atomic 

resolution the formation of the hydrophilic pore. In this study, membrane poration driven by 

the action of electric fields was observed and analysed in all-atom and coarse-grained 

simulations. It emerged that the poration process is the same and happens in comparable 

time-scales. 

3.1 Introduction 

Biological membranes represent complex, self-assembled, heterogeneous structures that are 

composed by many types of lipids, sterols, proteins, carbohydrates and a number of 

membrane-associated molecules. Membranes play an active part in numerous functional 

processes of the life of cells, separating cells and cellular compartments and regulating 

transport of various molecules, which is fundamental in energy transduction, metabolism and 

cellular signalling. Lipid molecules can be distinguished by the type of hydrophilic head groups 

and present a variety of hydrophobic tails. Three classes of amphipathic lipids compose the 

membrane: phospholipids, glycolipids and sterols. Phospholipids are built of a hydrophilic 

phosphate group (head) and two hydrophobic fatty acids (tail), all joined together by a glycerol 

molecule. Glycolipids can contain either glycerol or sphingosine and are characterized by the 

presence of a sugar in place of the phosphate head group. Cholesterol consists of a hydrophilic 

hydroxyl group that is the head region, a four-ring steroid structure and a short hydrocarbon 

side chain. Even though the lipid composition of the plasma membrane in different organisms 

and cell types varies significantly and depends on the stage of the cell cycle and environmental 

factors, an average mammalian plasma membrane contains six major phospholipids 

(phosphatidylcholine, phosphatidylserine, phosphatidylethanolamine, phosphatidylinositol 

and sphingomyelin) which together constitute 50 to 60% of total membrane lipid.  Glycolipids 

and cholesterol generally correspond to about 40% of the total membrane lipid molecules. 

Normally, lipids are zwitterionic (neutral) or anionic and are various and distributed 
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asymmetrically across the membrane in most eukaryotic cells. The heterogeneity in lipids 

composing membranes suggests the idea that there must be evolutionary advantages that are 

dependent on a complex lipid repertoire. The outer leaflet of the plasma membrane consists 

principally of phosphatidylcholine and sphingomyelin, whereas phosphatidylethanolamine 

and phosphatidylserine are the predominant phospholipids of the inner leaflet. The head 

groups of both phosphatidylserine and phosphatidylinositol are negatively charged, so their 

predominance in the inner leaflet results in a net negative charge on the cytosolic face of the 

plasma membrane. The glycolipids are found exclusively in the outer leaflet of the plasma 

membrane, with their carbohydrate portions exposed on the cell surface. Physiologically, lipid 

bilayers commonly exist in fluid state, called liquid disordered state, considering the relatively 

high degree of disorder12–15.  

In medicine and biotechnology, methods to temporary interrupt the membrane integrity are 

of huge interest and very attractive, because they enable the transfer of active molecules, 

such as drugs, genes, antibodies, and thereby permit to modulate processes by modifying the 

cell interior. In this sense, the most established technique is electroporation and it is based on 

the application of external electric fields. The action of electrical pulses on a microsecond to 

millisecond time scale induces the formation of small hydrophilic pores across the membrane, 

thus allowing the transfer of molecules from outside to inside16.  Such approach was also 

developed and applied in the treatment of cancer17. A remarkable feature of pore formation 

is its reversibility under certain conditions (removal of the field, reduction of the field). It has 

been revealed that electroporation can generate a transmembrane voltage of typically 200 

mV-1 V for a typical cell thickness of 5 nm18. MD simulations showed that a transverse electric 

field can produce pores in membranes and revealed the molecular mechanisms and the stages 

of pore formation with atomistic resolution and at short time scales, not possible 

experimentally. To mimic a transmembrane potential, two possible approaches can be 

followed: generating an ion imbalance across the membrane, in a physiological-like manner, 

or applying an external electric field in direction normal to the membrane. The main problem 

of both currently used protocols is the creation of unstable pores. In the electric field method, 

pores grow uncontrolled and lead to rupture of the bilayer, while in the charge imbalance 

method, the transmembrane potential decreases due to ion flow, which tend to re-balance 

the gradient, and thus the pore closes. Both methods lead to poration in the same time scales 
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(tens of nanoseconds). Another drawback of MD simulations concerns the value of the applied 

field, which is far from being physiological, in order to overcome the large activation energy 

required to electroporate in a reasonable time window (hundreds of nanoseconds). However, 

the value of the field reachable in simulations is consistent with the transmembrane voltage 

used for electroporation in experiments. 

Here, the attention is put on the effect that an external electric field has on the poration 

dynamics in a physiological-mimicking membrane. This is a novelty, because usually, in 

literature, the focus is on simpler single-component or double-component bilayer systems. In 

particular, both all-atom and coarse-grained simulations were performed, compared and 

analysed to give an overview of the pore formation dynamics. 

3.2 Materials and Methods 

 System topologies and coordinates in AA simulations 

An asymmetric multi-component membrane (Figure 3.1) was constructed and solvated using 

CHARMM-GUI19,20. Each layer contained 128 lipids and it was composed as in Table 3.1. All 

major lipids known to reside in mammalian membrane were included with ratios and 

distribution fitting an idealized real membrane. In the inner leaflet were placed the charged 

species phosphatidylserine (PS), phosphatidylinositol (PI), phosphatidic acid (PA), 

phosphatidylinositol (PI) and phosphatidylinositol-1,3-biphosphate (PI13). In the outer leaflet 

were placed the glycolipids (GM). In both leaflets are present the zwitterionic lipids 

phosphatidylcholine (PC), sphingomyelin (SM) and phosphatidylethanolamine (PE), with PC 

and SM principally in the outer layer and PE in the inner one, where lysophosphatidylcholine 

(LPC) was also included. In all cases, the hydrophobic tails are palmitic acid and oleic acid, 

saturated and monounsaturated fatty acids respectively. In addition, cholesterol (CHOL) was 

considered in the model. The system consisted of 69111 particles. The CHARMM3621 force 

field was used to define membrane topologies and the TIP3P model was used to describe 

explicit solvent. 

  



23 
 

Table 3.1. Membrane composition in AA simulations 

  Inner Layer Outer layer 
Type # % # % 
POPC 22 17.2 47 36.7 
POPE 33 25.8 7 5.5 
PSM 12 9.4 25 19.5 
GM1 - - 3 2.3 
GM3 - - 3 2.3 

LPC12 - - 2 1.6 
POPS 14 10.9 - - 
POPI 6 4.7 - - 
POPA 2 1.6 - - 

POPI13 2 1.6 - - 
CHOL 37 28.9 41 32.0 
Total 128 100 128 100 

 

 

 

Figure 3.1. Visual inspection of the membrane system. P and N atoms of the headgroups are in tan and 

blue, respectively. Lipids are in cyan. Top view on the left, side view on the right. 

 

 Simulation setup in AA simulations 

All-atom molecular dynamics (MD) simulations of asymmetric multi-component membrane 

systems were conducted under the application of an external electric field perpendicular to 

membrane’s surface.  
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The system was neutralized by adding counterions. Simulations were performed using the 

GROMACS 5.1.422 and GROMACS 2018.322 software packages. First, the system was subject to 

energy minimization through steepest descent23 algorithm and then it was undergone to a 

process of equilibration passing through NVT and NPT runs. During these equilibration runs, 

Berendsen24 temperature coupling algorithm and time constant of 1.0 was applied to keep 

the temperature at 300 K, while Berendsen24 semiisotropic pressure coupling algorithm with 

reference pressure equal to 1 bar was employed. All systems were simulated in the NPT 

ensemble. A 2 fs time step was used. Electrostatic interactions were calculated with the 

particle-mesh Ewald (PME)25 method and van der Waals interactions were defined within a 

cut-off of 1.2 nm. Nose-Hoover26 and Parrinello-Rahman27 coupling methods were used as 

temperature and pressure coupling. Each layer of the membrane and the solvent were 

coupled separately in temperature. The center-of-mass motion removal was done separately 

for these three groups too. The LINCS28 algorithm was used to convert the bonds with 

hydrogen atoms to constraints. Periodic boundary conditions were applied in all directions. 

Five MD replicas of the system with different initial conditions and without the application of 

an external electric field were run for 150 ns.  The final step of one of these equilibrated 

replicas was taken as starting configuration for electroporation MD simulations. Trajectories 

were collected every 2 ps and the Visual Molecular Dynamics (VMD)29 package was employed 

to display the simulated systems. 

 System topologies and coordinates in CG simulations 

An asymmetric multi-component membrane (Figure 3.2) was constructed and solvated using 

CHARMM-GUI19,20. Each layer contained 100 lipids and it was composed as in Table 3.2. The 

system consisted of 8838 particles. The martini22p (Martini 2.2 polar amino acids, Martini 2.0 

lipids and polarizable water) MARTINI6,30 force field was used to define lipid and explicit water 

topologies through a coarse-grained (CG) approach. Differently from the AA membrane-model 

above, the membrane composition is simpler. 
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Table 3.2. Membrane composition in CG simulations. 

  Inner Layer Outer Layer 
Type #  % # % 
POPC 18 18.0 39 39.0 
POPE 27 27.0 6 6.0 
PSM 10 10.0 21 21.0 
POPS 11 11.0 - - 
POPI 5 5.0 - - 
CHOL 29 29.0 34 34.0 
Total 100 100 100 100 

 

 

 

Figure 3.2. Visual inspection of the membrane system used. Lipids in cyan, purple and green; PO4 groups 

of the headgroups in tan; NC3 groups of the headgroups in blue; cholesterol in pink. 

 

 Simulation setup in CG simulations 

Coarse-grained molecular dynamics (MD) simulations of asymmetric multi-component 

membrane systems were conducted under the application of an external electric field 

perpendicular to membrane’s surface.  

Simulations were performed using the GROMACS 5.1.422 and GROMACS 2016.322 software 

packages. First, each system was subject to energy minimization through steepest descent23 

algorithm and then it was undergone to a process of equilibration passing through three NPT 

runs with a 2 fs, 10 fs, 20 fs time step respectively. Velocity rescaling31 temperature coupling 
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algorithm and time constant of 1.0 ps were applied to keep the temperature at 303.15 K. 

Berendsen24 semiisotropic pressure coupling algorithm with reference pressure equal to 1 bar 

and time constant 5.0 ps was employed. Then, all systems were simulated in the NPT 

ensemble. A 20 fs time step was used. Electrostatic interactions were calculated with the 

particle-mesh Ewald (PME)25 method and van der Waals interactions were defined within a 

cut-off of 1.2 nm. Velocity rescaling31 and Parrinello-Rahman27 coupling methods were used 

as temperature and semiisotropic pressure coupling, respectively. Time constant was equal to 

1 ps for temperature, while it was equal to 12 ps for pressure. The membrane and the solvent 

were coupled separately in temperature. The center-of-mass motion removal was done 

separately for these two groups, too. Periodic boundary conditions were applied in all 

directions. The final step of the equilibration runs was taken as starting configuration for 

electroporation MD simulations. Trajectories were collected every 10 ps and the Visual 

Molecular Dynamics (VMD)29 package was employed to display the simulated systems. 

 Electroporation 

In all-atom simulations, the strength of the electric field was varied from 0.025 V/nm to 1 

V/nm. For each value of the field applied, five replicas of the system with different initial 

conditions were run (see Table 3.3).  

 

Table 3.3. Simulation time for each value of the field in AA simulations. 

Field (V/nm) Simulation time (ns) 
0.025 100 
0.05 100 
0.1 50 
0.2 50 
0.3 70 

0.35 30 
0.4 15 
0.5 3 
1 5 
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In Martini CG simulations, the strength of the electric field was varied from 0.085 V/nm to 0.5 

V/nm. For each value of the field applied, five replicas of the system with different initial 

conditions were run (see Table 3.4). In addition to the five replicas, a greater membrane was 

constructed for the case of the 0.2 V/nm field, to test if patch-size has an influence in poration 

time, as observed elesewhere10. This system was built by doubling one of the smaller 100-lipid 

membranes both on the x and the y axis.  

 

Table 3.4. Simulation time for each value of the field in CG simulations 

Field (V/nm) Simulation time (ns) 
0.085 300 
0.100 300 
0.200 300 
0.300 10 
0.400 2 
0.500 1 

 

 

In both cases, the field was applied perpendicular to the membrane surface, in order to mimic 

the physiological conditions, in which the electric field is directed from outer to inner layer 

(see Figure 3.3). In GROMACS, an external electric field is introduced in the system as an 

additional force acting on all the atoms charged. 

 

Figure 3.3. Orientation of the field in the voltage-applied simulations. 

Outer layer 

Inner layer 

𝐸ሬԦ 
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 The pore formation was here defined as the time at which a sudden increase of the total 

membrane area was observed, as done in previous literature8. At this time many water 

molecules are already in the membrane interior. In fact, the combination of PME electrostatics 

with the external electric field and the periodic boundaries leads to an artificially enhancing 

of the local electric fields within the region of the pore. Due to this effect, the pores steadily 

grow and the membrane collapses in several studies10. To overcome this problem, one needs 

to considerably decrease the external electric field once the pore is formed10,32. Mean 

poration-times were calculated by averaging over the five independent simulation replicas. 

The transmembrane potential was approximated as the product between the applied 

potential and the membrane thickness at the beginning of the simulation. In all-atom 

simulations, the thickness was calculated as the distance between the two centers of mass of 

P atoms of the headgroups on each layer. In CG simulations, PO4 groups were used instead of 

P atoms. 

3.3 Results 

 AA simulations 

It emerged that for values of the potential lower than 0.3 V/nm the pore did not appear in the 

simulation time in any of the different replicas. Instead, pores appeared in all the replicas with 

field greater or equal than 0.3 V/nm (see Table 3.5). In the case of a strong field, as in the case 

of 1 V/Nm, the poration time is almost zero (~200 ps) and the pores appeared immediately. 

The data suggest an exponential drop of the poration time with the strength of the applied 

field (Figure 3.4). Moreover, starting from a preformed pore taken from one of the 0.3 V/nm 

replicas, it was observed that the pore remained stable for values greater or equal than 0.085 

V/nm. When a 0.2 V/nm was applied, the membrane was ruptured. 
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Table 3.5. Pore formation time in the different replicas of the AA models. 

Field(V/nm) Transmembrane Potential (V) Poration time  

  (thickness= 4.68 nm) Time (ns) Mean (ns) 

0.2 0.94 - - 

0.3 1.40 

51.35 
41.50 
68.40 
58.45 
62.50 

56.44±10.40 

0.35 1.64 

22.25 
29.00 
28.62 
15.60 
5.90 

20.27±9.72 

0.4 1.87 

5.77 
6.60 
7.90 

11.40 
11.40 

8.61±2.65 

0.5 2.34 

1.80 
2.40 
2.47 
1.85 
2.60 

2.22±0.37 

1.0 0.00 ~ 0.2 ~ 0.2 
 

 

Figure 3.4. Mean poration time at different voltage applied in the AA systems. The error bar is standard 
deviation. Mean and standard deviation are calculated on the 5 replicas for each value of the field 

applied. For values lower than 0.3 V/nm no pore was observed in the simulation time. 
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Figure 3.5 shows the process of pore formation from the perspective of water dynamics. This 

is the characteristic behaviour observed in all simulations. Pore initiation starts with the 

application of an external electric field, which perturbs the water-lipid interface, inducing a 

reorientation of water dipoles. It was pointed out in previous studies10,33,34 that the 

asymmetric field gradients at the interface significantly lower the energy barrier for poration. 

First, protrusions consisting of a few water molecules, often single-file columns, appear on the 

anodic side of the bilayer (inner layer). Protrusions extend into the bilayer interior and then 

expands at the base, forming conical structure which eventually bridges the membrane. The 

radius of the water pore spanning the bilayer then begins to increase. The process is finalized 

by a considerable reorientation of lipid headgroups towards the membrane interior. The pore 

expands until the bilayer is ruptured, as explained above.  

 

 

Figure 3.5. Different steps of pore formation time in the case of 0.5 V/nm field applied. Water molecules 
in red, P atoms of the headgroups in tan. 

 

 CG simulations 

It emerged that for values of the field lower than 0.3 V/nm the pore did not form in the 

simulation time in any of the replicas, neither in the bigger system at 0.2 V/nm. Instead, pores 

appeared in all other field values inspected (see Table 3.6). It is important to underline that in 

the case of 0.4 V/nm and 0.5 V/nm, pores almost immediately appeared and the membrane 

A B C 
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area curve never reached a stable state, but it showed a growing trend since the beginning of 

the simulation. Again, the data suggest an exponential drop of the poration time with the 

strength of the field applied (see Figure 3.6). As well as that, it was observed that starting from 

a preformed pore (pore formation time step of one of the 0.3 V/nm replicas) the pore was 

stable in a 10 ns time-window for values of the field lower than 0.3 V/nm. In particular, the 

pore kept being opened for values of the field greater or equal to 0.09 V/nm. It is important 

to underline that for 0.2 V/nm and 0.1 V/nm the pore growth and led to membrane rupture, 

while for 0.9 V/nm the pore was stable in the simulation time window. Applying a field of 

0.085 V/nm the pore resealed. 

 

Table 3.6. Pore formation time in the different replicas in the MARTINI CG systems 

Field 
(V/nm)  

Transmembrane 
potential (V) Poration time (ns) 

  (thickness=4.18  nm) t (ns) Mean (ns) 
0.085 0.36 - - 

0.1 0.42 - - 
0.2 0.84 - - 

0.3 1.25 

 
6.40 
1.60 
1.55 
5.52 
4.00 

3.81 ±2.22 

0.4 1.67 - ≤ 1 
0.5 2.09 - ≤ 0.3 
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Figure 3.6.  Mean poration time at different voltage applied in the MARTINI CG systems. The error bar is 
standard deviation. Mean and standard deviation are calculated on the 5 replicas for each value of the 

field applied. For values lower than 0.3 V/nm no pore was observed in the simulation time. 

 

In Figure 3.7 the process of pore formation is showed from the perspective of water dynamics. 

The process followed the same steps as in the AA simulations. The perturbation at the water-

lipid interface and the consequent lowing in the energy barrier for poration, led to the 

appearance of water protrusions inside the bilayer, this time more frequently on either side 

of the membrane. Then, protrusions expanded and bridged the membrane. The radius of the 

water pore spanning the bilayer then began to increase. Finally, lipid headgroups reoriented 

towards membrane interior and lined the pore. The enhancing of the field in the pore region 

due to PBC and PME method, led to membrane rupture. 
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Figure 3.7. Different steps of pore formation time in the case of 0.3 V/nm field applied. Water molecules 
in red, PO4 of the headgroups in tan. 

 

3.4 Discussion 

In previous studies35, it was pointed out that the motion of dipoles at the interface, where 

strong field gradients appear, is the driving force of pore formation when an electric field is 

applied. In particular, the altered orientation of water dipoles, emerges to be the dominant 

effect and lead to a cascade of events which ends with a pore. In fact, water pores appeared 

even in lipid-free systems36. It is worth to highlight that the field gradient is always present at 

the interface, even in the absence of the electric field, but this appears to be balanced by other 

forces. When an electric field is applied, the balance is broken and pore formation is the way 

to minimize the total free energy of the system37. An external electric field thus leads to a 

decrease, proportional to the intensity of the field applied, in the energy barrier of water 

molecules passing across a membrane38. Simulations showed, both in the case of AA models 

and in the case of CG models, how a pore forms in detail. The external electric field forces 

water molecules to enter into the membrane. Water molecules are followed by the movement 

of lipid headgroups, which rotate towards the membrane interior thus forming the hydrophilic 

pore surface. Results suggest that there is a critical intensity of the electric field, which allows 

inducing pore formation in the membrane-model. This threshold seems to be 0.3 V/nm in the 

simulated membrane system. Given the stochastic nature of electroporation, it is worth 

highlighting that the interpretation of the computed threshold has to be taken with care. It 

A B C 
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was proposed that the minimal potential threshold to produce a pore within a certain time 

depends on lipid properties such as the chain length and the type of acyl chains. In particular, 

a greater number of carbons and unsaturated bonds in the fatty acid chains provoked an 

increasing in the field required to see pore formation9. In addition, early papers39,40 pointed 

out that also the presence of cholesterol changes the minimal electric field necessary to 

porate the membrane on a given timescale. In fact, a large amount of cholesterol enlarges the 

threshold for electroporation by elevating the lipid ordering. In all simulations in which a pore 

appeared, the pore grew uncontrolled leading to membrane rupture; that is one of the main 

drawbacks of the method. This pore-formation process is in line with the typical pore 

formation process seen in earlier studies presented in literature11,33,34,36,41 and it is consistent 

with experimental observations42. Concerning the location of pore initiation, it was observed 

that always happened at the anodic side (inner leaflet) in AA simulations, while it involved 

either side in CG simulations. It was proposed elsewhere that the pore initiation side depends 

on lipid properties9, however divergences exist in literature. When the field was decreased 

after the pore formation reached at a higher value of the field, it was observed that it is 

possible to obtain a stable pore by applying a lower transmembrane potential, as seen 

previously32. This suggests that the pore size may be modulated by the electric field after pore 

formation and that once the pore opened, the energy to keep it open is lower. In all 

simulations performed, pore formation times are comparable to ones obtained in previous 

works11,34, albeit the complex physiological-like membrane composition considered in the 

current study was never used before. 

In both simulation approaches, it emerged an exponential drop of the poration time with the 

strength of the applied field, which is in agreement with previous studies11,38. The main 

difference in AA and CG simulations is in the poration-time. Considering the same value of the 

field, in the CG simulations poration-times are lower than in AA simulations, as one could 

expect. In fact, it is well known that the Martini CG approach took a speed-up in the time-scale 

of the simulations. 

The field values investigated are far from being physiological values (hundreds of mV) of the 

transmembrane potential. However, they are comparable to values of the transmembrane 

voltage used for electroporation in experiments18 and previous simulations38,39,41. Further 

simulations we performed seems to suggest a strong correlation between the amount of 
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water and the number of lipids. When the lipid/water ratio decreases, the poration field 

threshold lower consequently. However, such exaggerated potential allowed viewing pore 

formation in reasonable time scales and reducing the computational effort. 

3.5 Conclusions 

A comprehensive microscopic description of electroporation process is a complicated task to 

be performed experimentally, due to nanoscale dimensions of the pore and to the short time 

scale (ns) of pore formation. For these reasons, simulations became hugely important, since 

they can overcome the experimental limits. The simulations performed in this work proceed 

in this direction and showed that nanoscale pores can be formed under the application of an 

external constant electric field in complex physiological-like cell membranes. A variety of 

different values of the field was investigated both in all-atom and coarse-grained simulations. 

It emerged that in both cases the poration happened in comparable time-scales (tens of 

nanoseconds), with a speed-up of the process, as expected, in CG simulations. To overcome 

the membrane rupture due to the enhancement in pore dimensions and to obtain a stable 

pore, the two-steps protocol proposed elsewhere32, which consists in the decreasing of the 

field after the pore formed, revealed to work fine. The pore-formation time resulted to be 

modulated by the intensity of the field applied, even though it was demonstrated in literature 

that the voltage threshold for electroporation is influenced by many factors like bilayer 

composition, cholesterol percentage, patch-size. 
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4 CPP direct penetration through water pores driven by 
ionic imbalance in coarse-grained simulations 

Cell penetrating peptides have demonstrated the ability to penetrate the plasma membrane 

and this potential have led to the development of drug-delivery strategies, which combine the 

action of these peptides with active cargoes. However, the uptake pathway has not yet fully 

clarified. Both endocytosis and direct translocation through membrane pores have been 

observed experimentally and in simulations. In the present work, molecular dynamics 

simulations provided evidence of the influence of transmembrane potential in driving the direct 

translocation of cell penetrating peptides. In particular, the focus was on mimicking 

hyperpolarized conditions, which were reported to be typical in cancer cells, by imposing ion 

imbalance across the membrane. The charge and the peptidic sequence resulted to be key 

feature to see direct translocation. 

4.1 Introduction 

Cell penetrating peptides (CPPs) are a family of various non-toxic peptides, typically 

comprising 5-30 amino acids, which can pass through tissues and cell membranes via energy-

dependent or –independent mechanisms without interactions with specific receptors. These 

peptides showed the capacity of transporting a variety of biological cargoes into cells, 

including proteins, small drugs, DNAs and nanoparticles. These cargoes can be bound to CPPs 

covalently or non-covalently43. More than 100 peptidic sequences were described that are 

capable of internalization into mammalian, plant and bacterial cells44. Despite CPPs are more 

frequently used in research, they did not reach a clinical use because their uptake pathways 

have not been fully understood, yet. However, some preclinical evaluations and clinical trials 

with CPP-derived therapeutics provide promising results. There are many classification-

criteria proposed for CPPs. Based on their origin, they can be classified in protein-derived 

peptides, model peptides and designed peptides. According to their physical-chemical 

properties, they can be distinguished in three main classes: cationic, amphipathic and 

hydrophobic peptides. Cationic peptides present positive charge at physiological pH, 

principally due to arginines and lysines. TAT-derived peptides, penetratin and polyarginines 

belong to this class. Amphipathic CPPs contain both polar and non-polar regions (valine, 

leucine, isoleucine and alanine). Some amphipathic CPPs usually assume an α-helical 
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conformation, like model amphipathic peptide (MAP) and Transportan. Alternatively, they can 

acquire a β-sheet structure on interaction with a phospholipid membrane. Hydrophobic class 

contain nonpolar residues, with high affinity for the hydrophobic domains of cellular 

membranes. An example of hydrophobic CPPs is the Pep-7.  

The uptake of CPPs is strongly influenced by their properties, their concentration, attached 

cargo and, in some cases, cell type. Therefore, the entry route for CPPs is a controversial issue 

and the pathways involved are not fully clear.  Two types of uptake mechanisms coexist and 

operate concomitantly: direct penetration through the lipid bilayer and endocytosis (see 

Figure 4.1). The process of direct penetration is initially based on the electrostatic interaction 

between the positively charged CPPs with the negatively charged membrane’s inner layer 

components. The interaction is followed by the translocation of the peptide across the bilayer 

via various mechanisms causing the formation of a transient pore45,46 or membrane 

destabilization. Endocytosis is the principal internalization route for many CPPs and can 

involve a number of pathways classified as micropinocytosis, clathrin- or caveolin- mediated 

endocytosis and clathrin/caveolin independent endocytosis. CPPs have been successfully used 

to mediate the delivery of several molecules in different cell types and have the potential to 

increase the transfer of many other active agents. The main drawbacks of using CPPs are 

linked to their not fully understood uptake mechanisms and their general lack of cell and tissue 

specificity, which can be overcome by functionalization or binding to targeted cargoes. Here, 

the focus is on the direct penetration through hydrophilic pores driven by a transmembrane 

potential. In fact, the effect of the membrane potential was rarely taken into account when 

investigating CPP translocation. To demonstrate the essential role of the transmembrane 

potential in CPP penetration, a double bilayer system with ionic imbalance was constructed. 

The interest was mainly to model hyperpolarized conditions, which are typical in cancer cells, 

to direct and to improve the development of drug-delivery strategies. The translocation of 

seven different peptides was investigated: 

• Model Amphipathic Peptide, known as MAP (KLALKLALKALKAALKLA) is a 

alanine/leucine/lysine-rich chemically synthesized peptide. 

• Penetratin or pAntp43-58 (RQIKIWFQNRRMKWKK) is a cationic 16-amino-acid peptide 

corresponding to the third helix of the Drosophila Antennapedia homeodomain. 

• Pep-7 (SDLWEMMMVSLACQY) is a hydrophobic CHL8 peptide phage clone. 
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• ARG9 (RRRRRRRRR) is a cationic polyarginine peptide which is chemically synthesized. 

• TAT48-57 (GRKKRRQRRR) is a ten amino-acid fragment derived from the trans-activator 

of transcription HIV-1 protein. 

• TAT48-57 -RasGAP317-326 (GRKKRRQRRRGGWMWVTNLRTD) is made up of the CPP TAT48-

57 and a 10 amino amino-acid sequence derived from the SH3 domain of p120RasGAP, 

which is a protein involved in various functions such as anti/pro apoptosis, 

proliferation and also cell migration47.  TAT-RasGAP317-326 sensitizes cancer cells to 

chemo-, radio- and photodynamic therapies and prevents cell migration and 

invasion48–52. Moreover, it was discovered that this RasGAP-derived peptide possesses 

the ability to directly kill some cancer cells53. 

• Transportan (GWTLNSAGYLLGKINLKALAALAKKIL) is a 27 amino acid chimeric galanin-

mastoparan amphipathic peptide. 

 

 

Figure 4.1. Representation of proposed mechanisms for CPPs uptake. The internalization pathways can be 
divided in 2 groups: direct translocation (green) and endocytosis (purple). 
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4.2 Materials and methods 

 System coordinates and topologies 

The molecular system of an asymmetric multi-component bilayer was constructed and 

solvated using CHARMM-GUI19,20. Each layer contained 100 lipids and it was composed as 

indicated in Table 4.1. From this bilayer, a double bilayer system was constructed and the 

system in Figure 4.2 was obtained. The system consisted of about 17000 particles. The 

martini22p (Martini 2.2 polar amino acids, Martini 2.0 lipids and polarizable water) 

MARTINI6,30 force field was used to define lipid and explicit water topologies through a coarse-

grained approach.  

 

Table 4.1. Composition of each bilayer. 

  Inner Layer Outer Layer 
Type #  % # % 
POPC 18 18 39 39 
POPE 27 27 6 6 
PSM 10 10 21 21 
POPS 11 11 - - 
POPI 5 5 - - 
CHOL 29 29 34 34 
Total 100 100 100 100 

 



40 
 

 

Figure 4.2. Visual inspection of the double bilayer system. 

 

 Cell penetrating peptides (CPP) 

Seven different CPPs were considered, as reported Table 4.4. For each molecular system, the 

CPP was positioned in the middle of the extracellular space, 3 nm far from each membrane 

outer leaflet. Considering the ion’s concentration of a hyperpolarized membrane (see Table 

4.2, Table 4.3), the net charge difference between intracellular and extracellular space is about 

15 positive ions for each bilayer. Thus, a total ion imbalance of 30 positive charges was 

generated in all simulated systems, keeping into account all the charges of the system (see 

Table 4.5). Hyperpolarizing conditions are interesting because it was observed that many 

cancer cell types possess a more depolarized transmembrane potential than cells in normal 

tissues54. 
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Table 4.2. Ionic concentration of a membrane in resting conditions. 

Ions Extracellular Intracellular 
Na+ 150 mM 15 mM 
K+ 5 mM 120 mM 
Cl- 120 mM 20 mM 

Ca++ 1 mM 100 nM 
 

 

Table 4.3. Ionic concentration of a hyperpolarized membrane55,56. 

Ions Extracellular Intracellular 
Na+ 150 mM 15 mM 
K+ 20 mM 105 mM 
Cl- 120 mM 20 mM 

Ca++ 1 mM 100 nM 
 

It is important to underline that the condition of electroneutrality in the whole system was 

fulfilled. To analyse whether the CPPs were able to penetrate the membrane and reach the 

intracellular compartment, last 5 ns of trajectories were studied defining 3 sectors the CPP 

could be in: intracellular, extracellular, membrane. These 3 compartments were defined on 

the basis of the z-coordinates (Z) of the CPP’s COM and the Solvent Accessible Surface Area 

(SASA) of the CPP, which allows discriminating the cases the CPP is at the water-lipid interface. 

The z-coordinates of the COM of outer layer PO4 groups (Zo) and inner layer PO4 groups (Zi) 

were computed. If Z was between the Zo coordinates and the value of the SASA was bigger or 

equal to 40% of the SASA at the beginning of the simulation, the CPP was considered to be in 

the extracellular space. If the Z value was between Zo and Zi and the SASA was lower than the 

previous cut-off value, the CPP was considered inside the membrane. If |Z| was greater than 

|Zi| and the CPP was solvated (SASA greater than the cut-off value), it was considered 

penetrated in the intracellular space.  
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Table 4.4. Cell Penetrating Peptides considered in the present study. 

Name Sequence  Class 

MAP57 KLALKLALKALKAALKLA amphipathic 

Penetratin43-58 58 (pantp) RQIKIWFQNRRMKWKK cationic 

Pep-759 (pep) SDLWEMMMVSLACQY hydrophobic 

R960 RRRRRRRRR cationic 

TAT48-57
61 (tat) GRKKRRQRRR cationic 

TAT-RasGAP317-326 (tatrasp) GRKKRRQRRRGGWMWVTNLRTD amphipathic 

Trasportan62 (tran) GWTLNSAGYLLGKINLKALAALAKKIL amphipathic 
 

Table 4.5. Distribution of the charges in the systems simulated. All charges present in the sysem were 
considered (CPP, ions, lipids).  

  CPP 
charge 

intracellular ions extracellular ions membrane 
total 

imbalance NA CL NA CL inner layer outer layer 
Map 5 17 0 17 -7 -32 0 30 

Pantp 7 17 0 17 -9 -32 0 30 
Pep -2 17 0 17 0 -32 0 30 
R9 9 17 0 17 -11 -32 0 30 
Tat 8 17 0 17 -10 -32 0 30 

Tatrasp 8 17 0 17 -10 -32 0 30 
Tran 4 17 0 17 -6 -32 0 30 

 

 

 Water pore formation 

Considering that more than one pore appeared in some of the simulations, porated 

membrane was divided into 4 sectors on the x-y plane. Poration time was calculated as the 

time at which at least 8 water molecules were in the central region of the membrane in one 

of this four sectors. The central region was considered as a 1nm slab along z-axis around the 
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membrane’s COM. This method is different from the method used in chapter 3, which cannot 

be employed because in the ion imbalance approach the membrane does not collapse, hence 

the sudden increase in bilayers area does not occur. However, the results obtained in poration 

time are coherent between the two methods. 

Since the transient water pores induced by ionic charge imbalance are subject to considerable 

fluctuations in size, and their shape is non-uniform across the membrane, only a rough 

estimate of the pore size was possible. The radius of the pore in the membrane interior was 

calculated as in previous works63,64. It was assumed that the central part of a pore contains 

Nwater molecules at the same density as in bulk water and that it is cylindrical in shape. Since 

the MARTINI CG approach was employed, the number of water molecules was multiplied to 

4, to obtain values comparable to all atoms simulations. In some membrane s, more than 

1 pore formed in the simulation time; in these cases the greater one was considered.  

The ionic imbalance at the end of simulations was computed, as well. First the center of mass 

for both bilayers was calculated. Based on these values, ions were assigned to intracellular or 

extracellular space, according to their z coordinates. 

 Simulation setup 

Simulations were performed using the GROMACS 5.1.422 and GROMACS 2016.322 software 

packages. First, each system was subject to energy minimization through steepest descent23 

algorithm and then it was undergone to a process of equilibration passing through three NPT 

runs with a 2 fs, 10 fs, 20 fs time step respectively. Velocity rescaling31 temperature coupling 

algorithm and time constant of 1.0 ps were applied to keep the temperature at 303.15 K. 

Berendsen24 semiisotropic pressure coupling algorithm with reference pressure equal to 1 bar 

and time constant 5.0 ps. All systems were simulated in the NPT ensemble. A 20 fs time step 

was used. Electrostatic interactions were calculated with the particle-mesh Ewald (PME)25 

method and van der Waals interactions were defined within a cut-off of 1.2 nm. Velocity 

rescaling31 and Parrinello-Rahman27 coupling methods were used as temperature and 

semiisotropic pressure coupling, respectively. Time constant was equal to 1 ps for 

temperature, while it was equal to 12 ps for pressure. The bilayers and the solvent were 

coupled separately in temperature. In addition, the center-of-mass motion removal was done 

separately for these groups. Periodic boundary conditions were applied in all directions. The 
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final step of the equilibration runs was taken as starting configuration for electroporation MD 

simulations. Trajectories were collected every 10 ps and the Visual Molecular Dynamics 

(VMD)29 package was employed to display the simulated systems. 

4.3 Results 

 Water pore formation 

Ten different 100 ns replicas of MD simulations were performed in order to study the ability 

of each CPP to cross the membrane through a water pore induced by ionic imbalance. It is 

worth mentioning that in all MD simulations, it was observed a water pore formation in tens 

of nanoseconds, according to the data presented in Figure 4.3 and Table 4.6, which underline 

the stochastic nature of pore formation. In all simulations, only one membrane was porated. 

The only exception was one of the replicas of the PEP, in which a pore appeared in both 

membranes. Moreover, five 100 ns simulation replicas were run under the same ion 

imbalance conditions without the presence of CPPs and pointed out that poration happened 

as well. 

Table 4.6. Pore formation time for each simulation performed. The first column indicates if the pore 
appears in the upper membrane (U) or in the lower one (D). In the last row, average times and standard 

deviations are indicated. 

map pantp pep r9 tat tatrasp tran 

t (ns) t (ns) t (ns) t (ns) t (ns) t (ns) t (ns) 

U 3.04 D 2.08 D 0.64 D 2.32 D 4.02 D 17.96 D 4.10 

D 14.00 U 8.28 D 6.54 U 3.80 U 1.60 D 4.16 D 1.78 

D 0.88 U 1.30 U 5.10 D 32.54 U 2.32 U 2.60 D 8.86 

D 3.40 D 1.10 U 0.48 U 6.86 U 2.62 U 1.08 D 3.68 

D 12.10 D 1.00 D 1.48 U 0.82 D 20.58 U 5.36 U 3.60 

U 6.86 U 0.74 U 2.48 U 1.42 U 0.80 U 2.26 D 0.94 

U 1.56 D 2.34 U 2.52 U 4.74 D 4.30 U 2.30 U 0.90 

D 12.44 D 2.00 U 3.42 U 3.40 D 1.24 D 1.56 U 1.40 

U 3.48 U 0.92 D 5.64 U 1.18 D 77.92 D 3.30 U 1.80 

U 5.84 D 2.02 D 3.62 D 3.10 U 2.42 U 0.92 D 2.66 

6.36 ±4.83 2.18 ±2.22  3.19 ±2.08  6.02 ±9.49 11.78 ±23.95  4.15 ±5.04 2.97 ±2.37 
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Figure 4.3. Mean pore formation time for each peptide. Bars represent standard deviation. 

 

In detail, the hyperpolarization of the membrane implied a perturbation of the water-lipid 

interface, inducing a reorientation of water dipoles. It was pointed out in previous studies  that 

the asymmetric field gradients at the interface significantly lower the energy barrier for 

poration10,33,34. The picture of pore formation (Figure 4.4) is the same to what is observed in 

electroporation studies under the influence of an external applied field (seen in Chapter 3). 

First, a single water wire appeared either side of the bilayer, spanning the bilayer. A protrusion 

extended into the bilayer interior and then expanded at the base, forming a conical structure, 

which eventually bridged the membrane. The radius of the water pore then began to increase. 

The process is finalized by a considerable reorientation of lipid headgroups towards the 

membrane interior. Polar lipid headgroups migrated from the membrane-water interface to 

the interior of the bilayer, forming within hydrophilic pores that surrounded and stabilized the 

water columns11,33,34,36,41. In addition, a transport of ions was observed and it led to a 

considerable drop in the transmembrane voltage, so to a reduction in pore dimensions. In 

fact, pore resealed and lipids headgroups came back towards the membrane. The resealing 

process is in opposition to what is observed in a membrane porated by an external field, which 

can only be resealed if the field is removed or reduced under a certain threshold.  
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Figure 4.4. Steps of pore formation and resealing. A) Beginning of poration, a water wire appears spanning 
the membrane. B) Completely developed pore, with a hydrophilic wall of the lipid-headgroups. C) 

Resealing process. D) Completely resealed membrane. PO4 groups in tan, NC3 groups in blue. 

 

For what concerns the ion flow, a major permeation of Na+ ions from extracellular to 

intracellular space was witnessed, while the permeation of Cl-  (when present in the system) 

was found to be a rare event. It emerged that the ion flow never led to the re-equilibration of 

the charge-imbalance in the system, due to the fact that under a certain potential threshold 

pores closed (see Figure 4.5). 
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Figure 4.5. Na+ ions mean flow from extracellular to intracellular space in the different systems. Cl- ions 
mean flow is not present because it is rare and when it emerged, it was ≤0.1. 

 

 CPPs penetration mechanism 

Ten different 100 ns replicas of MD simulations were performed in order to study the ability 

of each CPP to move from the extracellular to the intracellular space.  

The Cell Penetrating Peptides’ translocation ability was evaluated by considering the number 

of time-steps the CPP spent in the intracellular space, averaged over the ten MD replicas. The 

results, reported in Figure 4.6 and Table 4.7, show how the membrane hyperpolarization was 

able to drive the CPP translocation mechanism. In particular, R9 and TAT peptide were able to 

cross the membrane and reach the intracellular space. The CPP spent in the intracellular space 

the 41.1 % and 18.4% of time, considering the last 5 ns of the simulated replicas, respectively. 

In addition, TATRASP and PANTP were able to cross the extracellular barrier in some cases 

(see Figure 4.7). The dynamic process can be described as follows. Firstly, the CPP in water got 

in touch with the membrane. Then, a pore formed, disturbed the lipid arrangement leading 

to a local thickness decrease and the CPP moved towards the intracellular space. PEP was 

unable to reach the intracellular compartment, probably because of its negative charge, even 

though in some cases it demonstrated ability to move inside the membrane. It is worth 

highlighting the peculiar behaviour of MAP. Despite its ability to penetrate the intracellular 

membrane in some of the simulated replicas, it remained trapped into the intracellular 
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membrane, probably because of its amphipathic nature. In best cases, visual inspection 

demonstrated that it remained trapped among the lipids headgroups on the intracellular 

space.  The same behaviour seems to be proper of the TRAN, even though in few cases it 

reached the intracellular space. In this sense, it is important the information given by Figure 

4.8, which describes in detail where the CPPs located during simulations and remarks that 

even in case of penetration, the CPPs remained in membrane proximity, maybe due to 

electrostatic interactions. For this reason, it was important to consider the SASA in 

determining CPPs’ location to discriminate cases at the water-lipid interface. 

Further simulations were performed without the application of the membrane-

hyperpolarized potential, showing that, in all cases, the CPPs remained in the extracellular 

space and no pores formed. In addition, simulation with the same ionic imbalance and without 

the presence of CPPs pointed out that poration happened likewise. 

 

Table 4.7. Frequency (in %) of finding the peptide in a different sector (intracellular, extracellular, 
membrane) averaged over the last 5 ns of simulation for all the replicas. 

CPP intracellular membrane extracellular 
map 0.0 99.8 0.2 

pantp 4.8 49.6 45.6 
pep 0.0 98.3 1.7 
r9 41.1 21.9 37.0 
tat 18.4 28.9 52.7 

tatrasp 12.5 33.7 53.8 
tran 0.4 69.4 30.2 
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Figure 4.6. Frequency (in %) of finding the peptide in a different sector (intracellular, extracellular, 
membrane) averaged over the last 5 ns of simulation for all the replicas. 

 

 

 

Figure 4.7. Visual inspection of the penetration process of TAT-RASP. A) Extracellular space. B) Membrane 

penetration. C) Reaching the intracellular space. 
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Figure 4.8. Frequency distribution (in %) of the distances (in nm) from protein’s COM to system’s COM 
along the z coordinate. The dotted lines in red represent the mean distances from the PO4 membrane-

layer-headgroups’ COM to system’s COM. The distribution is obtained averaging over the replicas, taking 
the last 5 ns of simulation from each replica. The capital letters indicate the compartments: E is the 

extracellular space, I the intracellular space, M the membrane space. 
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4.4 Discussion 

Previous works64 already noticed that only one membrane porated when a potential is applied 

through the application of ion imbalance, as it was observed in the present study. This seems 

due to the fact that the poration in one of the membranes significantly reduces the probability 

of seeing poration in the other one. As explained, the pore formation process is the same that 

was observed when an external electric field was applied (seen in Chapter 3) and it is in line 

with studies already appeared in litterature35,65. In all simulations, poration happened and did 

not result to be linked to the presence of CPPs. In fact, simulation performed in absence of 

the CPPs indicated the pore formed in any cases under the same ion imbalance. In a similar 

recent study performed on a DPPC membrane it was pointed out that in absence of CPPs a ion 

imbalance of 5 is the threshold to see pore appearance. They also noticed that in presence of 

the CPPs, a lower ionic imbalance was required for water pore formation66. Further 

simulations performed suggest a strong correlation between the amount of water molecules 

and the number lipids. An increase in water leads to a consequent decrease in poration field 

threshold, permitting to observe a pore with a lower charge imbalance. 

The ion flow involved almost solely Na+ ions and did not lead to a re-balance of the charges, 

because the pore closed before, in consequence of the drop in the transmembrane potential, 

which is one of the main shortcomings in the double bilayer setup. This feature is in agreement 

with antecedent literature64,67. 

It was demonstrated that direct translocation involves multiple entry routes that are initially 

based on the electrostatic interaction between the negative charged membrane components 

and the positively charged CPPs43. This issue seems to be confirmed by the fact that the PEP, 

the only negative charged CPP in this study, did not cross the membrane. However, 

electrostatic interactions cannot explain completely the translocation process; otherwise one 

should expect to see penetration for all positive-charged peptides. From the results, it 

emerged the importance of the water pore driven by the transmembrane potential in the CPP 

translocation across the membrane. As a matter of fact, simulations in which the potential 

was not applied, showed no translocation in any cases. This is in line with what emerged 

before in simulations and experimentally66,68,69. Analysing singularly the uptake of the 

different CPPs, came out that R9 presented a high uptake percentage, TAT e TATRASP a 

medium uptake percentage, PANTP a low uptake percentage and TRAN an almost nihil uptake. 
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Experimental results70 indicated high level of uptake for PANTP, TRAN, MAP and R9 and 

medium uptake for TAT, albeit the influence of membrane potential was not taken in 

consideration and the main internalization pathway was the endocytosis. However, there is 

increasing evidence that arginine-rich cell-penetrating peptides including Tat, Penetratin and 

oligoarginine peptides are internalized also by direct internalization71. The major affinity for 

translocation of R9, TAT and PANTP appeared in experimental studies too72. It was proposed 

that the number of the amino acids in the peptidic sequence, in particular arginine, it is critical 

in determining the uptake, thanks to its guanidinium group that have the peculiar property of 

forming bidentate hydrogen bonds with carboxylic, sulphate and phosphate groups of cell 

membrane. In contrast, ammonium cations in lysines can donate only one hydrogen bond43,73. 

This aspect seems to be confirmed by the results obtained, as the CPPs that did not present 

arginine are those that did not translocate in the intracellular environment. Other earlier 

studies and simulations suggested that the translocation of the CPPs might need a cooperative 

effect to overcome the high-energy barrier to penetrate membrane, thus depending on 

peptide concentration. But also cell type, membrane-lipid composition, peptide’s charge and 

its structural characteristics play an important role74,75. 

Finally, a remarkable aspect in translocated CPPs in simulations is their proximity to 

membrane, probably due to electrostatic interactions. 

4.5 Conclusions 

In summary, coarse-grained molecular dynamics simulations revealed the mechanism of CPPs 

translocation through cell membranes driven by potential in hyperpolarizing conditions. The 

results demonstrated that the membrane potential, recreated by ionic imbalance, plays an 

essential role in translocating CPPs across the membrane. In particular, the creation of a 

hydrophilic pore, usually in tens of nanoseconds, was witnessed to be the pathway for 

penetration. The observations suggested the importance of CPP’s charge and a strong 

influence of arginine residues in such pathway, as was observed also experimentally. It was 

demonstrated by experimental evidences that CPPs could enter the cell mainly via 

endocytosis. However, direct penetration modulated by hyperpolarizing membrane potential 

may be exploited and further enhanced in future drug-delivery strategies. 
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6 SUPPORTING INFORMATION 

6.1 Chapter 3-SI 

 Bilayer area 

The area on the xy plane is considered to define the pore formation time, which is the time at 

which a sudden increase in area happens. From SI-Figure 1 to SI-Figure 5 are plotted the 

bilayer areas for the different values of the field in the AA simulations. From SI-Figure 6 to SI-

Figure 8 are plotted the bilayer areas for the different values of the field in the CG simulations. 

Each colour represents one of the five replicas. 
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SI-Figure 2 
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SI-Figure 4 
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