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Abstract

The large amount of data nowadays available for the companies creates wide business
opportunities. Data Science meets application in different domains. Data science
processes leverage internal or external resources, such as big data, from which use-
ful insights and predictive models can be obtained, to create value for the company
through the significant support that can be provided to the decision making through
these data analytics tools. This research traces the foundations of the Data Science
approach, Business Intelligence and Big Data. In this context, is placed the PME
Project, a Data Science project that proposes a solution for the management of
pipeline failures in the drinking water networks. In particular, this project is based
on the search for a predictive model of failures in a drinking water network, a study
that will allow a better understanding of the complexity of the network manage-
ment. However, the research focuses on predicting and its purpose is to support
decision making in the context of renovations and repairs. In this way, the aim
is to reduce the uncertainty about network management, reduce costs related to
emergency purchases, avoid fines and improve six-monthly renewal planning.

Keywords. Business Intelligence, Big Data, Big Data Analytics, Data Science,
Decision Making.
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Chapter 1

Introduction

Business Intelligence and Analytics (BI&A) and the field of Big Data analytics have
emerged as an area of research on decision support systems (DSS), with growing
interest among academics and researchers.[1][2] Sector studies have highlighted this
significant development. For example, based on a survey of over 4,000 IT profes-
sionals from 93 countries and 25 industries, the IBM Tech Trends Report (2011)
identified Business Analytics as one of the four major technology trends of the
2010s. In a Bloomberg Businessweek Business Analytics Status Survey (2011), 97%
of companies with revenues in excess of $100 million were found to use some form
of Business Analytics. A study by the McKinsey Global Institute states that the
United States alone faces a shortage of 140,000 - 190,000 people with deep analytical
skills and 1.5 million managers and analysts to analyze Big Data and make decisions
based on its results.[3] In the age of Big Data, Business Intelligence and Analytics can
help improve organizational performance as a result of improved business decision-
making.[1][4] Business Intelligence and Analytics born from the success of Business
Intelligence (BI) in the 1990s and the introduction of Business Analytics (BA) in
the 2000s, a key element of data analysis in Business Intelligence.[4] Thus, Busi-
ness Intelligence and Analytics can be defined as techniques, technologies, systems,
practices, methodologies and applications that analyze critical business data to help
a company better understand its business and market and make timely business
decisions.[1]

Howard Dresner of the Gartner Group introduced the term Business Intelligence
in 1989, describing a set of concepts and methods to improve business decision-
making using fact-based support systems.[5] Although Dresner’s original Business
Intelligence definition, as well as the more recent definitions of analysts such as
Gartner, Forrester and TDWI, most professionals associate the term with a nar-
row set of capabilities, such as extraction, transformation and loading (ETL); data
warehousing; on-line analytic processing (OLAP); and reporting.[4] We use Business
Intelligence to understand the company’s available capabilities, the state of the art,
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1 – Introduction

future market trends and directions, technologies, the regulatory environment in
which the company competes, the actions of competitors and the consequences of
their actions. The focus of these uses of Business Intelligence is on analyzing histori-
cal data. More recently, Big Data and Big Data Analytics have been used to describe
data sets and analytical techniques in applications so large, from terabytes to ex-
abytes, and complex like sensors and social media data, that they require advanced
and unique data storage, management, analysis and visualization technologies. Big
data is the current buzz among researchers, who are trying to use the huge amount of
data to come to a conclusion that improves not only their decision making, but also
profitability, productivity and the power to peek into the past to look to the future
to make it much better and more efficient. The concept of Big Data has become so
popular because it has different applications in various fields: (1) e-commerce and
market intelligence, (2) e-government and policy 2.0, (3) science and technology, (4)
smart health and wellness and (5) security and public. The reason for these claims
is that Big Data can change competition by transforming processes, altering busi-
ness ecosystems and facilitating innovation[6]; unlocking the business value of the
organization by unlocking new organizational capabilities and value[7]; and making
it easier for companies to address key business challenges.[8] The impact of Big Data
offers enormous potential for competition and growth for industries and private
companies, and the proper and intelligent use of Big Data increases productivity,
innovation and competitiveness of entire sectors and economies.

In particular, researchers and professionals use the term Big Data to refer to
the continuous expansion of data in terms of 3‘V’: volume (how large the volume of
data can be in petabytes), variety (the different data formats that can be processed
together) and speed (how fast data are generated and managed).[9] More recently,
value which means doing something valuable with the data is important and veracity,
which refers to the certainty and accuracy of the data have emerged as integrating
‘V’.[10] Others argue that Big Data is not a revolution but an evolution of traditional
Business Intelligence.[1][11] According to this vision, Big Data Analytics expands
the scope of Business Intelligence, which focuses on the integration and reporting
of structured data residing in the company’s internal databases, trying to extract
value from semi-structured and unstructured data from data sources such as the
web, mobile devices and sensor networks external to the company.

The fact that Big Data Analytics tools and platforms are relatively accessible
is significant because Big Data is not just for large companies. Many small and
medium-sized businesses, especially those involved in digital processes for sales, cus-
tomer interactions or the supply chain, also need to manage and leverage Big Data.
A survey conducted by MIT Sloan Management Review and the IBM Institute for
business value of nearly 3,000 executives, managers and analysts from over 30 indus-
tries and 100 countries found that the most performing organizations make decisions
based on rigorous analysis at more than double the rate of organizations with lower
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performance and that in such organizations analytical understanding is used to guide
both future strategies and day-to-day operations.[12]

Characterized by volume, variety, speed and value[1], Big Data Analytics is seen
as a disruptive technology that will reshape Business Intelligence to gain business
insights to improve decision-making and is believed to be the next blue ocean in
cultivating business opportunities. Big Data Analytics is the place where advanced
analytical techniques operate on Big Data sets. So, Big Data Analytics is actually
about two things: Big Data and Analytics. Put them together and you get Big Data
Analytics, the new hottest Business Intelligence practice. It is clear that domain
knowledge and analysis cannot be separated. Thus, academics and professionals
must have both analytical skills and knowledge and understanding of business and
management. What differentiates today’s Big Data Analytics applications from
traditional Business Intelligence applications is not only the breadth and depth
of the data processed, but also the type of questions they answer. While Business
Intelligence traditionally focuses on using a consistent set of metrics to measure past
business performance[4], Big Data applications emphasize exploration, discovery and
forecasting.

In this context, is placed the PME Project, a Data Science project that uses the
big volume of data available on the drinking water network to propose a solution for
the management of pipeline failures, with an emphasis on data analysis and manage-
ment and on the various steps of a Data Science project. In particular, this study
will allow a better understanding of the complexity of the network management.
The project arise from the need to better manage the renewal of the drinking water
network, as the company, it is currently the company that pays the highest rate
of fines at national level. This project consists in the development of a predictive
model based on Cox’s regression model, from which the probability of survival of
a pipeline section in a certain pressure sector is obtained. With the output of this
model, a ranking is made to predict (in time and space) which pipelines and sec-
tors are more incline to fail. With this predictive model, the aim is to support the
decision making in the context of six-monthly renewals and network repairs, so as
the company should be able to improve its network management process and reduce
fines and costs related to emergency purchases.
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Chapter 2

Business Intelligence

Business Intelligence (BI) can be defined as the process of transforming data into
information and then into knowledge. Information has become an important com-
petitive factor in today’s business world, so providing the right people with the
right information at the right time is critical to an organization both to achieve and
maintain its competitive advantage.

Figure 2.1. Information System to gain Competitive Advantage[84]

Information and communication technologies aimed at providing an organiza-
tion’s management with the relevant information to stay ahead of the competition
have undergone fundamental changes since the 1960s. Several terms have been in-
troduced such as decision support systems, management information system and
management support system. Finally, in the mid-1990s, the term Business Intel-
ligence was coined by analysts and consultants from Gartner, Inc. to define the
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application of a set of methodologies and technologies, such as Web Services, XML,
data warehouse, OLAP, Data Mining, representation technologies, etc., to analyze
an organization and its competitive environment, to improve the effectiveness of
business operations and support management/decision to achieve competitive ad-
vantages. Business Intelligence systems are complemented by specialized IT infras-
tructures including data warehouses, data marts and Extract Transform & Load
tools, necessary for their effective use.

Figure 2.2. Business Intelligence to support the Decision Making[19]

Business Intelligence is the process of taking large amounts of data, analyzing
that data and presenting a set of high-level reports that condense the essence of
that data into the basis of business actions, enabling management to make funda-
mental day-to-day business decisions.[13] Business Intelligence is a way and method
to improve business performance by providing powerful assists to executive deci-
sion makers to enable them to have usable information at their fingertips. Business
Intelligence tools are seen as a technology that enables the efficiency of business
operations by providing added value to business information and thus the way in
which this information is used.[14] Business Intelligence is the process of collecting,
processing and disseminating information that has a goal, reducing uncertainty in
making all strategic decisions. Experts describe Business Intelligence as a business
management term used to describe the applications and technologies that are used to
collect, provide access to analyze data and information about a business, in order to
help them make more informed business decisions.[15] Business Intelligence is defined
as comprising an effective data warehouse and also a reactive component capable
of monitoring time-critical operational processes to allow tactical and operational
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decision makers to adjust their actions according to business strategy.[16]

Business Intelligence has two different basic meanings related to the use of the
term intelligence. The first is the ability of human intelligence applied to busi-
ness/activities. The second refers to intelligence as information evaluated for its
currency and relevance. The term implies having a complete knowledge of all the
factors that influence the business. It is imperative that companies have a thorough
understanding of factors such as customers, competitors, business partners, the busi-
ness environment and internal operations to make effective and good quality business
decisions.

Figure 2.3. Competitive Environment[84]

Business Intelligence is both a process and a product. The process is composed of
methods that organizations use to develop useful information, or intelligence, that
can help organizations survive and thrive in the global economy. The product is
information that allows organizations to predict with some degree of certainty the
behavior of their competitors, suppliers, customers, technologies, acquisitions, mar-
kets, products and services, and the overall economic environment. Consequently,
Business Intelligence is mainly aimed at providing top management with relevant in-
formation to support strategic decisions such as planning, control and coordination
of activities based on internal and external data.[17]

These definitions of Business Intelligence have two important implications: first
that, often, approaches to Business Intelligence are marked by supported functions,
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systems or types of systems.[18] Second, Business Intelligence aims primarily at pro-
viding the management circle of an organization (at all levels of management and
support staff functions) with analytical information relevant to the decisions sup-
porting their management activities.[18] Operational tasks such as the execution of
business processes and support processes are poorly supported by Business Intel-
ligence processes or systems. In many cases, the analytical information needed to
support management decisions is extracted from a common database, the so-called
data warehouse (DWH). A DWH is a object-oriented, integrated, non-volatile, non-
volatile and time-variable data collection to support management decisions. As a
result, many, if not all, of today’s Business Intelligence implementations are mainly
data centered, for example they are focused on the analysis of data from an organiza-
tion’s DWH with the ultimate goal of generating reports and providing management
information systems with relevant aggregated information to support management
processes.

Business Intelligence systems combine data collection, data storage and knowl-
edge management with analytical tools to present complex and competitive infor-
mation to planners and decision makers. The first objective of Business Intelligence
systems is to improve the timeliness and quality of inputs to the decision-making
process. Data is treated as a corporate resource and transformed from quantity to
quality. In this way, actionable information can be provided at the right time, in
the right place and in the right form to help decision makers improve their decision-
making.[19] Many companies are adopting Business Intelligence tools and systems
to learn from the past and predict the future. The impact on the performance of
Business Intelligence systems can be seen on at least two levels[20]: (1) improve the
efficiency and effectiveness of the organizational structure and business processes
(internal strategy), and (2) outperform the performance of other organizations in
the industry (competitive strategy). The measure at the organizational level is an
evaluation tool that informs managers if the company has realized the benefits of
organizational performance. While process level performance measurement is a di-
agnostic tool, it will inform the management about why/why not organizational
performance has improved.
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2.1 Components of Business Intelligence
In this paragraph we will describe the main components of a Business Intelligence
system.

2.1.1 OLAP (On-line Analytical Processing)
Online Analytical Processing (OLAP) provides multidimensional and summary views
of companies’ data and is used for reporting, analysis, modeling and planning to op-
timize the business process and strategy. OLAP techniques and tools can be used
to work with data warehouses or data marts designed for sophisticated Enterprise
Intelligence systems that process queries to discover trends and analyze critical fac-
tors. Business Intelligence tools are used to store and analyze data, such as data
mining and data warehouse, decision support and forecasting systems, document
warehouse and document management, knowledge management, mapping, informa-
tion visualization and dashboarding, management information systems, geographic
information systems, trend analysis and software as a service (SaaS).

Figure 2.4. OLAP[85]

2.1.2 Advanced Analytics
These are data mining, forecasting or predictive analytics. Advanced Analytics uses
statistical analysis techniques to predict or provide measures of certainty about the
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facts. Analytics helps us discover how facts have changed and how we should react.
It is a collection of techniques and types of related tools, which usually include
predictive analysis, data mining, statistical analysis and complex SQL (Structured
Query Language). We could also include data visualization, artificial intelligence,
natural language processing, and database capabilities that support analytics. In
other words, with advanced analytics, the user is typically a business analyst who is
trying to discover new business facts that no one in the company knew before. To
do this, the analyst needs large volumes of truly detailed data. This is often data
that the company has not yet used for analytics.

2.1.3 Corporate Performance Management (Portals, Score-
cards, Dashboards)

It is a general category that usually provides a container for several pieces to be
connected so that the aggregate tells a story.

2.1.4 Real-time Business Intelligence
Allows real-time distribution of metrics through email, messaging systems and in-
teractive displays. Business users have always requested more recent data. Today,
business information integration (EII), business application integration (EAI) and
real-time data warehousing technologies make it possible to provide decision sup-
port data that is literally in real time or, if not, at least almost in real time. This
development is profoundly changing the face of decision support, making it possible
to influence the current decision-making process, operational business processes and
customer-facing applications.

2.1.5 Data Warehouse and Data Marts
The data warehouse is the significant component of business intelligence. It is
subject-oriented, integrated. The data warehouse supports physical data propaga-
tion by managing numerous business records for integration, cleaning, aggregation
and querying. It can also contain operational data that can be defined as an up-
datable set of integrated data used for tactical business decisions in a particular
subject area. It contains real-time, non-instantaneous data and maintains a min-
imal history. Data sources can be operational databases, historical data, external
data or information from the existing data warehouse environment. A data mart
is a collection of themed areas organized for decision support based on the needs
of a given department. Finance has its own data mart, marketing has its own, and
sales have their own and so on. Perhaps most importantly, individual departments
have the hardware, software, data and programs that make up the data mart. Each
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department has its own interpretation of the data mart and the data mart of each de-
partment is peculiar and specific to its own needs. Like data warehouses, data marts
contain operational data that help business experts implement strategies based on
trend analysis and past experiences. The fundamental difference is that the creation
of a data mart is based on a specific and predefined need for a certain grouping and
configuration of selected data. Within an enterprise, there may be multiple data
marts. A data mart can support a particular business function, process or unit.

Figure 2.5. Data Warehouse and Data Marts[86]

2.1.6 Data Sources
Data sources can be operational databases, historical data, external data, or informa-
tion from the existing data warehouse environment. Data sources can be relational
databases or any other data structure that supports the enterprise application line.
They can also reside on different platforms and can contain information.

2.2 Benefits and Costs
An organization can use Business Intelligence to: (1) improve management processes
(planning, control, measurement, monitoring and change) to increase revenue and
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reduce costs, (2) improve operational processes so that the business can increase
revenues and reduce costs.

In other words, the business value of Business Intelligence depends on its use
within management processes that affect operational processes that in practice gen-
erate revenue or reduce costs, and in its use within operational processes themselves.

2.2.1 Benefits
There are many reasons for greater integration between Business Intelligence and
process-oriented management:

• Many operational processes generate transactional data that are integrated
and analyzed in a DWH as in the use of processes and systems of Business
Intelligence.

• Many operational processes require analytical information as input for exe-
cution. Operational processes often include steps that are highly or entirely
related to Business Intelligence tasks, therefore, a model of such a process
must contain Business Intelligence services.

• Business Intelligence deals with the integration and consolidation of raw data
into key performance indicators (KPIs) that represent a fundamental input for
business decisions during the execution of the process. Therefore, operational
processes provide the context for data analysis, information interpretation and
appropriate measures.

• Once decisions have been made on the basis of KPIs, useful context informa-
tion such as specific KPI values, corresponding decisions, consequences and
reactions to decisions, etc. can be added to a data repository dedicated to
experience. Thus, step by step, the data repository is filled with indications
for making decisions. This leads to the acquisition of know-how and possibly
improvements in KPI definitions and recommendations on whether or not to
take a particular action when KPIs take on certain threshold values.

Business Intelligence allows organizations to make well-informed business deci-
sions and can therefore be the source of competitive advantage, especially when
companies are able to obtain information from external environment indicators and
make accurate predictions about future trends or economic conditions. Business
Intelligence offers many advantages to companies that use it. It can eliminate many
guesswork within an organization, improve communication between departments
by coordinating activities, and enable companies to respond quickly to changing
financial conditions, customer preferences, and supply chain operations. Business
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Intelligence improves the overall performance of the company that uses it. The
ultimate goal of Business Intelligence is to improve the timeliness and quality of
information to know what actions are best taken for the benefit of the company and
how quickly they respond and adapt to changes. Information is a very important
resource that a company has, so when it can make decisions based on timely and ac-
curate information, the company can improve its performance; this also accelerates
the decision-making process.

Figure 2.6. Business Intelligence Benefits[]87]

Companies have recognized the importance of business intelligence to the masses
has arrived. Some reasons are listed below:

• With superior Business Intelligence tools, employees can now also easily con-
vert their business knowledge through analytical intelligence to solve many
business problems.

• With Business Intelligence, companies can identify their most profitable areas
and identify future opportunities.

• Analyze click-stream data to improve e-commerce strategies.

• Quickly identify issues reported under warranty to minimize their impact.
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• Discover criminal money laundering activities.

• Analyze customers’ potential growth profitability and reduce risk exposure
through more accurate financial credit scoring of their customers.

• Determine which combinations of products and lines of services customers can
purchase and when.

• Analyze clinical trials for experimental drugs.

• Set more profitable rates for insurance premiums.

• Reduce downtime by applying predictive maintenance.

• Determine with friction and churn analysis why customers leave for competi-
tors and become customers.

• Detect and deter fraudulent behaviour, such as peaks in use in the event of
theft of credit cards or telephone cards.

• Identify promising new molecular compounds.

The benefits that could be realized within an organization such as improvement
of process performance and quality, improvement of services provided to internal
stakeholders, acceleration of process execution and efficiency gains in resource use
and process execution outweigh the benefits that are external to the organization
such as improvement of services provided to external stakeholders, increase in cus-
tomer profitability, satisfaction and loyalty. The advantages that can be realized
within an organization seem to be more prominent and important than the advan-
tages that are rather external to the organization, so organizations implement the
Process Centric Business Intelligence to become more efficient in the execution of
processes and allocation of resources and to improve the service to internal stake-
holders because these are the areas that generate the highest return on investment
in projects and processes of Business Intelligence.

2.2.2 Costs
Business Intelligence projects are not exempt from the growing pressure on compa-
nies to justify return on investment. Surveys show that the return on investment
(ROI) for Business Intelligence installations can be substantial, in fact it is between
17% and 2,000% with an average ROI of 457%. Most of the benefits of Business
Intelligence are intangible before the fact. An empirical study for 50 Finnish compa-
nies found that most companies do not consider cost or time savings as the primary
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benefit when investing in Business Intelligence systems. The size of the Business
Intelligence market can be seen from the published forecasts. For example, a study
estimates that the current Business Intelligence market should grow from 15.64 bil-
lion dollars in 2016 to reach 29.48 billion dollars by 2022.[21] However, the Business
Intelligence budget and ROI were not correlated; the challenge is to try to assess
ROI before installation. The traditional model of designing, building and integrat-
ing Business Intelligence systems is long (at least six months) and expensive (2-3
million dollars). Therefore, many companies opt for pre-built analytical applica-
tions to achieve lower total cost of ownership, faster implementation, and a rapid
return on investment, while achieving a basic framework for performance, scalabil-
ity, and flexibility. An IDC study of OLAP investment over 5 years indicated an
investment of $2.1 million in building OLAP solutions within the company, with
a 104% ROI. The same study indicated that an investment of $1.8 million in the
purchase of pre-constructed OLAP solutions led to a ROI of 140%, which means
that Business Intelligence solutions cost less and bring a higher ROI.[22] Achieving
the expected return on investment for Business Intelligence is a difficult issue. Like
most information systems, the initial costs of Business Intelligence are high, as is
maintenance. Unfortunately, although it is possible to predict cost reductions of
information systems in terms of efficiency, savings in terms of efficiency are only a
small part of the payoff, in fact it would be rare for a Business Intelligence system to
repay itself through cost reduction. The implementation of a Business Intelligence
system includes a variety of costs that the company has to face during the execution
of the process. In particular, we have:

• Hardware costs: These costs depend on what is already installed. If a data
warehouse is in use, then the main hardware needed is a specific data mart
for Business Intelligence and, perhaps, an update for the data warehouse.
However, additional hardware may be required to perform additional tasks.

• Software costs: Typical Business Intelligence packages can cost $60,000 and
subscriptions to various data services must also be taken into account.

• Implementation costs: Once the hardware and software have been acquired,
a major expense is implementation, including initial training. Training is
also a continuous cost because new people are introduced to use the system
and because the system is constantly updated. In addition, annual software
maintenance contracts usually cover 15% of the purchase costs.

• Personnel costs: Personnel costs for Business Intelligence and IT support
staff must be fully taken into account to take into account salary and over-
heads, space, IT equipment and other infrastructure for individuals. Sophis-
ticated cost analysis also takes into account the time spent reading Business
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Intelligence results and the time spent searching the Internet and other sources
of Business Intelligence.
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2.3 Critical Success Factors
Although Business Intelligence has the potential to improve a company’s perfor-
mance, a significant number of companies often fail to realize the benefits expected
from Business Intelligence and sometimes consider the Business Intelligence project
a failure in itself.

2.3.1 Business Intelligence Implementation
Implementing a business intelligence system is a complex and resource-intensive
enterprise. When implementing a Business Intelligence program the company should
ask some questions and make some decisions such as:

• Questions about the alignment of objectives: The first step deter-
mines the short and medium term objectives of the program. To which
strategic objectives of the organization will the program refer? What mis-
sion/organizational vision does it refer to? An elaborated hypothesis needs to
detail how this initiative will eventually improve results/performance.

• Basic questions: Current competence needs for information gathering and
competence needs assessment. Does the organization have the capacity to
monitor important sources of information? What data does the organization
collect and how does it store it? What are the statistical parameters of these
data?

• Questions about costs and risks: The financial consequences of a new
Business Intelligence initiative should be estimated. It is necessary to evaluate
the cost of ongoing operations and the increase in costs associated with the
Business Intelligence initiative. What is the risk of the initiative failing? This
risk assessment should be converted into a financial metric and included in the
planning.

• Questions from customers and stakeholders: Determine who will benefit
from the initiative and who will pay. What types of customers/interested
parties will benefit directly from this initiative? Who will benefit indirectly?
What are the quantitative/qualitative benefits? Is the specified initiative the
best way to increase the satisfaction of all types of customers or is there a
better way? How will customer benefits be monitored?

• Metric questions: These information requirements must be made opera-
tional in clearly defined metrics. You have to decide which metrics to use for
each piece of information collected. Are these the best metrics? How do we
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know? How many metrics should be tracked? If it is a large number (usu-
ally it is), what kind of system can be used to track them? Are the metrics
standardized so that they can be compared with the performance of other
organizations? What industry standard metrics are available?

• Measurement method questions: A methodology or procedure should be
established to determine the best (or acceptable) way to measure the required
metrics. What methods will be used and how often will the organization collect
the data? Are there industry standards for this purpose? Is this the best way
to take measurements? How do we know?

• Questions about the results: Someone should monitor the Business Intel-
ligence program to ensure that the objectives are achieved. Adjustments to
the program may be necessary. The program should be tested for accuracy,
reliability and validity.

2.3.2 Organizational, Process and Technological Dimension
There are a number of critical success factors that influence the success of imple-
mentation that take into account two key measures: the performance of the in-
frastructure, for instance, the quality of the system and the output standard and
the performance of the process, for instance, how well the process of implementing
a Business Intelligence system went. Infrastructure performance is parallel to the
three main success variables of the IS known as system quality, information qual-
ity and system use, while process performance can be assessed in terms of timing
and budgetary considerations.[23] In particular, the quality of the system relates to
the performance characteristics of the computer system itself, which include ease of
use, functionality, reliability, flexibility, integration and response time. Information
quality means the accuracy, timeliness, completeness, relevance, consistency and
usefulness of the information generated by the system. The use of the system is
defined as consumption of the product of an information system.

A survey conducted with the Delphi method shows the existence of a set of CSFs
for a good implementation of a Business Intelligence system and we can group them
into three dimensions: organizational dimension, process dimension and technolog-
ical dimension.[24]

(1) Organizational dimension

• Committed Management Support and Sponsorship
The commitment of management and sponsorship has been widely recognized
as the most important factor in the implementation of the Business Intel-
ligence system. All Delphi participants agreed that consistent support and
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sponsorship from corporate executives makes it easier to secure the necessary
operational resources, such as funding, human competencies and other require-
ments throughout the implementation process. This observation is reasonable
and expected because the entire effort of implementing the Business Intelli-
gence system is an expensive, time-consuming and resource-intensive process.
In addition, Delphi’s experts have argued that the implementation of the Busi-
ness Intelligence system is a program of continuous information improvement
to leverage decision support. As a result, the Business Intelligence initiative,
especially for the entire enterprise scale, requires consistent resource allocation
and top-management support to overcome organizational issues.

• Clear business vision and a well-defined case
Since a Business Intelligence initiative is business-driven, a strategic business
vision is needed to guide the implementation effort. Delphi participants indi-
cated that a long-term vision, especially in strategic and organizational terms,
is needed to enable the creation of Business Intelligence business cases. The
business case must be aligned with the corporate vision, as it could have an
impact on the adoption and outcome of the Business Intelligence system. Oth-
erwise, they will not receive the executive and organizational support necessary
for their success.

(2)Process dimension

• Business-Centric Championship and balanced project team compo-
sition
Most Delphi experts believed that having the right sample from the commer-
cial side of the organization is critical to successful implementation. According
to them, a champion who has excellent entrepreneurial acumen is always im-
portant as he will be able to predict organizational challenges and change
course accordingly. More importantly, this business-centric sample would see
the Business Intelligence system primarily in strategic and organizational per-
spectives, unlike one who might overly focus on technical aspects. All respon-
dents also agreed that the composition and skills of a Business Intelligence
team have a great influence on the success of the implementation. The project
team must be cross-functional and composed of staff with technical skills and
staff with a strong business background. A Business Intelligence system is a
business-driven project to provide advanced management decision support, so
an adequate mix of information technologies skills is needed to implement the
technical aspects, while the reporting and analysis aspects must be under the
area of corporate personnel. In addition, most experts assume that the Busi-
ness Intelligence team should include business domain experts, especially for
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activities such as data standardization, requirements engineering, data quality
analysis and testing. Many also agreed with the critical role played by exter-
nal consultants, especially in the initial phase. They believed that the lack of
experience and expertise could be complemented by external consultants who
spent most of their time working on similar projects.

• Business user-oriented change management
Having an adequate user-oriented change management effort was considered
critical by Delphi participants. Better participation of users in the change
effort can lead to better communication of their needs, which can help ensure
successful implementation of the system. This is particularly important when
the requirements of a system are initially unclear. A significant number of
respondents said that formal user participation can help meet the demands
and expectations of various end users.

• Business driven methodology and project management
According to Delphi experts, proper project definition and planning allows
the Business Intelligence team to focus on the best opportunities for improve-
ment. In particular, scoping helps to establish clear parameters and develops
a common understanding of what is in the scope and what is excluded.

(3) Technological dimension

• Strategic and extensible technical framework
In terms of strategic and extensible technical structure, most experts stated
that stable source/back end systems are crucial for the implementation of a
Business Intelligence system. A reliable back-end system is critical to ensure
that data updates work well for the extraction, transformation and loading
(ETL) processes in the staging area. In this way, data can be transformed to
provide a consistent view into quality information for better decision support.
It is therefore essential for the Business Intelligence team to assess the stability
and consistency of the source systems before undertaking a Business Intelli-
gence effort. Otherwise, after the implementation of the system, the cost of
changes in terms of time and money can be significant. Another key element
was that the technical structure of a Business Intelligence system must be able
to meet the requirements of scalability and extensibility. Having an integrated
strategic vision in the system design, this scalable system structure could in-
clude additional data sources, attributes and dimensional areas for fact-based
analysis, and could incorporate external data from suppliers, contractors, reg-
ulators and industry benchmarks. It would then enable a long-term solution
to be built to meet the incremental needs of enterprises.
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• Sustainable data quality and governance framework
The quality of the data, in particular of the source systems, is essential if a
Business Intelligence system is to be successfully implemented. According to
the respondents, a primary purpose of the Business Intelligence system is to
integrate silos of data sources within the enterprise for advanced analysis, so as
to improve the decision-making process. Often, many data issues within back-
end systems are not discovered until the data is populated and interrogated
in the Business Intelligence system (Watson, 2004). In this way, business data
can only be fully integrated and exploited to achieve greater business value if
its quality and integrity are guaranteed. Management is also invited to initiate
data governance and stewardship initiatives to improve data quality in back-
end systems because unreliable data sources will have a knock-on effect on
Business Intelligence applications and later on decision outcomes.

Figure 2.7. Critical Success Factors
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2.4 Business Intelligence and Analytics
Business Intelligence and Analytics (BI&A) has emerged as an important area of
study for both professionals and researchers, reflecting the breadth and impact of
data issues in contemporary business organizations.[1] Business Intelligence and An-
alytics can help improve organizational performance as a result of improved busi-
ness decision-making. Business Intelligence and Analytics enables companies to
improve existing organizational applications by providing business-centric practices
and methodologies that could provide a competitive advantage. Opportunities as-
sociated with data and analysis in different organizations have helped generate sig-
nificant interest in Business Intelligence and Analytics, which is often referred to
as techniques, technologies, systems, practices, methodologies and applications that
analyze critical business data to help an enterprise better understand its business
and market and make timely business decisions. In addition to the underlying
analytics and data processing technologies, Business Intelligence and Analytics in-
cludes business-centric practices and methodologies that can be applied to various
high-impact applications such as e-commerce, market intelligence, e-government,
healthcare and security. Figure 2.8 shows the evolution of Business Intelligence and
Analytics, applications and emerging analytical research opportunities.

Figure 2.8. Business Intelligence and Analytics evolution, applica-
tions, research opportunities[1]

Business Intelligence and Analytics, as a data-centric approach, has its roots in
the field of long data-centric database management. It is based on different tech-
nologies of data collection, extraction and analysis. We can analyze the evolution
of Business Intelligence and Analytics technologies and applications by highlighting
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three different phases.[1] Business Intelligence and Analytics 1.0 could be considered
as the phase in which data is mostly structured, collected by companies through var-
ious legacy systems, and often stored in commercial relational database management
systems. Data management and storage is considered the foundation of Business
Intelligence and Analytics 1.0. The design of data marts and tools for extraction,
transformation and loading (ETL) are essential for the conversion and integration
of enterprise-specific data. Database querying, online analytic processing (OLAP),
and intuitive yet simple graphic-based reporting tools are used to explore important
data features. Business Performance Management (BPM), which uses scorecards
and dashboards, helps to analyze and visualize a variety of performance metrics.
In addition to these proven business reporting functions, statistical analysis and
data mining techniques are adopted for association analysis, data segmentation and
clustering, classification and regression analysis, anomaly detection and predictive
models in various business applications. Among the 13 features considered essential
for Business Intelligence platforms, according to Sallam’s Gartner report (2011),
we consider Business Intelligence and Analytics 1.0: reporting, dashboards, ad hoc
queries, search-based Business Intelligence, OLAP, interactive visualization, score-
cards, predictive modeling and data mining. Web intelligence, web analytics, and
user-generated content collected through Web 2.0-based social and crowd-sourcing
systems drove a new era of Business Intelligence and Analytics 2.0 research in the
2000s, focusing on text and web analytics for unstructured web content. Except for
the basic search and query capabilities, no advanced text analysis for unstructured
content is currently considered in the 13 capabilities of Gartner’s Business Intelli-
gence platforms. New opportunities in Business Intelligence and Analytics 3.0 are
emerging. The ability of these Internet-enabled and mobile devices to support highly
mobile, location-aware, person-centered, and context-sensitive operations and trans-
actions will continue to offer unique research challenges and opportunities through-
out the years 2010. Figure 2.9 summarizes the key features and capabilities of
Business Intelligence and Analytics 1.0, 2.0 and 3.0.
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Figure 2.9. Key characteristics and capabilities of Business Intelligence
and Analytics 1.0, 2.0, and 3.0[1]

In addition to being data-based, Business Intelligence and Analytics is highly
applied and can take advantage of the opportunities offered by the abundance of
domain-specific data and analysis needed in many critical and high-impact appli-
cation areas. Many of these high-impact Business Intelligence and Analytics ap-
plications are listed below, with a discussion of data characteristics and analysis,
potential impacts, and selected illustrative examples or studies: (1) e-commerce and
market intelligence, (2) e-government and policy 2.0, (3) science and technology,
(4) smart health and wellness, and (5) security and public. Figure 2.10 summa-
rizes Business Intelligence and Analytics applications, data characteristics, analysis
techniques and potential.[1]
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Figure 2.10. Business Intelligence and Analytics applications, data characteristics,
analytics techniques, and potential[1]

Emerging analytical research opportunities can be classified into five critical
technical areas: (big) data analytics, text analytics, web analytics, network analytics
and mobile analytics.[1]
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Figure 2.11. Business Intelligence and Analytics research framework: Founda-
tional technologies and emerging research in Analytics[1]

Business Intelligence and Analytics is the science of data in business. Jobs look-
ing for data scientists and business analytics specialists abound these days. There is
a clear shortage of professionals with the deep knowledge needed to handle the three
V’s of the big data: volume, velocity and variety. There is also a growing demand for
individuals with the deep knowledge needed to manage the three perspectives of busi-
ness decision-making: descriptive analytics, predictive and prescriptive. Training in
Business Intelligence and Analytics should be interdisciplinary and cover the analyt-
ical and critical IT skills, business and domain knowledge, and communication skills
required in a complex, data-centric business environment. To provide useful insights
and decision support, Business Intelligence and Analytics professionals must be able
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to understand business issues and design appropriate analytical solutions. Business
Intelligence and Analytics professionals need business knowledge ranging from gen-
eral familiarity with the areas of Accounting, Finance, Management, Marketing,
Logistics and Operation Management, to the domain knowledge required in specific
Business Intelligence and Analytics applications. To support this culture, Business
Intelligence and Analytics professionals need to know not only how to transform raw
data and information through analytics into meaningful and workable knowledge for
an organization, but also how to properly interact with the organization’s business
and domain experts.
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2.5 Impact on Decision Making

To assess the joint effects of the use of Business Intelligence and Analytics and the
organizational decision making process on organizational performance (how the use
of Business Intelligence and Analytics affects organizational decision making pro-
cesses and how it affects the use of Business Intelligence and Analytics) we analyze
three phases of use of Business Intelligence and Analytics to achieve performance
gains[25]: (1) the data at the insight phase, (2) the insight at the decision phase and
(3) the decision at the value phase.

2.5.1 Data to Insight

Although current technologies provide analysts and managers with a large amount of
structured and unstructured data, insights do not automatically emerge by mechan-
ically applying analytical tools to the data. Rather, insights emerge from an active
process of engagement between analysts and business managers who use the data
and analytical tools to discover new knowledge. More importantly, these engage-
ments take place within existing structures and decision-making processes. A better
understanding of the insight generation process is important to understand how the
use of Business Intelligence and Analytics leads to improved performance. The pro-
cess of generating insight from data involves multiple actors from different areas of
the organization. Team composition and structure is the result of management deci-
sions made within existing decision-making routines that may allow or limit teams’
ability to generate insights. There is a complex relationship between data, analytical
tools and human sense formation. Business Intelligence and Analytics give rise to a
process called datafication that allows analysts and managers to use data and anal-
ysis as a means of understanding the phenomena that data represent.[26] Lycett also
argues that, despite the data-driven nature of analytic-based sense making, existing
frameworks of analysts and managers have an important influence on which data
elements are selected to describe the phenomena and which models and relationships
linking the data are derived from the data. These insights are then used by man-
agers and analysts to weave a narrative that gives meaning to the world and then to
build action repertoires that make these interpretations explicit. Although business
analytics tools make it easy to identify statistical models, trends and relationships,
the next critical step in understanding the causes of these models is still important
to take action that generates value. Probably, automated learning algorithms can
detect patterns and even improve their performance over time.

How do structures and decision making affect the ability of insight generation
teams to generate insight from the use of Business Intelligence and Analytics?
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2.5.2 Insight to Decision

Just as it is essential to generate meaningful insights, it is equally essential for the
company to transform insights into value-creating decisions. Intuitions, which refer
to a deep and intuitive understanding of phenomena, must be exploited by ana-
lysts and managers in strategic and operational decisions to generate value. Good
understanding leads to better decisions and Big Data leads to big impact.[1] The
use of Business Intelligence enables a better understanding of business issues and
opportunities through the analysis of current operations that can lead companies to
discover new sources of revenue or achieve cost savings. While it is reasonable to
expect that there is a relationship between the use of Business Intelligence and An-
alytics and better insights and decisions, it is not clear under which conditions these
best results could be observed. First, there is no individual correspondence between
an intuition and a specific course of action to exploit that intuition. Intuitions, in-
cluding those based on understanding trends, operations, customers and suppliers,
probably suggest multiple options to leverage them and convert them into value.
Some options may be obvious, while others may be the result of a more creative
process. The second issue is that organizational decision-making processes have an
important influence on how insights are converted into decisions. Good insights do
not necessarily have to translate into good decisions, and wrong decisions are also
possible. In particular, complex circumstances, limited time and inadequate mental
processing power have been found to have an impact on the quality of decisions.

Can organizations use Business Intelligence and Analytics to compensate for the
limitations of their managerial and organizational decision-making processes and, if
so, how?

2.5.3 Decision to Value

If the quality of decisions can be improved through the use of Business Intelligence
and Analytics, then the question of how organizations can create value from these
decisions is trivial. We can highlight two uncertainties associated with converting
decisions into value: (1) the uncertainty of successfully implementing decisions and
(2) the uncertainty associated with the success of strategic actions. Business Intelli-
gence, Analytics and resource allocation processes can mitigate these uncertainties.
Although high quality decisions can be a good starting point, it is not certain that
such decisions will be successfully implemented. Two criteria characterize good de-
cisions. One criterion refers to the quality of the decision, for instance, whether
the decision is able to achieve its objectives; the other refers to the acceptance of
the decision, for instance, its acceptance by the subordinates and other stakehold-
ers responsible for the successful implementation of the decision. Decision-making
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processes have an important influence on the acceptability of decisions, in particu-
lar, the level of influence and participation that subordinates and key stakeholders
have on a decision has an important influence on its acceptance and, presumably,
on its correct implementation. The use of Business Intelligence and Analytics can
help to improve the quality of decisions, but it is unclear whether it can be used
to somehow improve the acceptance of decisions. The information generation and
decision-making processes associated with the use of Business Intelligence and An-
alytics often do not involve the key stakeholders in the functional areas that will be
responsible for implementing these decisions.

How do decision making processes affect the implementation of decisions arising
from the use of Business Intelligence and Analytics and how can they be used to
improve decision acceptance?

An organization’s search and selection capacity and its ability to orchestrate
assets have an important influence on its performance. While it is clear that Busi-
ness Intelligence and Analytics can improve an organization’s search and selection
capabilities, it is unclear how it can affect its asset orchestration capabilities. Organi-
zational assets and resources are typically governed by formal or informal structures
and managers will typically have to negotiate across organizational boundaries to
access the assets they need to implement their strategies. Managers face uncertainty
about the availability of resources to implement strategies, reflecting the important
role of asset orchestration in the implementation of strategic actions. The key role
of asset orchestration capabilities suggests that governance structures may need to
evolve as organizations move toward greater confidence in the use of Business In-
telligence and Analytics to support strategic decision-making. In general, strategy
implementation is a business unit or functional responsibility. However, Business In-
telligence and Analytics strategies supported by Business Intelligence and Analytics
can increasingly rely on the use of IT resources and resources even during imple-
mentation. The roles of the CIO, the IT function, and the heads of business and
functional units will need to evolve to address the blurring of institutionalized roles
and structures. Organizations may need to focus more on information governance
than on the governance of computer artefacts.[27]

A second source of uncertainty in converting decisions into value stems from the
uncertainty of results. This refers to the uncertainty surrounding the results as a
result of organizational actions. Organizations generally take strategic action in the
hope of successful outcomes. However, actual results often deviate significantly from
expectations and uncertainty of results is often taken into account in the decision-
making process. Much of this uncertainty is beyond the control of the actors and the
organization. It is not clear whether decisions supported by Business Intelligence
and Analytics would be affected by uncertainty in results but, the effects of the use
of Business Intelligence and Analytics on the quality and acceptance of decisions,
could have an independent effect on reducing uncertainty in results.
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A model to understand the joint effects of Business Intelligence and Analytics
use and organizational decision-making processes on organizational performance is
represented in the figure 2.12.

Figure 2.12. A model to understand the joint effects of Business Intelli-
gence and Analytics use and organizational decision-making processes on
organizational performance[25]
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Chapter 3

Big Data

Data is the basic resource of Business Intelligence. Probably, it is the increasing
availability of data, the so-called Big Data, that provides the impetus to Business
Intelligence. Over the years, companies have developed new and more complex
methods that allow them to see the evolution of the market, their position on the
market, the efficiency of the offer of their services and products, etc.. To be able to
do this, you need a huge volume of data to be mined to generate valuable insights.
Every year the data transmitted on the Internet grows exponentially. Cisco estimates
that global annual IP traffic will reach 3.3 ZB (ZB; 1000 Exabytes [EB]) by 2021.
In 2016, global IP traffic was 1.2 ZB per year or 96 EB (one billion Gigabytes
[GB]) per month. By 2021, global IP traffic will reach 3.3 ZB per year, or 278
EB per month. Global IP traffic will increase almost three times in the next five
years and will have increased 127 times from 2005 to 2021. Overall, IP traffic will
grow at a compound annual growth rate (CAGR) of 24% from 2016 to 2021. The
challenge will be not only to speed up Internet connections, but also to develop
software systems that can handle large data demands in optimal time.[28] With
the concept of Big Data, we refer to data that does not conform to the normal
structure of the traditional database. Big Data consists of several types of key
technologies such as Hadoop, HDFS, NoSQL, MapReduce, MongoDB, Cassandra,
PIG, HIVE and HBASE (machine learning) working together to achieve the ultimate
goal of extracting value from data. According to a recent market report published
by Transparency Market Research, the total value of the large data was estimated
at $6.3 billion in 2012, but by 2018, it is expected to reach the staggering level of
$48.3 billion which is almost a 700 percent increase.[29]

Big Data comes from multiple sources and involves not only traditional and
structured relational data, but all paradigms of unstructured data sources. Big Data
is a data analysis methodology made possible by recent advances in technologies that
support high-velocity data acquisition, storage and analysis. There is no uniform
definition of Big Data. As described below, different stakeholders have provided
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different definitions:
Big Data: data captured by sensors, posts on social media sites, digital photos

and videos, recordings of purchase transactions, GPS signals for mobile phones,
etc..[30]

Big Data: extremely large set of data related to consumer behavior, social net-
work posts, geotagging, sensor outputs.[31]

Big Data: data from everything, including clickstream data from the Web to
genomic and proteomic data from biological research and medicine.[7]

Big Data: data sets with dimensions that go beyond the ability of typical
database software tools to acquire, store, manage and analyze.[3]

Big Data: description of the massive amount of unstructured and semi-structured
data that a company creates or data that would take too much time and money to
upload to a relational database for analysis.[32]

Big Data: data that cannot be easily managed and processed.[33]

Big Data: data that cannot be uploaded to the running computer.[34]

Big Data: data that is too large to be inserted into a relational database and
analyzed with the help of a desktop statistics/display package - perhaps, whose
analysis requires parallel software on tens, hundreds or even thousands of servers.[35]

Big Data has three main features of Big Data: the data itself, the data analysis
and the presentation of the analysis results. Then there are the products and services
that can be wrapped around one or all of these elements of Big Data.[36]

Big Data: a cultural, technological and scientific phenomenon based on the inter-
action of (1)Technology: maximizing computing power and algorithmic accuracy to
collect, analyze, link and compare large sets of data. (2) Analysis: drawing on large
data sets to identify models in order to make economic, social, technical and legal
claims. (3) Mythology: the widespread belief that large data sets offer a superior
form of intelligence and knowledge that can generate insights that were previously
impossible, with the aura of truth, objectivity and accuracy.[37]

The most common approach to defining Big Data is the notion of ‘V’. Big Data
in terms of 3Vs[38] [39] [40] [41]: volume or the large amount of data consuming a huge
amount of data or involving a large number of records; velocity, which is the fre-
quency or speed of data generation and the frequency of data transmission; and
variety, to highlight the fact that data is generated from a wide variety of sources
and formats, and contains multidimensional data fields that include structured and
unstructured data.[41] Another ‘V’, value, is includedto highlight the importance of
extracting economic benefits from available Big Data, which introduced a fifth di-
mension, veracity, to highlight the importance of data quality and the level of trust
in various data sources.[42] [43] [44]
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Figure 3.1. Dimensions of Big Data[]52]

These dimensions are described below:
Volume: Refers to the size of Big Data, which is in the order of terabytes to

petabytes and above, which is manipulated and analyzed by companies to achieve
the desired results. The volume of data used to play an important role in storage
and processing. However, the problem of storage capacity has become less pressing
due to the rapid advancement of storage technologies and falling prices per gigabyte.
Modern storage technologies enable users to implement cost-effective storage solu-
tions for internal deployments. In addition, organizations can also outsource their
storage needs. Data volume, however, plays an important role in processing consid-
erations because data volumes have increased faster than the computing power of
processing systems.

Velocity: Refers to the rate of data generation and the speed of analysis and
intervention. The diffusion of digital devices such as smartphones and sensors has
led to an enormous rate of data creation and is leading to an increasing need for
real-time analysis and evidence-based planning.

Variety: Represents the type of data stored, analyzed and used. Variety refers
to different types of data such as structured, semi-structured and unstructured data.
The data available in spreadsheets or relational databases in the form of tabular data
are structured. Images, audio, video, video, text, chat messages are not structured.
Extensible Markup Language (XML), text language used for data exchange on the
web is semi-structured.[45] From an analytical point of view, data variety could
be considered the biggest obstacle to the effective use of large volumes of data
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due to incompatible data formats, misaligned data structures and inconsistent data
semantics that make all this data unreadable by all users accessing it and allow you
to create ambiguous results.

Veracity: Refers to the unreliability inherent in some data sources. The need to
address inaccurate and uncertain data is another aspect of large data, which could
be managed using tools and analyses developed for the management and extraction
of uncertain data.

Value: Refers to the quality of stored data and its further use. Data received
in its original form usually has a low value compared to its volume, but this value
can be extracted by analyzing these huge volumes of data.

SAS has introduced two additional Big Data dimensions, variability and com-
plexity:

Variability: Variability refers to the variation of data rates. Often, the great
speed of the data is inconsistent and has periodic peaks and troughs.

Complexity: Complexity refers to the fact that large data are generated through
a myriad of sources. This imposes a critical challenge: the need to connect, compare,
compare, purify and transform data received from different sources.

There are no universal benchmarks for volume, variety and speed that define Big
Data. The limits that define the limits depend on the size, sector and location of the
company and these limits evolve over time. It is also important that these dimensions
are not independent of each other. When one dimension changes, another dimension
also changes. However, there is a ‘three-V turning point’ for each company beyond
which traditional data management and analysis technologies become inadequate to
achieve timely intelligence. The three-V tipping point is the threshold beyond which
companies start dealing with Big Data. Companies should therefore compensate the
future value expected from Big Data technologies with implementation costs.[46]

Large data are aggregated from internal and external data sources which we
should verify for reliability. Large data can also be dirty (inaccurate, improper or
incomplete), so this should be considered to build a strategy for cleaning dirty data,
for example, when it should be cleaned or not. Sometimes we need to analyze the
streaming data in real time, which involves many complexities about storage and
processing.

Big Data also refers to the way information is handled. To store and process
large amounts of data you need a set of tools that can explore and sort large volumes
of data. The methods of sorting and processing data differ from one type of data to
another.

Data analytics is about extracting knowledge and insights from Big Data. Big
Data has no value if it cannot be used to obtain information for decision making.
Thus, there is a need to process the huge volume of rapidly evolving diversified
data into something that is meaningful to extract insights. The overall method
of processing Big Data to obtain insight is divided into five stages in which each
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stage has two main sub-processes: Big Data management (acquisition, storage and
preparation of data for analysis) and Big Data Analytics (analysis and acquisition of
intelligence from data). The first stage concerns the identification of the databases
that will enable the structured data set to be analyzed and stored in the data
warehouse. The second stage is the way to form the data set stored in the data
warehouse, which will be used to perform the analysis through the data processing
and to generate knowledge to be discovered in the databases. This stage requires
the use of a concept known as Extract, Transform and Load (ETL). The third stage
is the construction of the data warehouse. So, once we have it, the fourth stage is
to perform data analysis. The fifth and final stage is to make decisions that support
the business process based on the information obtained from the data (quantitative
aspect) and the experience of the decision-makers (qualitative aspect). The analysis
of large data can have two perspectives: decision oriented which is also traditional
business intelligence where we analyze selective sub-sets and representations of large
data sources and then we try to apply the results obtained to make business decisions
and action oriented used for a rapid response, when some specific types of data or
models are detected and some actions are necessary.[47]
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3.1 Characteristics of Big Data
In this paragraph we will describe the main characteristics of Big Data.

3.1.1 Quality vs Quantity
An emerging challenge for large data users is quantity vs quality. Users acquire and
have access to more data, but often want even more because they believe that, with
sufficient data, they will be able to perfectly explain any phenomenon of interest
to them. On the contrary, a large data user can concentrate on quality, which
means not having all the data available, but having a very large amount of high
quality data that can be used to draw precise and high value conclusions.[48] The
data that is stored is not always totally useful or is not already ordered. To become
useful, the data must be ordered so that it can be analyzed later and can be of
any value. Sorting and cleaning data is a difficult challenge, so companies usually
hire people who have the skills to manipulate the data that managers and managers
will use further. Lack of Big Data sorting skills is likely to lead to wrong results.
There is another problem: data quality. To achieve this, the architecture of the
source that collects the data must be able to sort it logically, in a way that is
understandable to the software that orders it. Various data characteristics can
affect data quality, such as completeness, accuracy and timeliness. Completeness
refers to missing values in the data. Data without missing values are complete.
Characteristics such as unavailability or imperceptibility can cause missing values
in the data. Data accuracy refers to the precision with which data are expressed.[49]

3.1.2 Speed
Time-to-information is critical when considering near real-time processes that gener-
ate almost continuous data. Data rate has two components: inflow rate and outflow
rate. The data rate indicates the data acquisition rate or the maximum speed of
the input channel. The data flow rate indicates the data output rate from a system
or the maximum speed of the output channel. Data rate is usually measured in bits
or bytes per second.[49 Different data types may require different data rates.

3.1.3 Privacy and Security
Privacy and security have many implications and affect both individuals and busi-
nesses. Individuals have the right to control information that may be disclosed
about them. This information can be used by companies to develop their marketing
strategies and extend their services. Individual privacy is still a sensitive issue that
can only be resolved by allowing people to choose which information about them to
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disclose or not. For companies, the privacy issue is more related to the sensitive data
they work with. Companies can store their information on cloud systems, in-house
systems or a hybrid solution. Data storage on cloud systems is more cost-effective
for businesses in terms of the cost and speed of processing the operations required.
Data security still remains an important issue here, and to address this issue, some
companies choose to build their own infrastructure to store and manipulate the
data they hold. For smaller businesses this may be a solution, but in most cases
the costs are high. In addition, maintaining this type of system requires trained
staff and the more the company grows, the more it will need to be added to the
infrastructure. The only advantage of this solution is privacy. Information sharing
is one of the most valuable features of development. Every person and every com-
pany has a large amount of information at their disposal that they can use for their
own purposes. As far as people are concerned, there is a difference between what
is personal and what can be made public. The question of what is personal and
what is public lies primarily in the point of view of the services they use. As far as
companies are concerned, the reason why they don’t want to share their Big Data
warehouse is more related to their competitiveness and the sensitive data they have
at their disposal. Otherwise, if this line of demarcation is crossed, each company
will have more data that it can analyze to obtain more accurate results and better
planning is possible. If companies share the information in their possession on the
current market situation and on possible customers and approach strategies, the
degree of development will be drastically reduced and they will start to focus on
how to maintain their current customers. A more transparent representation of the
current information a company holds will benefit everyone. In this way, the type of
information and the way in which it is structured can help the further development
of software systems that can be standardized and can work with all types of data
imported from various sources.[50]

3.1.4 Sensitivity
Data sensitivity is crucial for most organizations. It expresses whether the data
contains sensitive information such as personal information, confidential inside in-
formation, confidential information, non-disclosure information, etc., or whether it
is not sensitive. Sensitivity determines the requirements for data processing. If
the data contains personally identifiable information, organizations must comply
with regulatory requirements. Similarly, if the data contains confidential internal
information such as internal know-how or financial data, it is in the interest of the
organization to adequately protect it from external exposure and compromise. Such
data must be stored within the company and not on external cloud providers. In
addition, its internal exposure must be protected by measures such as encryption
and its access must be limited only to relevant members of the organization.[49]
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3.1.5 Diversity
Data diversity refers to the spectrum of different types of elements within the data.
The data can be of various types such as audio, video or multimedia data, text
data, location data, time data, etc.. Different types of data generally require differ-
ent management and impose different requirements in terms of allocation capacity,
processing speed and other issues. Data diversity may or may not be advantageous
in different cases, because data diversity adds wealth, but also adds complexity to
processing and maintenance.[49]
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3.2 Big Data types
Big Data consists of structured, semi-structured and unstructured data as shown in
figure 3.2.

Figure 3.2. Types of Big Data[52]

This is referred as structural heterogeneity in Big Data. Data structure un-
derlines the degree of data organization. Structured data has a high degree of
organization, whereas unstructured data lacks sufficient degree of organization. Un-
structured data is more suitable for human processing-for instance, text document or
e-mail. Structured data is suitable for machine processing. Structured data can be
seamlessly included into conventional databases and managed with database tools.
Unstructured data is generally more difficult to process since it usually requires
pre-processing before conventional tools can process it. Only 5% of existing data is
structured.[51] Structured data is tabular data which exists in the form of relational
database and spreadsheets. Data having no particular format, schema or structure
is said to be unstructured, it can be in any form such as text, audio, images and
video for examples, word files, PDF files, content of blogs, forums, tweets, emails,
web pages, audio files, video files, images etc. Major contributors to unstructured
data are social networks and sensors. In between structured and structured data,
there exist semi-structured data which has no strict standard for example Exten-
sible Markup Language (XML) files, web logs, sensor logs etc. Unstructured data
adds complicacy to the analytics process but in order to have a competitive advan-
tage over other organizations, the potential information locked in unstructured data
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needs to be extracted by organizations. The real value of unstructured data can be
leveraged by deconstructing it and converting it into semi-structured content which
can be used to gain insights.[52] For decision making, the decision makers cannot
rely completely on structured data because they would miss the vast amount of
information available on the open source unstructured web content.[51] For predic-
tive analytics, both structured and unstructured data are required. Without their
integration and analysis, a complete picture cannot be obtained. A wealth of infor-
mation is stored in unstructured data which if leveraged properly can make a big
difference to business. One major challenge in unstructured data analytics is that
unstructured data is noisy, so it needs to be cleaned first and then it is analyzed
and integrated with structured data.[53]

Figure 3.3. Business Intelligence Data Framework for Structured
and Unstructured Data[19]

Figure 3.3 shows a framework that integrates the structured and semi-structured
data required for Business Intelligence. Semi-structured data are equally important,
if not more, as structured data for taking action by planners and decision makers.
Another implication is that the process of acquisition, cleanup, and integration ap-
plies for both structured and semi-structured data. To create valued information,
the integrated data are searched, analyzed, and delivered to the decision maker.
In the case of structured data, analysts use Enterprise Resource Planning (ERP)
systems, ETL tools, data warehouses, data-mining tools, and on-line analytical pro-
cessing tools. But a different and less sophisticated set of analytic tools is currently
required to deal with semi-structured data.[19]
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Structured and semi-structured data types can be further segmented by looking
at the internal and external data sources of the organization.[19] These two dimen-
sions,data type and data source,are illustrated in Figure 3.4. The transition between
structured and semi-structured data types and between internal and external data
sources is not defined severely.

Figure 3.4. Data Type/Source Matrix[19]

Since it must deal with both structured and semi-structured data simultaneously,
Business Intelligence’s data architecture is business rather than technically oriented.
While technical data architectures focus on hardware, middleware, and DBMSs, BI
data architecture focuses on standards, metadata, business rules, and policies.[54]

Figure 3.5. Architecture for Structured Data[19]

Typical Business Intelligence architecture for structured data centers on a data
warehouse. The data are extracted from operational systems and distributed using
Internet browser technologies (Figure 3.6). The specific data needed for Business
Intelligence are downloaded to a data mart used by planners and executives. Outputs
are acquired from routine push of data from the data mart and from response to
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inquiries from Web users and OLAP analysts. The outputs can take several forms
including exception reports, routine reports, and responses to specific request. The
outputs are sent whenever parameters are outside pre-specified bounds.[19]

Figure 3.6. Architecture components for Structured Data[19]

Business Intelligence architecture for unstructured data (Figure 3.7) includes
business function model, business process model, business data model, application
inventory, and meta data repository.[54]
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Figure 3.7. Architecture for Unstructured Data[19]

Figure 3.8 describes the five components.

Figure 3.8. Architecture components for Unstructured Data[19]
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3.3 Technologies

To obtain good insights and mine the amplitude of information that Big Data make
available, users had to develop tools capable of creating the expected results. A com-
mon implementation that handles Big Data is MapReduce. MapReduce consists of
two things: mapping and reducing. Mapping a certain dataset means to restructure
it into a different set of values. Reducing is a process that takes several mapped
outputs and forms a smaller set of tuples. The most popular technology that is
able to mine and sort data is Hadoop. Being open source software, Hadoop is the
most implemented solution for handling Big Data. It has enough flexibility to work
with multiple data sources, or even assemble multiple systems to be able to do large
scale processing. Hadoop also use HDFS (Hadoop Distributed File System) that has
the role to split data into smaller blocks and distribute it throughout the cluster.
Large companies use Hadoop as a starting point in order to deploy other solutions.
DB2 from IBM is a fast and solid data manipulating system. It has feature that
reduces the cost of administration by doing an automated process that increases
storage efficiency and improves performance.[50] Oracle, on the other hand, comes
with a complete system solution for companies. It starts from the basic ideas of Big
Data sources, which can be traditional data generated by ERP systems, sensor data
and social data, defined by the feedback that the company receives from customers
and other sources. The solution given by Oracle is to create a system from top to
bottom, based on NoSQL. A NoSQL database is capable of handling various types
of data that traditional relational databases are unable to handle and lose data con-
sistency. NoSQL derives from ‘Not only SQL’, which means that it allows regular
SQL queries to be executed. Oracle’s solution is presented in 4 steps: Acquire, Or-
ganize, Analyze and Decide.[55] All the steps combine different solutions like HDFS,
NoSQL, Oracle Big Data connectors and Cloudera CDH. CDH or Cloudera’s Dis-
tribution Including Apache Hadoop, offers batch processing using MapReduce and
HDFS, interactive SQL which allows users to execute SQL queries and interactive
search.[56] All these key features that Cloudera offers are solutions that allow users
to navigate through clusters and retrieve data that they need. SAS offers multiple
solutions to overcome Big Data mining and analysis. It also tries to cover all that
is necessary for a company to create value from stored data. One solution is SAS
DataFlux which is a data management solution that can provide users the right
tools for integrating data, mastering data and data quality. It also allows access
and use of data across company and also provides a unified set of policies in order to
maintain data quality. SAS also provides high-performance analytics solution that
is providing the company good insights from analyzing data in a structured, easy to
read, report. This is basically one of the main goals when working with Big Data,
to get best insights from quality data. Also SAS provides analytics solution that is
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based on a drag-and-drop system which can provide easy to understand and cus-
tomized reports and charts. SAS is more oriented in providing software solutions to
help companies benefit from data that they have stored.[57] The problem of handling
Big Data, it also has a great impact over hardware systems and their capability of
processing. So, the two of them, software and hardware solutions, create a complete
Big Data system that can be viable and will produce the expected outcome.

3.3.1 Hadoop System
Hadoop is the name of a software system developed to process Big Data. It is open
source software written in a high level programming language (Java) and the source
code is freely available for download from the Internet. The development of Hadoop
was funded by Apache Software Foundation. Hadoop system is designed to be used
with large clusters of commodity processors each with both local main memory and
large secondary memory, normally disks. It consists of two major parts: one part
for storing files to be processed and the other to process in parallel the data stored
in these files. They are called Hadoop Distributed File System and MapReduce
respectively.[58]

3.3.2 Hadoop Distributed File System (HDFS)
HDFS is designed to store large files in which data is written once and read many
times. Files are split and stored as 64 bytes or 128 bytes blocks. Three sets of blocks
of the same file are stored in three different computers, which may be in different
racks, to tolerate faults. The HDFS system works in a master-slave mode.[58] The
master process is executed in a node (a computer) called name node which maintains
information about files so that it has a global view of the file system. If the name
node fails, the whole system will stop functioning. The slave nodes, called data
nodes, obey commands sent by the name node on data blocks stored locally. HDFS
is used to store both input and output of MapReduce jobs and intermediate data if
any.

3.3.3 MapReduce
MapReduce processes data stored in HDFS in parallel. The fundamental concept
of MapReduce is to divide problems into two parts: a map function that processes
source data into sufficient statistics and a reduce function that merges all sufficient
statistics into a final answer. The map tasks and reduce tasks can both be run in par-
allel, but reduce has to follow map run to combine the results of the map phases.[59]

MapReduce provides the fastest, most cost-effective and most scalable mechanism
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for returning results. Today, most of the leading technologies for managing Big Data
are developed on MapReduce.

3.3.4 Implementation of MapReduce in Hadoop
There are two types of processes which control users’ programs in Hadoop. One
is called a job tracker that runs on the master node and the other is called a task
tracker that runs on slave nodes. The job tracker splits a job submitted to the
system into map tasks and reduce tasks. These are scheduled to task trackers. The
scheduler tries to assign map tasks close to the node where the requisite data is
located. The job tracker monitors the tasks that run on slave nodes. When a task
tracker has no work to do, the job tracker picks a new task from the queue and
assigns it to that task tracker. When a reduce task is to be performed it is assigned
to a task tracker which has completed the appropriate map task. The job tracker
waits for a response from a task tracker, called a heart-beat signal, before any more
tasks are assigned to it. Due to the fact that inexpensive nodes are used as task
trackers in the cluster, there is high probability that one of them would fail. Thus,
there must be a mechanism to handle a failed task tracker. The system does it by
transferring a task assigned to a failed Task tracker to a healthy node. The fact
that a node has failed is detected by the job tracker if it does not receive a task
completion signal from the task tracker to which it had assigned the task. If a task
tracker, for some reason, performs an assigned task slowly, the run time system of
Hadoop sends the same task to another node, called a Backup task. The job tracker
takes the results from the task tracker which finishes first and aborts the other. The
complexity of fault handling is hidden from the user.[58]

Figure 3.9. MapReduce in Hadoop[88]
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3.4 Big Data Analytics
Big Data Analytics reflect the challenges of data that are too vast, too unstructured,
and too fast moving to be managed by traditional methods.[59] Organizations now
routinely generate data of unprecedented scope and complexity. Analytics has be-
come vital to realize the full value of Big Data to improve the companies’ business
performance and increase their market share. The tools available to handle the vol-
ume, velocity, and variety of Big Data have improved a lot over the years and in
general are not prohibitively expensive, and much of the software is open source.
We define Big Data Analytics as technologies (database and data mining tools) and
techniques (analytical methods) that a company use to analyze large scale, com-
plex data for various applications intended to leverage its performance in various
dimensions. Big Data Analytics is the process of collecting, storing and analyzing
huge volumes of high velocity diverse data to extract hidden patterns and meaning-
ful insights. Its output can be used for optimize the decision making by providing
meaningful insight. Big Data Analytics can help in making discovery and research
in various areas such as space science or medicines, in analyzing various trends to
make predictions, in predicting customer demand, in making future predictions for
sales etc. Big Data Analytics enables organizations to create real-time intelligence
from Big Data.[52] Devices such as smartphones and sensors have accelerated the
rate of growth of data generation and the need of real-time analytics.

The process of extracting information and insights from Big Data can be di-
vided into five stages.[60] The first stage is the identification of the database with
the acquisition and recording of data that will allow the structured data set to be
analyzed and stored in the data warehouse. The second stage is the way of form-
ing the data set (stored in the data warehouse), which will be used to generate
knowledge discovering in databases (KDD). This stage requires the use of a concept
known as extract, transform, and load. The third stage is integration, aggregation
and representation to build the data warehouse. Once we have it, the fourth stage
is modeling and analysis. Finally the fifth stage is the interpretation of the output
by making decisions based on the information obtained from the data (quantitative
aspect) and the experience of the decision makers (qualitative aspect). These five
stages form two main sub-processes: data management and analytics. Data man-
agement involves processes and supporting technologies to acquire and store data
and to prepare and retrieve it for analysis. Analytics, on the other hand, refers to
techniques used to analyze and acquire intelligence from big data.
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Figure 3.10. Processes for extracting insights from Big Data[46]

3.4.1 Big Data Analytics Categories
Analytics can further be categorized into Descriptive Analytics, Predictive Analyt-
ics, Exploratory or Discovery Analytics and Prescriptive Analytics.[52]

• Descriptive Analytics is connected with Business Intelligence and is based
on historical data.[58] Practically it tells what happened in the past and what
is happening in the present in an understandable form. Data gathered is orga-
nized as bar charts, graphs, pie charts, maps, scatter diagrams, etc., for easy
visualization which gives insight into what the data implies. A typical exam-
ple of descriptive analytics is presentation of population census data which
classifies population across a country by sex, age groups, education, income,
population density and similar parameters.

• Predictive Analytics uses statistical data and is meant for making predic-
tions for future scope based on the data.[58] Predictive Analytics is the use of
past/historical data to predict and to forecast on future trends. This analysis
uses of the statistical models and machine learning algorithms to identify pat-
terns and learn from historical data. Predictive Analysis can also be defined as
a process that uses machine learning to analyze data and make predictions.[59]

It extrapolates from available data and tells what is expected to happen in
the near future. The tools used for extrapolation are time series analysis using
statistical methods, neural networks, and machine learning algorithms. One
major use of predictive analytics is in marketing by comprehending customers’
needs and preferences.

• Exploratoryor Discovery Analytics finds unexpected relationships among
parameters in collections of Big Data. Collection of data from a variety of
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sources and analyzing them provides additional opportunities for insights and
serendipitous discovery.[58] One of the major applications is discovering pat-
terns in customers’ behaviour by companies using their feedback, tweets, blogs,
Facebook data, emails, sales trend etc..

• Prescriptive Analytics is used to find out the optimized solution for the
concerned problem having a set of constraints.[61] This identifies, based on
data gathered, opportunities to optimize solutions to existing problems. In
other words, the analysis tells us what to do to achieve a goal. One of the
common uses is in airlines’ pricing of seats based on historical data of travel
patterns, popular origins and destinations, major events, holidays, etc., to
maximize profit.[58]

Handling heterogeneity in Big Data Analytics is difficult due to heterogeneity,
complexities arise in Big Data Analytics because of other factors as well such as noise
accumulation, spurious correlations, scale etc.. A sample of data set is selected and
relationships are found out of the sample. The conclusion is then generalized to the
entire population but in case of Big Data, the sample is massive and represents the
entire population.[52]
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3.5 Big Data Analytics Techniques

In the following section we are going to discuss some of the relevant techniques for
analyzing Big Data (structured and unstructured):

3.5.1 Text Analytics

It refers to the techniques used for extracting or retrieving information or insights
from text based data such as emails, documents, advertisements, forums, blogs,
news content, social network content, website content, call center logs, customer
comments and reviews, tweets etc. It involves statistical analysis, computational lin-
guistics and machine learning.[52] Text analytics enables to gain meaningful insights
to support decision making in businesses. There are various methods to approach
text analytics; Information Extraction or IE techniques convert unstructured text
into structured content. Information extraction processes have two sub tasks namely
entity recognition and relation extraction.[62] ER or Entity Recognition finds name
information in text data and classifies the information into categories. RE or Rela-
tion Extraction finds and retrieves the semantic relationships between entities such
as persons, company, etc from the text data. Another method used in text analytics
is text summarization.[63] Text Summarization enables to produce a summary from
a single or multiple text sources. There are two different approaches to the sum-
marization methods, extractive approach and abstractive approach. The Extractive
approach creates summary by extracting original text units or sentences from the
source document. This approach requires no understanding of the document. On the
other hand, the Abstractive approach extracts semantic information from the doc-
ument. The summaries generated by this approach do not contain the original text
units necessarily. This approach uses advanced Natural Language Processing Tech-
niques or NLP techniques to analyze the text and produce the summary. Another
method is the Question Answering techniques or QA techniques which provide an-
swers to questions formulated in natural language. This kind of systems are usually
applied in various fields such as finance, academics, healthcare and marketing. They
are based on complex natural language processing techniques. Question answering
techniques have three different approaches: information retrieval, knowledge-based,
hybrid.[52] In the Information Retrieval or IR approach, first there is a processing
of the questions to create an appropriate query from the question, then there is a
processing of the documents to extract the relevant pre-written content from the
existing documents, after that there is the processing of the answers to retrieve the
candidate answers which are ranked and the answer at the top of the ranking is
returned as a solution or output. The knowledge-based approach produces the se-
mantic information of the question and then is used for querying. This approach is
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suitable for restricted domains without large volumes of pre-written content. The hy-
brid approach semantically analyzes questions using the Knowledge-based approach
while the Information Retrieval approach generates candidate solutions. Sentiment
Analysis or Opinion Mining methods are those that analyze opinionated texts that
consist of opinions or points of view of people towards entities such as individuals,
products, brands, companies or events.[64] It is applied in areas such as market-
ing, political and social sciences and finance. Sentiment analysis is performed at
the document, sentence and appearance levels.[52] The techniques at the document
level deduct whether there is a positive or negative feeling about a single entity
throughout the entire document. In techniques at sentence level, the single feeling
is determined by the sentence size. This is more complicated than document-level
techniques. Aspect-based techniques determine all the entity-specific feelings about
the different aspects of the entity in the document. This is useful when customers’
opinions about different product characteristics are examined.

Figure 3.11. Text Analytics[89]

3.5.2 Audio Analytics
It is the process of analyzing and extracting or retrieving information from un-
structured audio content or data. It is known as Speech Analytics when applied to
human speech. It is implemented in areas such as customer call centers to analyze
the content of recorded customer calls and healthcare where is useful for diagnosing
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and treating diseases that affect patients’ communication patterns such as depres-
sion, cancer and schizophrenia.[65] There are two approaches to language analysis:
the transcript approach and the phonetic approach. The Transcript approach, also
known as the Large Vocabulary Continuous Speech Recognition (LVCSR) approach,
is further divided into two phases: indexing and searching. In the Indexing phase,
Automatic Speech Recognition (ASR) algorithms are used to match sounds with
words that are identified with the help of a predefined dictionary. If the system fails
to do so, the closest word is returned. The output of this system is a file containing
the sequence of words spoken in the speech. In the Searching phase, standard text-
based methods are implemented to find the search term. The Phonetic approach
works with sounds or phonemes that help to distinguish one word from another. This
approach can also be further divided into two phases which are phonetic indexing
and searching. In the Indexing phase, the input speech is translated into a sequence
of phonemes. In the Searching phase, search terms are phonetically represented by
searching for the result obtained from the previous phase.[52]

Figure 3.12. Audio Analytics[90]

3.5.3 Video Analytics
It is the process of monitoring, analyzing and acquisition of significant insights from
the video streams. It is also called Video Content Analysis (VCA)[66]. There are
techniques for processing real-time and pre-recorded video. The main contributors
to the video data are Closed-Circuit Television (CCTV) cameras and video shar-
ing websites such as YouTube. One of the main challenges in video analysis is the
huge size of video data. Over two thousand pages of text data equals one second of
high-definition (HD) video.[3] The high volume of video content is a challenge, but
also an opportunity with the help of large data technologies. Intelligence can be
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gained from thousands of hours of video content. Video analysis has been applied
in areas such as automated security, monitoring and surveillance systems to detect
violations, identify thefts, detect waste areas, control suspicious activities or objects
left unattended. When such activities are detected, security agents can be alerted
in real time or the necessary automatic actions can be taken, such as turning on
audible alarms, blocking doors or turning on lights. Work-based surveillance sys-
tems are expensive and less effective than automatic systems.[67] The content of the
CCTV cameras located at the point of sale can be analyzed to extract information.
This information can help improve marketing and operations management. Another
video analytics application is Automatic Video Indexing and Retrieval for easy video
search and retrieval. For video search and retrieval, there is a metadata-based ap-
proach in which relational database management systems are used. In the approach
of soundtracks and transcripts, video indexing can be performed by applying audio
analysis and text analysis. There are two different approaches to system architec-
ture in video analysis: server-based architecture and edge-based architecture.[68] In
the server-based architecture, a centralized server performs video analysis on the
video captured by each camera. The limit to this approach is that the bandwidth
is limited and therefore the videos are compressed by reducing the image resolution
and frame rate. And therefore, the accuracy of the analysis is compromised due to
the loss of information. But maintenance is easier in this approach and also pro-
vides economies of scale. In edge-based architecture, video analysis is applied to
video content captured by the camera locally. In this approach there is no loss of
information and content analysis is more effective. The maintenance of such systems
is expensive and the processing power is lower than with server-based systems.
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Figure 3.13. Video Analytics[91]

3.5.4 Social Media Analytics
It is the analysis of structured and unstructured content of social media channels
such as social networks, social news, blogs, micro blogs, media sharing, wikis, social
bookmarking, question and answer sites and review sites.[69] Many mobile appli-
cations also facilitate social interactions and are therefore social media channels.
Social media research is carried out in various disciplines such as psychology, so-
ciology, computer science, mathematics, economics, physics and anthropology. In
recent years, the results of social media analysis have been useful for marketing due
to the widespread adoption of social media by users worldwide.[70] In social media,
the two sources of information are content (images, audio, customer feedback, prod-
uct reviews, videos, bookmarks, bookmarks, feelings, etc.) generated by users and
the relationships between network entities (people, organizations, products, etc.).
Social media analysis can be divided into two parts: content based analysis and
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structure based analysis.[71] In content-based analysis, the analysis is performed on
content published by users on social media platforms. Such content is large in vol-
ume, unstructured, noisy and dynamic. To extract insights from these data, text,
audio and video analysis techniques can be applied. The challenges of data pro-
cessing are faced by large data technologies. In structure-based analysis, the focus
is on the structural attributes of social networks. Intuitions are extracted from the
relationships of entities. A social network is represented by a graph consisting of
a set of nodes representing the participants and a set of borders representing the
relationships between the entities or participants. Network charts can be further
categorized into two types of charts: Social charts and Activity charts.[72] In social
charts, borders represent the existence of bonds of friendship between the respective
entities. Communities or hubs may be determined by such data. In activity net-
works, the actual interactions between entities are represented by borders. There is
an exchange of information between related entities, such as preferences and com-
ments. Activity charts are more preferable than social charts from an analytical
point of view because active relationships are more informative. Community detec-
tion or discovery is a technique that extracts the implicit communities of a network.
Communities are subnets in which entities interact more with each other than with
the entire network. Behavioural patterns and network properties can be extracted
from such data. It has various application areas such as marketing and the World
Wide Web (WWW).[73] It is useful for developing better product recommendation
systems. Social influence analysis analyses the influence of entities and connections
in a social network. It is based on the assumption that the behaviour of one entity
or participant is influenced or influenced by others. These data give an idea of the
influence of the actors, the strength of the connections and the patterns of influ-
ence in the network. This technique is useful in marketing to increase awareness
of brands and products and their adoption. Link Prediction is a technique that
predicts possible future links between existing entities in the social network.[71] A
social network continues to grow over time and new edges and nodes continue to add
up. The goal is to understand and predict possible interactions, collaborations or
influences between social network participants over a given period of time. Through
link forecasts, recommendation systems such as Facebook’s ‘People You May Know’,
YouTube’s ‘Recommended for You’ and Netflix and Amazon’s reccomendation en-
gines are developed.
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Figure 3.14. Social Media Analytics[92]

3.5.5 Predictive Analytics
Predictive analysis includes a variety of techniques that predict future results based
on historical and current data. In practice, predictive analysis can be applied to
almost all disciplines, from predicting the failure of jet engines based on the flow
of data from several thousand sensors, to predicting customers’ next moves based
on what they buy, when they buy, and even what they say on social media. At
its core, predictive analysis seeks to discover patterns and capture relationships in
data. Predictive analysis techniques are divided into two groups. Some techniques,
such as moving averages, attempt to discover historical models in result variables
and extract them into the future. Others, such as linear regression, aim to capture
the interdependencies between result variables and explanatory variables, and use
them to make predictions. Based on the methodology below, techniques can also
be categorized into two groups: regression techniques (multinomial logit models)
and machine learning techniques (neural networks). Another classification is based
on the type of result variables: techniques such as linear regression address contin-
uous result variables, while others such as random forests are applied to discrete

58



3.5 – Big Data Analytics Techniques

result variables. Predictive analysis techniques are mainly based on static methods.
Several factors require the development of new statistical methods for large data.
First, conventional statistical methods are rooted in statistical significance: a small
sample is obtained from the population and the result is compared with the case to
examine the significance of a particular relationship. The conclusion is then gener-
alized to the whole population. On the contrary, large data samples are massive and
represent most, if not all, of the population. Consequently, the concept of statistical
significance is not so relevant for large data. Secondly, in terms of computational
efficiency, many conventional methods for small samples are not able to scale up to
large data. The third factor corresponds to the distinctive characteristics inherent in
large data: heterogeneity, noise accumulation, spurious correlations and accidental
endogeneity.[46]

Figure 3.15. Predictive Analytics[93]
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Chapter 4

Data Science

Data science is a blend of various tools, algorithm development, and machine learn-
ing in order to extract knowledge and insights from the raw data to solve analytically
complex problems with data and generate business value.[74] Data Scientists, with
data exploration, try to understand hidden patterns or characteristics within the
data such as trends, inferences and complex behaviors to help companies make bet-
ter business decisions. They use quantitative techniques such as inferential models
or time series forecasting to deeply analyze the data in order to understand what
data are saying. Data science enables the creation of data products. A ‘data prod-
uct’ is a technical asset that: (1) utilizes data as input, and (2) processes that data
to return algorithmically-generated results. The classic example of a data prod-
uct is a recommendation engine, which ingests user data, and makes personalized
recommendations based on that data. Some examples of data products are Ama-
zon’s recommendation engines suggest items for you to buy, determined by their
algorithms. Netflix recommends movies to you. Spotify recommends music to you.
Gmail’s spam filter is data product, an algorithm behind the scenes processes in-
coming mail and determines if a message is junk or not. Computer vision used
for self-driving cars is also data product, machine learning algorithms are able to
recognize traffic lights, other cars on the road, pedestrians, etc. A data product is
different from a data insight which provide advices to the executives to support the
decision making. A data product is a technical function that encapsulates an algo-
rithm and is designed to integrate directly into core applications.[74] Data science is
a blend of skills in three major areas:
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Figure 4.1. Data Science Skills

4.1 Data Science to make predictions
Data Science is mainly used to make decisions and forecasts using causal predic-
tive analysis, prescriptive analysis (predictive plus decision science) and machine
learning.[75]

• Causal Predictive Analysis: If you want a model that can predict the
possibilities of a particular future event, you must apply predictive causal
analysis. For instance, if you are providing money on credit, then the likelihood
that customers will make future credit payments on time is a matter of concern
to you. Here, you can build a model that can perform predictive analysis on
the history of customer payments to predict whether future payments will be
on time or not.

• Predictive analysis: If you want a model that has the intelligence to make
your own decisions and the ability to modify it with dynamic parameters, a
prescriptive analysis is certainly needed. This relatively new field consists of
providing advice. In other words, it not only predicts but suggests a series of
prescribed actions and associated results. The best example for this is Google’s
self-guidance. Data collected from vehicles can be used to train cars that drive
alone. You can run algorithms on this data to bring intelligence. This will
allow your car to make decisions such as when to turn, what path to take,
when to slow down or accelerate.
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Machine Learning is a term closely associated with Data Science. It refers to a
wide class of methods that revolve around data modeling to (1) make predictions
algorithmically and (2) algorithmically decipher data models.

• Machine Learning to make predictions: If you have transactional data
from a financial company and you need to build a model to determine the
future trend, then machine learning algorithms are the best solution. This is
part of the supervised learning paradigm. It is called supervised because you
already have the data on the basis of which you can train the machines. The
central concept is to use tagged data to train predictive models. Labelled data
means observations where the basic truth is already known. Training models
means automatically characterizing labeled data so that tags for unknown data
points are predicted. For example, a fraud detection model can be trained
using a historical record of fraudulent purchases.

• Machine Learning for model discovery: If you don’t have the parameters
against which you can make predictions, you need to find the models hidden
within the data set in order to make meaningful predictions. This is just
the unsupervised template because you don’t have predefined labels for the
grouping. The most common algorithm used for pattern discovery is Cluster-
ing, which algorithmically detects which are the natural groupings that exist
in a data set. For example, clustering can be used to programmatically learn
the segments of natural customers in a company’s user base.
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4.2 Data Science Lifecycle

Data Science lifecycle consists of six stages: Discovery, Data Preparation, Model
Planning, Model Building, Operationalize and Communicate Results.[75]

Figure 4.2. Data Science Lifecycle[75]

4.2.1 Discovery

Before starting the project, it is important to understand the various specifications,
requirements, priorities and budget required. You must be able to ask the right
questions. Here, assess whether you have the necessary resources in place in terms
of people, technology, time and data to support the project. At this stage, you also
need to frame the business problem and formulate initial assumptions to be tested.
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4.2.2 Data Preparation
At this stage, you need an analytical sandbox where you can perform analysis
throughout the project. You need to explore, pre-process and condition the data
before modeling. In addition, you will run the ETL to get the data in the sandbox.
You can use R for cleaning, transforming and displaying data. This will help you lo-
cate outliers and establish a relationship between variables. Once you have cleaned
and prepared the data, it is time to do exploratory analysis on it.

4.2.3 Model Planning
Here, you determine the methods and techniques for drawing relationships between
variables. These relationships will form the basis for the algorithms that you will
implement in the next step. Exploratory Data Analytics (EDA) will be applied
using various statistical formulas and visualization tools.

Some model planning tools are:

Figure 4.3. Model Planning Tools[75]

• R has a full set of modeling capabilities and provides a good environment for
building interpretive models.

• SQL Analysis services can perform analysis in a database using common data
mining functions and basic predictive models.

• SAS/ACCESS can be used to access data from Hadoop and is used to create
repeatable and reusable model flowcharts. Although many tools are on the
market, but R is the most commonly used tool.
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4.2.4 Model Building
In this step, you will develop data sets for training and experimentation. You will
evaluate whether existing tools are sufficient for modeling or whether a more robust
environment such as fast, parallel processing is needed. Various learning techniques
such as classification, association and clustering will be analyzed to build the model.

The model building can be achieved through the following tools (figure 4.4).

Figure 4.4. Model Building Tools[75]

4.2.5 Operationalize
In this phase, final reports, briefings, code and technical documents are delivered.
In addition, sometimes a pilot project is also implemented in a real-time production
environment. This will provide you with a clear picture of performance and other
related constraints on a small scale before full deployment.

4.2.6 Communicate Results
Now it is important to assess whether you were able to achieve the goal you planned
in the first phase. Then, in the last phase, you identify all the key results, commu-
nicate them to your stakeholders and determine whether the project results are a
success or a failure based on the criteria developed in first stage. The result of the
project is a success or failure.
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4.3 Companies’ Readiness to Data Science
When a company decides to switch to data-driven, first of all, it is important to
understand at what stage of maturity regarding the adoption of data and analytics
companies are in: the crawl stage, the walking stage, or the running stage.[76] The
Crawl stage is where the company is still determining how it wants to use analytics
specifically. They are in the process of identifying which business areas can produce
data to use in this way. The Walking stage is when the company is already dealing
with a data-based business, so there is a need to implement processes and hire
qualified staff. The company is very familiar with data management and analysis,
and the decision-maker team should know what is going on in the company’s business
by simply reading a report that tracks the data. They should be able to look at these
reports and see the things that will help capture the best return on all investments.
The final stage is the Race. At this point, companies can use their insights to
make accurate predictions that lead to business growth. All data that has been
collected and interpreted can now be used to build models or forecasts. The return
on investment that the company will see is enormous. From here on out, the only
ads that the company invests will be the ones that bring the most revenue. This
is where the company’s business has finally reached the data-driven status. The
most important thing is that the company will have to carefully consider how data
science will eventually benefit its organization either in terms of increased revenue
and reduced costs, or in other ways that support its organization’s mission.

To create business value, a company needs not only data, but also the right
technology, talent and culture: new data streams create business opportunities but
at the same time increase ambiguity, noise and complexity. Companies are often
faced with a situation described as data overload, doubts about the process of un-
derstanding and using data in the right business context: in many cases, employees
and teams are not ready to discover, interpret and use data in decision making pro-
cesses. To make sense of the data and systematically leverage valuable insights to
better manage the business, companies also need the right technologies and a strate-
gic program to establish the analytical culture and ensure sufficient willingness to
use the data and insights in real business problems.[77]

The key elements for a successful transition to the analytics culture are data,
technology and mindset. An organization needs as much data as possible, powerful
analytical tools, creative people and the right culture. This will gradually allow
teams to explore, analyze and model data, to inherit a data-driven decision making
approach, to conduct strategic analytic initiatives and data-driven experiences.

We can identify some key factors of readiness that organizations should consider:
strategic, domain, cultural, technological and operational. Ensuring readiness in all
factors is important for organizations that enter the analytic, because many of these
factors can then become important analytics success factors.[78]
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4.3.1 Strategic readiness: making the business case

Companies must first have an idea of what they are trying to measure. Does the
business have a clearly defined use case for the use of analytics? What business
problem are they trying to solve? Connecting analytics to organizational strategy
is crucial to success. Part of the strategic readiness factor is also the willingness to
make investments in analytics, but in such a way that these investments follow a
clearly identified business case. Strategic readiness involves the clear definition of
objectives for analytics, the problems the organization hopes to solve with analytics,
and the type of questions that can and cannot be answered.

4.3.2 Domain readiness: skills, tools and data

Has the organization invested in the infrastructure to easily access and analyze the
data? Has the organization invested in analytical tools and software to enable these
functions? Has the organization invested in training, or recruiting, dedicated staff
who have the technical training and ability to exploit the data? Domain preparation
involves identifying key competency gaps and investing in the required talent. In
addition to new talent, training of existing employees is also required to enable users
to learn new analysis tools and ensure proper use. Domain readiness also involves
understanding the complex landscape of organizational data. In this environment,
multiple sources with multiple properties and data quality issues, data integration
and data governance are abundant. Organizations should have a good understand-
ing of what data is needed to obtain the desired information. Data quality is really
important: to establish a data-based culture, it is necessary to ensure clean, accu-
rate, reliable and active data that reflects all major business activities. Teams need
to be able to trust data and feel confident that they can use it in important data-
based decisions. Lack or limited quality of data can be the only point of failure.
Data engineering teams must ensure that only clean and reliable data is available
to the users. Once identification and scoping have been done, the question of avail-
ability arises: Is the data available and has the organization considered how the
different sources can be integrated? The following is an assessment of the quality of
the data, to ensure consistency and to understand the degree of cleanliness required.
Finally, data governance requires an understanding of ownership and access rights,
especially with sensitive and regulated data such as financial or health data. Beyond
data, investment in the appropriate analytics infrastructure, tools and technologies,
is also needed.
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4.3.3 Cultural readiness: data-based decision making
Is the organization’s leadership ready to make data-based decisions as opposed to
intuition or prejudice? Does the company have internal processes and an appropriate
culture to embrace the insights generated by the analysis team and leverage the
work? In particular, the company has to engage in the use of the analytical results
even if the whole organization is not analytical, which means to use analytics as
the primary driver of decision making. In fact, for many organizations the use
of analytics is a disruptive cultural change that needs to be addressed. Creating
a culture of analytics soon can help organizations become better with analytics.
When there is a ‘culture of analytics’, employees use naturally data and insights to
support their decisions and improve business performance. Teams, look for data to
test their assumptions and evaluate business outcomes. Managers optimize product
and services development efforts by combining multiple signals, quantitative and
qualitative insights.

4.3.4 Operational readiness: planning for analytics
Develop an hypothesis of how the results of the project will generate value to the
organization and define the method for defining that potential value. Proper plan-
ning, timing, budgeting, and clearly defined milestones would make the difference
between success and failure. Two interesting factors fall under the domain of oper-
ational readiness. First, the organization should be ready to measure success and
identify key performance indicators and metrics to evaluate progress towards the
organizational goals with analytics. Second, the organization should develop a clear
dissemination plan, a way to bring analytics insights to those who need them. Fi-
nally, the need to benchmark and collaborate with industry partners in order to
leverage analytics. Learning about best practices and success stories from other
institutions is important.

4.3.5 Technological readiness
The volume and complexity of data requires a stack of advanced technologies, in-
cluding high-performance data stores, reliable and fast data processing pipelines,
powerful analytical models, flexible integration layers and interactive visualization
systems. At the data layer, companies typically use combinations of data ware-
houses, data marts, document stores and distributed file systems. At the modelling
layer, a range of data mining, statistical modelling and machine learning technolo-
gies are typically used to model data, identify trends, patterns and generate insights.
At the exploration and presentation layer, Business Intelligence platforms and vi-
sualization systems provide access to data models and insights, typically trough
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reporting, interactive dashboards or OLAP. As analytical systems become proac-
tive, they will know who, when and how to notify based on events, trends, outliers
and known or newly discovered patterns.
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4.4 Data Scientist Skills
Data Scientist is known as the sexiest job of the 21st century. A Data Scientist re-
quires a mix of multidisciplinary skills including mathematics, statistics, information
technology, communication and business and is responsible for collecting, analyzing
and interpreting large amounts of data to identify ways to help a company improve
operations and decisions and gain a competitive advantage. The role of Data Scien-
tist includes the use of advanced analytics technologies, including machine learning
and predictive modeling, to provide insights that go beyond statistical analysis. In
recent years, the demand for expertise in Data Science has grown significantly as
companies seek to obtain useful information from the amount of structured, unstruc-
tured and semi-structured data. The mix of personality characteristics, experience
and analytics skills required for the role of Data Scientist is considered difficult to
find and, as a result, the demand for qualified Data Scientists has exceeded supply in
recent years. Basic responsibilities include collecting and analyzing data and using
various types of analysis and reporting tools to detect patterns, trends and relation-
ships in data sets. Data Scientists typically work in teams to extract large data to
obtain information that can be used to predict customer behavior and identify risks
and business opportunities. The Data Scientist must be able to communicate how
to use analytics data to guide business decisions that may include changing course,
improving a process or product or creating new services or products. A Data Sci-
entist needs a wide range of skills in the areas of Mathematics and Statistics, which
means being able to view data in a quantitative perspective and propose solutions
that express the correlations within the data in a mathematical way; the area of
Computer Science, which means being able to use technology to manage large data
sets and work with complex algorithms; the area of Business Domain Knowledge,
which means being a tactical business consultant using data insights. In particular,
we can distinguish two classes of skills, Technical and Non-Technical skills.[79]
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Figure 4.5. Data Scientist skills

4.4.1 Non-Technical skills
• Education

Data Scientists are highly qualified - 88% have at least a master’s degree and
46% have a PhD - and developing the depth of knowledge required to be a Data
Scientist usually requires very strong training and educational background.

• Intellectual curiosity
Curiosity is the desire to acquire more knowledge. As a Data Scientist, you
need to be able to ask questions about data, because Data Scientists spend
about 80% of their time discovering and preparing data. This is because the
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field of Data Science is a rapidly evolving field and there is needs to learn more
to keep up with the pace. Curiosity will allow you to sift through the data to
find answers and more insights.

• Business acumen

To become a Data Scientist you need a solid understanding of the industry
you are working in, and know what business problems your company is trying
to solve. In terms of Data Science, being able to discern which problems are
important to solve for your business is critical, as well as identifying new ways
in which your business should exploit its data. To be able to do this, you
need to understand how the problem you solve can have an impact on your
business.

• Communication skills

A Data Scientist must be able to communicate his technical discoveries clearly
and fluently to a non-technical team, such as Marketing or Sales departments.
As a Data Scientist, you need to know how to create a storyline around the
data to make it easy for anyone to understand. When communicating, it is
important to pay attention to the results and values that are embedded in the
analyzed data, because most business owners do not want to know what you
have analyzed, but are interested in how this can have a positive impact on
their business.

• Teamwork

A Data Scientist can’t work alone. He will collaborate with members of his
team to develop use cases in order to know the business goals and data that
will be needed to solve problems. As a Data Scientist you need to know the
right approach to dealing with use cases, the data needed to solve the problem
and how to translate and present the result into what can be easily understood
by everyone involved. You will literally have to work with all the members of
the organization, including your clients.

4.4.2 Technical skills
• R Programming

R is designed specifically for the needs of Data Science. You can use R to solve
any problem you encounter in Data Science. However, R has a steep learning
curve.
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• Python Coding
Python is the most common coding language required in the roles of Data
Science, along with Java, Perl or C/C++. Due to its versatility, Python can
be used for almost all phases of Data Science processes. It can require various
data formats and you can easily import SQL tables into the code.

• Hadoop platform
As a Data Scientist, you may come across a situation where the volume of
data you have exceeds the memory of your system or you need to send data
to different servers, that is where Hadoop comes in. You can use Hadoop to
quickly transmit data at various points in a system. You can also use Hadoop
for data exploration, data filtering, data sampling and synthesis.

• SQL Database/Coding
SQL (structured query language) is a programming language that can help you
perform tasks such as adding, deleting and extracting data from a database. It
can also help you perform analytical functions and transform database struc-
tures. SQL is specifically designed to help you access, communicate and work
with data.

• Apache Spark
It is a framework for Big Data computation just like Hadoop. The only differ-
ence is that Apache Spark is faster than Hadoop. Apache Spark is specifically
designed for Data Science to help it run its complicated algorithm faster. It
also helps the Data Scientist to handle complex unstructured data sets. Apache
Spark makes it possible for Data Scientists to prevent data loss.

• Machine Learning and AI
Artificial intelligence is about systems or machines that imitate human in-
telligence. Often used interchangeably with its subfields, including machine
learning and deep learning, artificial intelligence has become a generic term
for applications that perform complex tasks that once required human input.
Machine Learning is a branch of artificial intelligence focused on building sys-
tems that learn or improve performance based on the data they consume.
Because machine learning models can adapt without being explicitly pro-
grammed, they are ideal for quickly transforming large data sets into highly
accurate predictions of future results.
Deep Learning is an automatic learning technique freely based on the structure
of a biological nervous system. Data is passed through interconnected layers
of nodes, each of which performs an operation before passing the result to the
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next node. Typically used in applications that require complex deductions,
including facial recognition.

• Data Visualization
The data must be translated into an easy-to-understand format. People natu-
rally understand images in the form of charts and graphs more than raw data.
As a Data Scientist, you need to be able to view data with the help of data
visualization tools like ggplot, Matplottlib and Tableau. These tools will help
you convert the complex results of your projects into an easy-to-understand
format. Data visualization gives organizations the opportunity to work di-
rectly with data. They can quickly grasp insights that will help them act on
new business opportunities and keep up with the competition.
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4.5 Data Science Teams
The role of the Data Scientist is often confused with that of the data analyst, but
while there is overlap in many of the competencies, there are significant differences.[80]

Although the role of a data analyst varies from company to company, in general,
these professionals collect data, process it and perform statistical analysis using
standard statistical tools and techniques. Analysts also identify models and corre-
lations in data sets to identify new opportunities for improving business processes,
products or services. In some cases, data analysts design, build and maintain large
relational and data database systems. Data Scientists are responsible for these and
many other tasks. These professionals are equipped to analyze large data using ad-
vanced analysis tools and are expected to have the research background to develop
new algorithms for specific problems. They may also be tasked with exploring data
without a specific problem to be solved. In this scenario, they need to understand
data and business well enough to ask questions and provide insights to business exec-
utives with the goal of improving business operations, products, services or customer
relationships.

There are generally two main types of Data Scientist:
- Type A Data Scientists (analysis) focus on making sense of the data through

statistical analysis.
- Type B Data Scientists (building) develop predictive models and algorithms to

feed data products.
In particular, we can identify several key roles in the Data Science industry.[81]

4.5.1 Data Science Team Leader
It is a key leadership role, the CAO. It is a corporate translator who bridges the
gap between Data Science and domain experience, acting both as a visionary and a
technical leader.

Preferred skills: Data Science and analytics, programming skills, domain exper-
tise, leadership and visionary skills.
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Figure 4.6. Data Science Tam Leader

4.5.2 Data Analyst
The role of the data analyst implies adequate data collection and interpretation
acivities. An analyst ensures that the data collected is relevant and comprehensive,
while interpreting the results of the analysis. Some companies, such as IBM or HP,
also require data analysts to have visualization skills to convert alienating numbers
into tangible insights through graphics.

Preferred Skills: R, Python, JavaScript, C/C++, SQL
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Figure 4.7. Data Analyst

4.5.3 Business Analyst
A business analyst performs the functions of a CAO but at an operational level.
This involves converting business expectations into data analysis. If your core Data
Scientist has no industry experience, a business analyst bridges this gap.

Preferred skills: data visualization, business intelligence, SQL

Figure 4.8. Business Analyst

4.5.4 Data Scientist
What does a data scientist do? A data scientist is a person who solves business
tasks using machine learning and data mining techniques. This role can be reduced
to data preparation and cleaning with further training and model evaluation.
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Preferred Skills: R, SAS, Python, Matlab, SQL, noSQL, Hive, Pig, Hadoop,
Apache Spark.

Figure 4.9. Data Scientist

4.5.5 Data Architect
This role is essential for working with large amounts of data. This role is essential
to store data, define the database architecture, centralize data and ensure integrity
between different sources. For large distributed systems and large data sets, the
architect is also responsible for performance.

Preferred Competences: SQL, noSQL, XML, Hive, Pig, Hadoop, Apache Spark

Figure 4.10. Data Architect
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4.5.6 Data Engineer
Engineers implement, test and maintain the infrastructure components that data
architects design. Realistically, the role of an engineer and that of an architect can
be combined into a single person. The set of skills is very close.

Preferred skills: SQL, noSQL, Hive, Pig, Matlab, SAS, Python, Java, Ruby,
C++, Perl

Figure 4.11. Data Engineer

4.5.7 Database Administrator
This role ensures that the database is available to all interested users, works properly
and is kept safe.

Preferred skills: SQL, noSQL, Hadoop, ERP, data modeling and data design
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Figure 4.12. Database Administrator

Figure 4.13. Data Scientist Salaries

4.6 Teams’ Structure

To understand how a Data Science project will be implemented, it is important to
know how Data Science teams are trained and structured based on the particular
industry, the particular type of machine learning process that the company is fac-
ing and the skills available to the company. In terms of team structure, we can
consider three basic team structures: IT-centric structure, integrated structure and
department specializing in information technology.[81]
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Figure 4.14. Data Science Team Structure[81]

4.6.1 IT-centric structure

Sometimes, hiring data scientists is not an option, and you must exploit the tal-
ent that is already within the company. The main role of analysis and leadership
would be that of a business translator, usually referred to as chief analytics officer
(CAO) or chief data officer (CDO). Everything else - data preparation, training
models, creation of user interfaces and distribution of models within a corporate IT
infrastructure - can be largely managed by the IT department. This approach is
rather limited, but can be achieved using MLaaS (Machine Learning As A Service)
solutions. MLaaS solutions have their limitations in terms of automated learning
methods and costs. All operations, from data cleaning to model evaluation, are
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priced separately. And considering that the number of iterations to form an effec-
tive model cannot be estimated in advance, working with MLaaS platforms involves
some budget uncertainty.

Pros of IT-centric structure:

• Leveraging new investments with existing IT resources.

• The IT infrastructure is provided and maintained by an external service.

• Internal specialists can be trained to further realize the potential of predictive
analysis.

• Cross-sectional management is reduced as all operations are carried out within
the IT department.

• Less time-to-market for relatively simple machine learning tasks that require
one or a few models.

Cons of IT-centric structure:

• Limited methods of automatic learning and data cleaning procedures that
these services provide.

• Training, testing and forecasting of models should be paid for. This leads to
uncertainty of the final cost per forecast as the number of iterations needed
cannot be estimated in advance.

4.6.2 Integrated structure
With the integrated structure, a data science team focuses on preparing the data
set and training the models, while IT specialists take care of the interfaces and
infrastructure supporting the implemented models. Combining machine learning
skills with IT resources is the most viable option for consistent and scalable machine
learning operations. Unlike the IT-centric approach, the integrated method requires
the presence of an experienced data scientist in a team and an elaborate recruitment
effort in advance. This ensures better operational flexibility in terms of available
techniques.

Pros of Integrated structure:

• Leverage existing IT resources and investments.

• Data scientists focus on innovation.

83



4 – Data Science

• Exploiting the full potential of ML applications both as a service and as a
custom application.

• It starts with one or two data scientists, then trains and on board other local
experts.

• Use of combinations of customized models (ensemble models) to obtain better
or wider forecasts.

Cons of Integrated structure:

• The IT infrastructure is required in case of custom ML use.

• Cross-syllable management requires considerable effort.

• Significant investments in data science talent acquisition.

• The commitment of talents in the field of data science and preservation chal-
lenges.

4.6.3 Specialized Data Science Department
To reduce management effort and build a complete auto-learning framework, you
can run the entire auto-learning workflow within an independent data science de-
partment. This approach involves the highest costs. All operations, from data
cleaning and modeling training to front-end interface construction, are performed
by a dedicated data science team. In the case of large organizations, data science
teams can integrate different business units and operate within their specific fields
of analytical interest.

Pros of specialized data science department:

• Centralized data management and increased problem-solving capabilities.

• Realize the full potential of ML applications both as a service and as a custom
application.

• Solve complex forecasting problems that require in-depth research or the con-
struction of segmented model factories (which automatically operate between
different segments and business units).

• Creation of a fully functional data science playground to promote innovation.

• Increased scalability potential.
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Cons of specialized data science department:

• Building and maintaining a complex computational infrastructure.

• Substantial investment in data science talent acquisition.

• The commitment of talents in the field of data science and preservation chal-
lenges.
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4.7 Teams’ Organization
According to Accenture’s classification, there are six options for organizing a Data
Science team: Decentralized, Functional, Consulting, Centralized, Centre of Exce-
lence, Federated.

The model can change and evolve according to your business needs. In general,
to create a high-performance Data Science Team could be some tips:

Spend less time hiring people for each title and focus on understanding the
roles that a single data specialist can play. For startups and smaller organizations,
responsibilities do not need to be strictly clarified.

Encourage cross-functional collaborations. Designers, marketers, product man-
agers and engineers all need to work closely with the DS team.

Practical incorporation. As we said above, recruiting and retaining talent in data
science requires some additional work. One of these is integration: placing data
scientists to work in business-focused departments to have them report centrally,
collaborate better and help them feel part of the overall picture.

Establish the team environment before hiring. This means that your product
managers need to be aware of the differences between data and software products,
have adequate expectations and process differences in results and deadlines. PMs
must have sufficient technical knowledge to understand these specificities. Alterna-
tively, you can start looking for data scientists who can perform this role immedi-
ately.

4.7.1 Decentralized
This is the least coordinated option where analytical efforts are used sporadically
across the organization and resources are allocated within each group’s function.
This is often the case in companies where experience in data science has appeared
organically, which often leads to silos’ efforts, lack of standardization of analytics,
and decentralized reporting.
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Figure 4.15. Decentralized[81]

4.7.2 Functional

Here most analytics specialists work in a department where analytics is most rele-
vant: often it is marketing or supply chain. This option also involves minimal or no
coordination and the expertise is not used strategically at the enterprise level.

Figure 4.16. Functional[81]
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4.7.3 Consulting
In this structure, analytical people work together as a single group, but their role
within an organization is consulting, which means that different departments can
take over them for specific tasks. This, of course, means that there is almost no
allocation of resources - either specialists are available or not.

Figure 4.17. Consulting[81]

4.7.4 Centralized
This structure finally allows you to use analytics in strategic tasks - a single data
science team serves the entire organization in a variety of projects. Not only does
it provide a DS team with long-term funding and better resource management, it
also encourages career growth. The only trap is the danger of turning an analysis
function into a support function.
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Figure 4.18. Centralized[81]

4.7.5 Centre of Excellence (CoE)

If you choose this option, you will still maintain the centralized approach with a
single business center, but the data scientists will be assigned to different units in
the organization. This is the most balanced structure - the analysis activities are
highly coordinated, but the experts will not be removed from the business units.

Figure 4.19. Centre of Excellence[81]
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4.7.6 Federated
This model is relevant when there is a strong demand for analytical talent across
the enterprise. Here, a sort of SWAT team is employed - an analysis group working
from a central point and dealing with complex cross-functional tasks. The rest of
the data scientists are distributed as in the model of the Centre of Excellence.

Figure 4.20. Federated[81]
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4.8 Data Science Applications
Today more companies than ever grow Data Science teams and build open source-
centric technology stacks to find measurable value in large data. Data Science
is changing the way many companies do business. Highly customized customer
experiences, operational efficiency and improved employee productivity are just a
few of the benefits companies see when implementing data science applications.

Now is the time for companies to act on their plans to implement Data Science
applications. In the next decade, companies that do not adopt intelligent technolo-
gies will have, among other problems, a blurred competitive advantage. The main
advantage of integrating Data Science into an organization is empowerment and
facilitation of decision-making. Organizations with data scientists can take into ac-
count quantifiable, data-based evidence in their business decisions. These data-based
decisions can ultimately lead to increased profitability and improved operational effi-
ciency, business performance and workflows. In customer-facing organizations, data
science helps identify and refine the target audience. Data Science can also help
recruitment: Internal application processing, aptitude tests and data-based games
can help an organization’s human resources team make faster and more accurate
selections during the recruitment process. The specific benefits of Data Science
vary depending on the company’s purpose and industry. Sales and marketing, for
example, can extract customer data to improve conversion rates or create one-to-
one marketing campaigns. Banks are extracting data to improve fraud detection.
Streaming services such as Netflix extract data to determine what its users are in-
terested in and use it to determine what television programs or movies to produce.
Data-based algorithms are also used in Netflix to create custom recommendations
based on a user’s viewing history. Shipping companies such as DHL, FedEx and UPS
use Data Science to find the best routes and delivery times, as well as the best modes
of transport for their shipments. There are a lot of domains where Data Science is
being applied. Data Science is still an emerging field within your business because
identifying and analyzing large amounts of unstructured data can be too complex,
costly and time-consuming for businesses. During my studies in Chile, thanks to
the professor Victor Leiva from the Pontificia Universidad Catolica de Valparaiso,
I had the possibility to study and analyze some Data Science applications that will
be described below.
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Figure 4.21. Data Science Domains[75]

4.8.1 Mining
This project seeks to define a predictive model to answer the question: what will be
the future electricity consumption of Codelco-Chuquicamata’s A2 grinding plant?

In the first place, as a previous step to the realization of the project, it is very
important for the correct management of the project, to assure the accessibility,
availability and integrity of all the documentation, files and articles related both to
the project itself and to the area in which it is developed. For this reason, the team
had to make a data warehousese, to later enter the ETL stage.

The data obtained was provided by the Interdisciplinary Engineering Center,
which gave the team the data corresponding to the A0, A1 and A2 grinding plants
of Codelco Chuquicamata. However, after analyzing the quality of the data, it was
decided to limit the scope to the A2 plant, due to the fact that the data of the
remaining plants were critically incomplete. It should be noted at this point that
the A2 plant data correspond to ball mills 16-A, 16-B, 17-A and 17-B, as well as
SAG-16 and SAG-17.

As a next step in this stage, a .csv archive was created with the data of the differ-
ent mills of the plant in a grouped form for later use. This file has the composition
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of 25 columns (variables) and 2136 rows (including a header).
Once the dataset with which the project is developed was obtained, we proceeded

to analyze the composition of the different cells that made up the archive. Thus,
it was possible to visualize that many of these cells contained incorrect data; boxes
with text (Arc Off-Line and No data) and boxes with zeros (it was consulted and
confirmed with the Interdisciplinary Engineering Center that it was not a valid data).
Subsequently, these incorrect data were cleaned and the different cells containing
these values were left blank.

Figure 4.22. Missing Data Visualization

As can be seen through the visualization, the missing data, in gray, is not pre-
sented completely randomly, but there are some continuous rows of missing data
and other isolated areas. The amount of missing data was 10.3% of the total, so
there were two alternatives, to impute the missing data or eliminate the rows that
have some missing data.

Once the previous step had been completed, the course of action to be followed
was determined. It was decided to perform an autocorrelation analysis on the subset
corresponding to the 16-A ball mill, in order to determine if the variables of the
mills behave as a time series to determine if it would be necessary to perform a data
imputation. Thanks to the information obtained from the autocorrelation analysis,
it was possible to conclude that the imputation of data is indeed necessary since
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it is necessary to use a time series. It was determined that the package that best
adapted to the problem was the Amelia in R, because most of the relative errors are
less than 50% and there are also few cases with relative errors greater than 100%.

Finally, we proceeded to group the different subsets that were separated for the
correct imputation of data in a single .csv file, which contains the final dataset with
the extract and transform stages performed.

In terms of the data loading stage, the final file was uploaded to the data ware-
house.

In terms of establishing the criteria to consider in the management of the different
rows and columns of the dataset, it is necessary to remember that the different
columns that make up the dataset correspond to the variables for each of the mills
in the plant A2. Thus, it was established that in order to determine the possible
relationships between these variables and the problem to be solved by means of the
analysis carried out in the project, all these variables will be kept within the final
data set with which the project will be carried out.

Once the ETL stage was completed, it was possible to carry out an exploratory
analysis on the data obtained through graphics support and data visualization.

First, the team performed a descriptive statistical analysis of the data in order
to better understand the characteristics of the corresponding descriptive statistics
for each of the quantitative variables.

Once the descriptive statistics analysis was completed, the team performed an
analysis of the variables through the R’s Pysch package. The package allowed the
generation of graphs for each mill separately, which are composed of:

• The middle line represents the histogram of each variable (in light blue) and
its respective adjusted distribution line.

• The upper right triangle shows the numerical correlation between each com-
bination of positions.

• The lower left triangle shows the scatter plot between each combination of
positions.
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Figure 4.23. Graphical Summary

In addition, the team developed through the DataExplorer package of R, a matrix
of correlations between the different variables.
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Figure 4.24. Correlation Matrix

Finally, since the variable of interest to predict is the power of the different mills,
graphs of the time series were also made.
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Figure 4.25. Power Time-Series

From the results obtained in the AED it was possible to extract various infor-
mation about the data set available for the development of the project.

After the AED, predictive models were developed to answer the aforementioned
question for each of the mills that make up the plant A2.

The work team chose to use a GARMA predictive model, which is a moving
average (MA) autoregressive time series (AR) that incorporates predictor variables
(x) using the idea of generalized linear models (GLM). This last component allows
the model to use any distribution of the exponential family. As it was proved in the
AED, through autocorrelation tests, the power of the mills has an auto-regression
behaviour, so this model adjusts to the characteristics of the problem and also allows
the use of a wide range of distributions. The inputs of the garmaFit function of the
gamlss.util package in R are the order of the ARMA(p,q) model, the distribution
and the tail. These inputs were determined by an analysis of the AIC coefficient. It
is understood that a lower AIC coefficient is a positive feature of the model.

Thus, the statistical model for the power of the 16A Ball Mill is presented below:
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To replicate the model to the other mills, a similar procedure was performed.
The GARMA model proves to be a capable and robust model to be used in

the prediction of electricity consumption in mining, and therefore, as a tool in the
decision-making process.

The management recommendations that the team proposes for Codelco-Chuquicamata
were the following:

• Improvement of the PI-System for data collection, which was shown as offline
for several consecutive months.

• Training of operators regarding the importance of keeping the system working
optimally, given that, as mentioned in this paper, there were registration errors
due to human intervention.

• Make use of predictive models such as those proposed by the work team in or-
der to make better decisions regarding electricity consumption and production
planning.

98



4.8 – Data Science Applications

4.8.2 Citizenship
Are there patterns of occurrence of traffic accidents that allow to improve their
prevention programs in the Region of Valparaiso? This is the question that has
been sought to answer with the use of the Data Science methodology.

It began with obtaining a database of traffic accidents from CONASET, which
contains the variables obtained through the collection of data by the policemen who
go to the site of the occurrence of a traffic accident. As it is a raw database, it does
not have any type of data cleaning work. In order to be able to use these data to
try to answer the established question, the team had to carry out an arduous work
of selection and transformation of data on the raw data base, to be able to obtain
a dataset on which one could work in a better way during the development of the
project. It should be noted that this process was carried out throughout the project
and was not a one-off process. This work was carried out mainly with the help of
Microsoft Excel and R software.

The extraction, transformation and loading of data is an activity that had to be
carried out transversally and constantly throughout the development of the project,
because it is what allows the database to be prepared for any type of analysis.
In order to perform a correct segmentation analysis, it is necessary to constantly
retake this process in order to answer the different questions that arise. The data
transformation resulted in the creation of attributes without the use of any statistical
criteria, that is to say, only by convention of the research team. These were in
particular two attributes: causing, light vehicles and heavy vehicles. About the
cause, this classification is based on the grouping of the 51 causes of accidents in
five, according to the main responsible for the occurrence of the accident. There are
five categories: Drivers, pedestrians, mechanics, passengers and others. About light
and heavy vehicles, this classification is a grouping of each of the vehicles involved
in the accident according to their size and weight.

First, was made a review of the columns of the raw database obtained from
Conaset. After a long process of transformation of this database, in the last stage
of this process we have added the following attributes to do the segmentation work:

• Deceased Drivers: number of drivers killed in an accident.

• Serious Drivers: number of seriously injured drivers in an accident.

• Drivers Less Serious: The number of drivers injured in a less serious acci-
dent.

• Drivers Light: Number of lightly injured drivers in an accident.

• Affected Drivers: The number of drivers affected or involved in an accident,
equivalent to those involved who did not necessarily experience any physical
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damage to property.

• Passengers Dead: number of passengers killed in an accident.

• Passengers Serious: number of passengers seriously injured in an accident.

• Passengers Less Serious: number of passengers less seriously injured in an
accident.

• Passengers Lights: number of passengers injured in a minor accident.

• Affected Passengers: number of passengers affected in an accident, equiv-
alent to those involved and who did not necessarily experience any physical
damage.

• Involved: total number of passengers involved in an accident.

• Time range: hourly range. Four ranges were created to segment the time of
occurrence of the accidents.

• Injuries: number of people unharmed by accident.

• Light Vehicles: number of light vehicles involved in an accident.

• Heavy Vehicles: number of heavy vehicles involved in an accident.

• Vehicle Sum: total number of vehicles involved in an accident.

• Classification: segmentation of the data according to the weighting of each
accident in the value of the severity index. The aim is to classify the severity
of the accident according to the number of deaths, serious injuries, less serious
injuries and minor injuries. Which take a value of 1 to 5 respectively.

• Cause: classification that indicates who caused an accident. This classifica-
tion is based on the grouping of the causes of accidents according to what each
of them is due to.

Once the first useful versions of the dataset were obtained, the stage of ex-
ploratory analysis of the data was carried out.

At a global level, the main reason why each of the attributes is being added is to
generate the inputs to use the severity index and subsequent classification of each
one of the accidents according to this indicator. In the first place, a bibliographic
analysis of different severity indices used to qualify accidents at a global level was
carried out. After the analysis of each indicator was sought to make a similar crash
severity index (CSI), based on the final dataset and create a classification of each
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accident. The classification of each accident, seeks to be a categorization of the
accident according to its severity, for it was carried out a treatment of the data
based on the study of statistical criteria.

For the creation of the hourly range, an histogram was made to analyze the
frequency of accidents in the Region of Valparaiso and how these were distributed
throughout the day. The hours with the highest and lowest frequency of accidents
were detected.

Figure 4.26. Frequency of traffic accidents according to the time of the day

The severity index is the indicator used for the severity of a set of accident
occurrences. The set of accidents is taken under various criteria (temporality, causes,
location, etc.) and is calculated as the quotient between the number of deaths and
the total number of accidents. This indicator only shows the proportion of deaths
of the total number of accidents, but does not say anything about the other types of
people affected (serious, less serious and slight injuries, are the CONASET criteria),
so if there are no deaths in any of these data sets, the severity index will be 0, even
if they were all seriously injured. Certainly not considering other types of affected
in the measurement, the team working on this project argues that this index is
not a consistent indicator for the severity of accidents. It is for this reason that a
proposal is presented below for a new, more robust severity index that takes into
account more factors that are considered relevant when classifying the occurrence
of accidents. From a literature review of accident classifications and calculations
for the severity index around the world, it was discovered that, generally, traffic
accidents are classified within the KABCO scale, which is based on the judgment
of the officer attending the site of the event and is a subjective scale based on the
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perception of injuries resulting from an accident.
The scale has 5 levels as follows: K is the level when there is at least one fatal

victim, A is the level when there are disabling injuries, but not mortality, B is the
level when there are people with significant but not disabling injury results, C is the
level when injuries are minor, and O is the level when there is only property damage.
In Chile such a scale is not used at the time of data collection in the occurrence of
a traffic accident and, therefore, there is no classification that indicates the level of
severity of a particular accident. Within the CONASET database that manages the
equipment, there are variables such as deaths, serious injuries, less serious injuries
and minor injuries, which show the number of people that resulted within each of
these levels of classification in an accident. From these data, a classification of traffic
accidents was generated, which indicates the severity of each occurrence and seeks
to be a comparison of the KABCO scale, but generated from quantitative data. The
classification and each level used in the classification for each accident are explained
below:

• Fatal: there is at least one deceased as a result of the accident.

• Serious: there is at least one serious injury in the accident, but no deaths.

• Less serious: there is at least one less serious injury and no serious injury or
death.

• Mild: there is at least one minor injury but no less serious, serious or deceased
injury.

• Property damage: there is no one physically affected in the accident.

Following a literature review, it was also determined that a widely used worldwide
severity index is EPDO (Equivalent Property Damage Only), EPDO assigns a weight
factor to the amount of each of the KABCO scale levels for traffic accidents and
results in the cost equivalent to material damage from any set of accidents. The
procedure for calculating this index is shown below:

• Compilation of the costs incurred for each type of accident: This cost was
obtained from calculations previously made by CONASET and MIDEPLAN,
which show the costs incurred for each type of involved based on the previously
established scale (deceased, severe, less severe, mild). In addition, the costs
for damages to light vehicles and heavy vehicles are part of these data. These
costs are important when determining the cost for accidents where there is
only material damage.
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• Calculate the weight of severity factors as a function of the costs of accidents
with only material damage: Based on the costs obtained and represented in the
tables above, a cost is calculated for each dataset accident by multiplying the
sum of the costs per row in Table 1 by the respective number of injured/dead
and adding to this the multiplication of the costs per vehicle and per corre-
sponding type of accident by the number of each type of vehicle involved. This
gives a total cost for each accident. After this, an average cost is calculated
for each of the accident classification levels. Accidents of the serious, less se-
rious and minor type are grouped together in an accident with injury. Once
the costs for each level have been obtained, the weights corresponding to each
type of accident are calculated according to the classification of fatal accident,
accident with injury and accident with only material damage.

• Calculation of the EPDO for each subset of accidents: Once the weight factors
for each classification level are obtained, they are incorporated into the formula
for the calculation of the equivalent cost for each subset where it is applied:

The application of cost equivalent to material damage as a severity index gives
a value that indicates how severe a set of accidents is based on the costs associated
with each level of accident classification. This value is easy to obtain and compare
between each of the values of a specific criterion.

Figure 4.27. Proportion of fatal accidents for each accident
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The project focused on two lines of work. First, the project seeks to identify
patterns of accident occurrence in the Region of Valparaiso, using segmentation trees
based on the CHAID methodology. Second, and complementary to the behavior
patterns, a new classification for accidents and a new severity index for sets of
accidents were developed. This makes it a more robust indicator than the one
currently used by CONASET and allows a clear classification and interpretation for
each grouping criterion used. As a result of the work carried out, it was possible to
obtain various conclusions from the project and the question itself, as well as from
the institutions and their handling of the data:

• Indeed, it is possible to determine accident occurrence patterns with the data
obtained. Identifying these patterns can mean significant improvements in
preventive measures by focusing on the identified risk factors.

• Accident data collection by policemen is sometimes deficient. This results in
a lot of data being lost and unusable for a research project such as this. Data
collection and management is tremendously relevant to improving manage-
ment in any organization. When it comes to public agencies that may allow
improvements in public policies for the welfare of citizens are even more rele-
vant. In addition, according to the revised bibliography, it is important to add
variables to the dataset that provide us information on the environment at the
time of an accident, such as climatic conditions, infrastructure conditions, etc.

• The segmentation made and the patterns found in determining the level of
classification of accidents represent risk factors for such a level. Although
this project does not contemplate a more elaborate work than finding these
patterns, it is understood that these risk factors can be integrated as covariates
to a multinomial logistic regression whose dependent variable is the accident
classification. This can be used for future work in determining the incidence
of each risk factor in the result of an accident.

With respect to the management, it is suggested to make a review of everything
that implies a rural area, because as seen in the study, the rural area is much
more fatal compared to the urban, this review should be made from all factors that
are present at the time of a traffic accident, this involves infrastructure, climatic
conditions, road culture, and so on. This in order to decrease the proportion of fatal
accidents that occur in the rural areas in the future.

104



Chapter 5

Case study: PME Project

PME Project is a classic example of a Data Science project which involves all the
steps of Data Science, from the data acquisition to the support in the decision
making. This project is based on the research for a predictive model for a drinking
water network failures. This study will allow to better understand the complexity of
the network management. However, the research focuses on predicting failures, and
its purpose is to support decision making in the context of renewals and repairs by
seeking to reduce the uncertainty about network management, reduce costs related
to emergency purchases, avoid fines, and improve six-monthly renewal planning.

The output is a predictive model for two pressure sectors that allow the identi-
fication of pipelines sections that are prone to failure. The greatest risks obtained
in the tested sectors correspond to pipelines sections that have a high probability
of rupture. The result was validated with new failures observations concluding that
the models work. For the first sector, 3 out of 5 possible failures are predicted, and
in the second, 2 out of 3 failures are predicted.

Both the time-space model and the predictive model developed by the team allow
us to know where there is a greater concentration of failures and which pipelines
sections have a greater propensity to fail. This saves: time, since with the time-
space model it is no longer necessary to search for failures concentration case-by-case;
money, since with the predictive model we pass from an emergency scenario to a
preventive scenario, which reduces the costs related to emergency purchases and
associated fines.

The use of agile methodologies in the project development, as well as the software
development, contributed to the execution of the predictive model for drinking water
network failures.
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5.1 Project definition
The company in charge of the drinking water network management has more than
603,000 customers, corresponding to 1.9 million of end users, which are supplied
with drinking water through an hydraulic network of 5,300 [km] of pipelines di-
vided into more than 109,000 sections. This company is under constant control by
the regulatory and supervisory organism of the concession companies that provide
drinking water and sewerage services. Through sixthy-monthly audits, the company
is inspected for compliance with the requirements imposed to ensure the quality of
life of people. These requirements are chemical, such as the hardness or amount
of chlorine present in the water, as well as service levels, in terms of continuity
of service with respect to the number of failures and affected, as well as the time
of suspension of service in case of failure. The company internally is a strongly
hierarchical and functional company, in whose, at the top of the hierarchy is the
directors, which delegates the administrative function to a general manager, who
in turn divides and functionally assigns responsibilities to different managers, who
assign responsibilities by geographical area to different sub-managers. Finally, at
a final division level, there are the chiefdoms, which respond directly to their cor-
responding sub-management. The PME team works intensively with the network
management department, which aims to propose preventive management actions to
reduce failures in the matrices, reducing the number of failures and obstructions in
the network as well as to standardize the pressures in order to ensure continuity
of service, in the drinking water and sewage systems. The objective of the project
is to create a predictive model for drinking water failures to improve the drinking
water network management at a cost of UF760. The unit of support (UF) is a
unit of account used in Chile, readjustable according to the inflation. Actually, one
UF corresponds to 41,30 american dollars. The project arises from the company’s
need to better manage the drinking water network renewals, since it is currently
the company that pays the highest level for fines, at national level. The change
in the internal management indicators by the company that regulates the sector,
generates the urgency to improve the current processes through which the renewals
and repairs of the drinking water network are managed. The renewals correspond
to the supply of part of the pipelines as part of a planned renewal plan, while re-
pairs, are modifications to the pipelines in response to an unexpected failure in a
section of the drinking water network. This project consists of the development of
a predictive model based on Cox’s regression, from which is obtained the survival
probability of a pipeline in a certain pressure sector based on covariates of interest,
such as the diameter and the number of repairs. With the output of this model
we perform a ranking to see which pipelines and sectors are most prone to fail.
With this predictive model, it is expected that the company can improve the deci-
sion making related to the determination of the scheduled renewals and with it the
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consequent improvement of the indicators associated to the failures in the drinking
water network assures the continuity of the service and the decrease of the fines. To
realize this predictive model, were used computational tools and forecasting mod-
els for failures based on probability distributions over complex networks subject to
material fatigue. The expected results, acceptance criteria and scope of the project
were modified after meetings between representatives of the company and the PME
team.

Figure 5.1. Acceptance criteria

5.1.1 Stakeholders System
The system under study corresponds to the whole drinking water network and to all
the stakeholders who take part in the decision making process regarding renewals
and repairs in the network. In particular, it is composed of 6 components:
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• the network management department, in charge of proposing preventive
management actions to diminish failures in the matrices.

• the network department, responsible for the reactive management of fail-
ures in the network.

• the losses department, responsible for the management of water losses of
the network.

• the company in charge of supervising the sanitary companies.

• maintenance department, responsible for the maintenance operations of
the drinking water network.

• zonal administration, who provide detailed information on the network.

5.1.2 Drinking Water Network division
The drinking water network being analyzed has about 5,300[km] of installed pipelines.
The company currently divides its drinking water network as follows:

Figure 5.2. Drinking water network structure
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• Location: corresponds to the communes, this is the first division that is made
to the drinking water matrix. Each locality is divided into several pond sectors.

• Pond sector: corresponds to the sector covered by the same pond, the which
can be buried, half-buried or correspond to a cup pond. Each pond sector has
one or more pressure sectors.

• Pressure sector: these are located within the pond sector and the main
characteristics of these sectors are that they are fed by the same source of
pressure, for instance they are sectors that are fed by the same pond, pressure
reducer or booster. This division however is not exact, given the complex and
extensive network, situation that generates that there are geographical areas
that are covered by more than one pressure sector.

• Barracks: barracks correspond to divisions within pressure sectors and they
are the sectorization with the highest resolution that the company has in
mind. The barracks is characterized by being a geographic sector that is
completely surrounded by shut-off valves that allow, in case of emergency or
failure, interrupt the supply of drinking water to a sector without disrupting
its operation from the rest of the network. This division, as in the pressure
sectors, is not rigorous, a situation that generates the existence of areas that
are not within anyone barracks and, on the contrary, areas that are in more
than one barracks at the same time.

For the management of renewals, the company has a budget for the renewal
of 50[km] per year, at the rate of $200,000/m, that is, approximately $10 billion
annually for renovation. Of those 50[km], 10[km] are of exclusive responsibility of the
losses department, taking into account as the main reason for the losses of drinking
water that are generated along the network. Losses are calculated as the difference
between the water the company provides and the water it uses is actually invoiced.
The remaining 40[km] are the responsibility of the network management department,
which for renewal is governed by the document of renewals prioritization. This
document, in the form of a ranking, shows the priorities with which renewals should
be carried out in the drinking water network. This document arises from the need
for the company to manage the failures that occur in the network.

109



5 – Case study: PME Project

Figure 5.3. Renewal prioritization
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5.2 Execution Methods
The project is based on statistics, mathematical modeling, data processing and
software development so the PME team adheres to the use of agile methods for
its development. High uncertainty projects have high rates of change, complexity
and risk. These characteristics may present problems for traditional predictive ap-
proaches that aim to determine most requirements in advance and to control changes
through a process of requesting change. Instead, agile approaches have been cre-
ated to explore feasibility in short cycles and adapt quickly based on evaluation and
feedback.[82] The four values of the agile manifesto highlight the need to discover
better ways of developing software through which we came to evaluate: individuals
and interactions on processes and tools, software working on a complete documen-
tation, collaboration with the client in the negotiation of the contract, respond to
change by following a plan. Thus, the agile methods provide a flexible and robust
methodology as a framework for the activities carried out for the execution of the
project. In the context of engineering projects, the greater the relevance of the agile
methods the greater the frequency and intensity of a software use and development.
To propose these methods, among other outstanding elements, there is the need of
an iterative and incremental reference for the project execution. Agile methods are
iterative because its use supposes a constant revision and execution that is given to
a major frequency than that observed in a conventional project. On the other hand,
the agile methods are incremental because each iteration is aimed at delivering a
functional contribution that allows to approach marginally the defined objective.

During the execution of the project, the PME team uses the following practices
approaches: Kanban, SCRUM and Extreme Programming, which frame the task of
the team during the project execution. These approaches deliver dynamism at the
same time than flexibility to project development. The most salient aspects of each
approach used during the implementation phase are described below[82]:

5.2.1 Kanban
Kanban in lean manufacturing is a system for planning inventory control and replen-
ishment. The word Kanban is literally translated as ‘visual sign’ or ‘paper’. Physical
Kanban panels with tabs allow and promote visualization and workflow through the
system for everyone to see. This information radiator (large display) consists of
columns that represent the states that the work must cross to be able to do so. The
Kanban method is used and applicable in many settings and allows a continuous
flow of work and value for the customer. The Kanban method is less prescriptive
than some agile approaches and therefore less disruptive to implement as it is the
original ‘start where you are’ method. Organizations can begin to apply the Kanban
methods relatively easily and progress towards full implementation of the method
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if this is what they deem necessary or appropriate. Unlike most agile approaches,
the Kanban method does not prescribe the use of timed iterations. Iterations can
be used within the Kanban method, but the principle of continuously pulling in-
dividual elements through the process and limiting ongoing work to optimize the
flow should always remain intact. The Kanban method can best be used when a
team or organization needs the following conditions: flexibility, focus on continuous
delivery, increased productivity and quality, increased efficiency, attention of team
members, variability of workload, reduction of waste. In the Kanban method, it is
more important to complete the work than to start a new job. There is no value
derived from the work that has not been completed so that the team works together
to implement and comply with the work in progress (WIP) and to ensure that each
piece of work through the system is done. During the project execution was used
the control of progress of the activities through the use of matrices to do / doing /
done, system that provided visualization of work done at any time at the same time
as a tool of coordination among the members of the PME team.

5.2.2 SCRUM

Scrum is a single team process framework used to manage product development. The
framework consists of roles, events, artifacts and Scrum rules and uses an iterative
approach to provide a working product. Scrum runs on timeboxes of 1 month or less,
with constant sprint durations, where a potentially releasable increase in product
is produced. The Scrum team consists of a product owner, a development team,
and a mix master. The product owner is responsible for maximizing the value of
the product. The development team is a cross-functional and self-organizing team
composed of team members who have everything they need within the team to
provide a functioning product without depending on others outside the team. The
scrum master is responsible for ensuring that the scrum process is maintained and
works to ensure that the scrum team adheres to the practices and rules and trains
the team in removing obstacles. In addition to being Lean, this methodology is
Agile. Its agility is given by the incremental development of projects that adhere to
its use. The contribution of SCRUM during the execution of the project is given by
the increments typically weekly that were given for the project development, about
the software development as well as the stages of data processing and mathematical
modeling. The sprint - long cycle, period from 1 to 4 weeks - will be considered the
period of iteration with the client, manifested through coordination meetings and
alignment of objectives and expectations, while the Stand Up - short cycle, typically
daily - corresponds to the iteration that is given among the members of the PME
team.
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5.2.3 Extreme Programming
eXtreme Programming (XP) is a software development method based on frequent
cycles. The name is based on the philosophy of distilling a given best practice in
its purest and simplest form and applying it continuously throughout the project.
eXtreme Programming corresponds to the style of programming that is adapted to
changing requirements. During the development of the project was faced the need to
modify the development of the project and, therefore, of the generated code for these
purposes. The concepts: simplicity, communication, feedback, courage and respect
proper to the extreme programming were referents for project members during the
various stages of the project implementation.
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5.3 Execution Stages
The execution of the project takes place through a series of activities with new
iterations of the same activities recursively, as detailed below:

5.3.1 Data Acquisition
Together with representatives of the company, it is investigated the operating and
use of the SIGEC and the information contained therein is analyzed. Starting with
this research and this analysis, is defined a conceptual and convenient configuration
to obtain data contained in SIGEC in such a way that these contribute significantly
to the development of the project. Within the SIGEC reporting possibilities, the
required fields are consulted, which are extracted using a *.xlsx file.

5.3.2 Extract, Transform, Load (ETL)
ETL is a type of data integration that refers to the three steps (extract, transform,
load) used to merge data from multiple sources. It is often used to build a data
warehouse. During this process, data is taken (extracted) from a source system,
converted (transformed) into a format that can be analyzed and stored (loaded)
in a data warehouse or other system. When used with a company data warehouse
(resting data), ETL provides a deep historical context for the company. By providing
a consolidated view,

ETL makes it easier for business users to analyze and report data related to
their initiatives. ETL can improve data professionals’ productivity by encoding and
reusing processes that move data without requiring technical expertise to write code
or scripts. ETL has evolved over time to support emerging integration requirements
for things like data streaming. Organizations need both ETL and ELT to gather
data, maintain accuracy, and provide the auditing typically required for data ware-
housing, reporting, and analysis.

ETL’s goal is to produce clean, accessible data that can be used for analysis or
business operations. Raw data must be extracted from a variety of sources. The
application of an adequate ETL allows for the expeditious use and manipulation of
data through a software. Once an ETL has been carried out, the data is free of any
undesired effects generated by: white cells, syntax errors, format and mathematical
formulation of the information system. The extraction (E) of the data corresponds
to the immediately previous stage, already described. The extracted data is then
sometimes placed in a destination such as a data warehouse. The ETL transfor-
mation stage is where the most critical work is done. The most important thing
about transformation is to apply all business rules to the data to meet the reporting
requirements. Transformation changes raw data into correct reporting formats. If
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the data is not cleaned, then it becomes more difficult to apply the business rules
for reporting. Transformation is achieved through a series of rules and regulations
that are outlined. Standards that ensure the quality and accessibility of data during
this stage should include: Standardization, Deduplication, Verification and Sorting.
These transformation steps reduce what was once a mass of unusable material into
a product data that you can present in the final stage of ETL, the loading stage.

The transformation (T) is the stage of data manipulation in terms of: (1) struc-
ture, (2) semantics, (3) content and, (4) format. The detail of this ETL stage, in
these terms, is as shown below:

• Structure: data are characterized, identifying the quantity and semantics of
the existing fields (142 columns). In this point you can also characterize the
data integrity looking for empty, faulty, inconsistent format and the existence
of mathematical formulations that could prejudice the future manipulation of
the data.

• Semantics: each field is redenominated by editing each element of the header,
the latter, typically located in the first row of the archive. This procedure must
generate a header: (1) complete, (2) semantically adequate and (3) compatible
with the data reading stage through software.

• Content: based on the work carried out on the data structure, the following
shall be to manage empty cells, faulty records, inconsistencies of format and the
existence of existing mathematical formulations in the data, for each field. This
procedure is carried out using filters, conditional format and MSExcel pivot
tables. The extent of this stage will depend on the amount of data processed,
the proportion of data they require manipulation and the complexity of the
format inconsistencies and of the mathematical formulations existing in the
data.

• Format: it is necessary to generate files containing the data, that respond
to some standard of reading files by the software, question which involves the
use of certain extensions, typically *.csv and *.txt, which are often different
from the file extensions that are used to perform the ETL. At this point, it
was decided to generate datasets in files *.csv from the *.xlsx files obtained in
the ETL process.

Finally, the last step of a typical ETL process is to load this extracted and
transformed data. There are two typical ways to load data into a data warehouse:
full load and incremental load. The load (L) alludes to the set of activities that
allow the reading of data through a software. At this stage the use of RStudio was
considered for the generation of code that allows the reading of the available data.
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R is a statistical software. The R source code is written in C language and some
routines in Fortran language. So, R can be recognized as a language of computer
programming. R is an interpreted language such as Java and not a compiled lan-
guage such as C or Fortran. This means that the commands typed on the keyboard
are run directly without the need for a compiler. R is an object-oriented matrix lan-
guage: this means that variables and functions, and data and results, etc., are stored
in the RAM memory in the form of objects with a specific name. The user can mod-
ify or manipulate R objects with operators (arithmetic, logical or comparative) and
functions (which in turn are also objects). R has a very simple data management
and is very versatile to build graphs. R has some advantages like : free distribution
software, lightweight and easy to install, any R user can create their own custom
functions and analysis, great capacity to store and manipulate Big Data, access to a
great source of information on the Internet (blog, forums, manuals, among others)
on programming in R, available in Linux, macOS and Windows; and disadvantages
because it is not easy to use for those who do not have basic knowledge in program-
ming, but there are interactive alternatives. R is able to extract, transform and
load the data to be analyzed. As R is free software, packages were created for each
part of ETL with Business Intelligence applications. Some of these packages are:
Extract and Load and Transform. This reflects the various options that R offers to
solve the ETL problem. There is no single module for each ETL stage. So, R is able
to assume the role of process engine related to Business Intelligence. RStudio is a
free R plug-in that uses the computer’s graphics memory to facilitate interactions
with R.[83]

5.3.3 Exploratory data analysis (EDA)
Exploratory Data Analysis (EDA) is an approach for data analysis that uses a va-
riety of techniques (mostly graphical) to maximize the understanding of a data set,
discover the underlying structure, extract important variables, detect abnormal val-
ues and abnormalities, test the underlying assumptions, develop thrifty models and
determine optimal factor settings. Most EDA techniques are graphical in nature
with some quantitative techniques. EDA emphasizes graphic techniques, while clas-
sic techniques emphasize quantitative techniques. In practice, an analyst typically
uses a mix of graphic and quantitative techniques. The particular graphic techniques
used in EDA are often very simple, consisting of various graphic techniques: plotting
the raw data; plotting simple statistics such as mean plots, standard deviation plots,
box plots, and main effects plots of the raw data; positioning such plots so as to
maximize our pattern-recognition abilities. Once the data has been loaded through
the software, we continue with the set theory analysis associated with the fields and
with the quantitative analysis of the values they take. The set theory associated
with the fields refers to the possible values taken by the different fields, record by
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record, and the combinations of possible values that are given between the values
that take different fields. Quantitative analysis represents the analysis that is made,
field by field, of its values for effects of the characterization. In this context, pivot
tables and graphs are made, which allow for graphically characterize the available
data. Then, an univariate analysis is performed using R for the variables of inter-
est. A multivariable analysis is then carried out by calculating correlations between
variables of interest. Finally, the variables are adjusted to probability distributions
via RStudio.

5.3.4 Forecasting model definition
Depending on the results obtained in the EDA, we proceed to define a set of statis-
tical models that serve as a reference for making failures forecasts in the drinking
water network. At the same time, the variables of interest are selected for the effects
of the statistical analysis; for simplicity of computational processing and software
development, subsets of data are generated with those variables representative for
the selected statistical models. Among the selected variables, the most important
are the ones of mechanical and temporal connotation. Through the values they take,
the mechanical variables describe the material wear that occurs in the drinking wa-
ter network pipelines. Temporal variables correspond to variables that characterize
the moments in which occur the network failures. It is key at this point the con-
version of the temporal variables to time between failures, because this family of
variables has the same characteristics of probability distributions such as Weibull or
Exponential.

Once the statistical model has been defined and the data to be used in it, we pro-
ceed to use code through R libraries that allows the processing of the data loaded in
statistical terms for the failures prediction. With the model execution, the numerical
and graphical outputs of the model are generated. Then, we look for those elements
of the output that are susceptible of improvement by calibrating the parameters of
the model used. Subsequently, the survival analysis of the drinking water network
is carried out by the use of the Kaplan-Meier estimator for the observed failure
time, that is the time elapsed from a time reference to the occurrence of each date.
Finally, we proceed to the implementation of the Cox’s regression model.

5.3.5 Forecasting model test
From new data on the drinking water network failures, a new ETL is made, with the
same structure used in the previous ETL to get a new set of contrast data respect
to the initial execution of the predictive model. The initial prediction provided by
the model is compared with the new failures recorded. From this contrast you get
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the detail of those correct predictions as well as the of type I (false positives) and
type II (false negatives) errors.

5.3.6 Documentation
The work carried out is documented highlighting the relevant aspects in terms of the
methodology used, the characterization of the drinking water network and the main
mathematical and statistical topics addressed. In terms of software, the final versions
of the graphic outputs generated by this code are documented, while autonomously
executable code versions are generated from external hardware.
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5.4 Project execution and Results
For the project development, SIGEC has been considered as the only information
source, as it contains centralized and updated data: (1) that allow characterizing
the drinking water network, (2) storing the data associated to the events that affect
the network and the actions that are executed on it and, (3) preventive actions that
are executed on the drinking water network within the context of the six-monthly
planning of material renewal. Four documents from SIGEC were used as information
source and we described them below:

• Event Master: detail of the events that took place in the drinking water
network.

• Crossroads Network Cutting Sector: detail of the network sections by
cutting sectors

• Pressure and Cutting Sector: detail of the sections in the pressure sector
with the following cutting sector.

• Event Master II: detail of the events that took place in the drinking water
network.

From these four archives was created a data set that allowed its use in R to per-
form exploratory data analysis and the Cox’s regression model. The data extracted
in the Event Master from the SIGEC constitute the records of events occurring in
the drinking water network. The first effort made with the data is the homologation
of data for purposes of use, while a second effort addressed the characterization of
these in terms of: (1) rows management, (2) columns management, and (3) semantic.

5.4.1 Data characterization
The data was provided in *.xlsx files, which is the reason why it was processed
in order to allow its adequate loading to the software in use. The header was
standardized and a *.csv dataset was generated using MS Excel.
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Figure 5.4. From *.xlsx to *.csv

In order to manage the rows, a filter was applied with respect to the latitude of
the location of events. Only those latitudes less than -32º were considered, in order
to consider only the records of events belonging to the Region we are considering.
The management of the columns was reflected by grouping the 142 columns of the
Event Master in the following categories: event classification, date, drinking water
network, identification and location, each of them being a set of variables of the
same semantics. The description of each of the categories used is as follows:

• Classification of event: fields that categorize internally or according to the
standards.

• Date: temporary references to year, month, day, hour and minute.

• Drinking water network: mechanical characteristics of the material of the
drinking water network at the point of occurrence of the event or other inter-
ventions.

• Identification: codes and identifiers for network components and indices
identifiers of the events registered in the Event Master.

• Location: geographic connotation fields that allow to geolocate the events
recorded in the Event Master.

For the selection of fields of interest 2 types are differentiated: the fields used
for the creation of the Cox’s model and the fields used to determine the distribution
function of time between failures of the pressure sectors. The fields of interest for
the Cox’s model creation correspond mainly to those covariates that are believed to
be influential in drinking water network matrix failures. These covariates that are
believed to be influential arise a priori from the expert opinion of the client, who
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has worked for years analyzing the network, and from the academic literature that
exists on drinking water network worldwide. These fields correspond to the diameter,
material, age and length of the pipelines sections. For the calculation of the Kaplan-
Meier non-parametric estimator, the exact date of failure and the number of times
it has failed, are also considered. Finally, identification columns, such as the section
and sector id, are considered. The fields of interest for determining the distribution
function of time between failures was only the column time between failures, which
arises from the difference between the exact date of the failure ordered from the
oldest to the last one registered. Thus, for the calculation of the time between
failures we have (n - 1) records for a set of n failures.

Figure 5.5. Master history
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Figure 5.6. Fields of interest

The variables used are variables resulting from various stages of ETL and ma-
nipulation (and some algebra) of the resulting data to obtain variables that made
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sense and were a contribution to the Cox’s regression model.
The variables are as follows:

• id_tramo: identifier of each section of the pipeline in the drinking water
network.

• fecha_exacta: date containing the effect of year, month, day, hour and min-
utes.

• diametro_cc: diameter of the pipe in millimetres.

• ranking_material: label for pipeline material. 1 for asbestos, 2 for iron
(steel), 3 for ’others’, 4 for PVC and 5 for HDPE.

• asbesto: binary variable about the material. 1 If the pipeline is made of
asbestos, 0 if not.

• fierro: binary variable about the material. 1 If the pipeline is constructed of
iron (steel), 0 if not.

• otros: 0 if the pipeline is made of asbestos, iron (steel), PVC or HDPE. 1 if
not.

• PVC: binary variable about the material. 1 If the pipeline is constructed of
PVC, 0 if not.

• HDPE: binary variable about the material. 1 If the pipeline is constructed of
HDPE, 0 if not.

• antigua: binary variable. Separates old materials (1) from new materials (0).

• nueva: binary variable. Separates old materials (1) from new materials (0).

• largo_tramo: length of the pipeline in metres.

• cod_sector_presion: code of the sector in which the pipeline section is
located.

• cantidad_fallo: number of failures of the section.

• fallo_binario: binary variable. 1 if the section has already failed, 0 if not.

• tiempo_observado: time of failure.
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Since this project was executed with a non-trivial and non-sequential sequence
of ETL on the original data, there is no a single set of independent variables from
which (and through a function) dependent variables are calculated. Said that, in
part of the project, this question can be answered in two ways, (in other stages of
the project you can answer in many other ways).

First set of variables

• Independent variables: the 142 (not strictly all) initial variables.

• Dependent variables: the variables that I previously defined, obtained as
resultant from the original 142 variables

Second sets of variables (for Cox’s regression)

• Dependent variables: instantaneous risk (h(t,X1,...Xn))

• Independent variables: for the implementation of the Cox regression, a
dataset was used, which was intentionally constructed in order to make use
of the functions that exist in R for the Cox’s regression. For instance, binary
variables like cantidad_fallo, fallo_binario and largo_tramo (although were
discarded that ones showing a cross in the graphs, which means that the
variable is not proportional to the risk of failure).

Figure 5.7. Data set for the Cox’s regression model
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5.4.2 General data analysis

The general data analysis generated knowledge about the drinking water network
through a preliminary exploration in Excel in order to identify relevant variables, to
make a diagnosis of the drinking water network and to know how the department
of network management administers the data on the drinking water network.

The drinking water network is considered a complex system because it presents
several elements or equipment, including: shut-off valves, pressure reducing valves,
booster or bombs, ponds, others. Of these elements the most damaged is the
pipeline, this one presents 8,189 failures related to material fatigue or wear causing
breakage, 530 failures due to contractor work and 478 renewals. One of the reasons
why the equipment focuses on the pipeline element is due to its high rate of inter-
vention and occurrence of failures. In fact, the ratio between the number of events in
the pipelines element versus total events in the considered region was 89.34%, with
10.66% being failures in the other equipment. Furthermore it is verified that 10,636
events occur in the pipelines elements. The events include: failures, renovations,
maintenance, other interventions.

Figure 5.8. Events per network element
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The antiquity of drinking water networks in the world and technological progress
are two reasons why the drinking water network is composed of more than 15 types
of different materials. In this drinking water network we can observe the presence of
19 different materials, among which we can classify them in two families: new and
old pipelines. The first family is made up of: PVC and HDPE, which correspond
to plastic pipelines. The second consists mostly of: steel, cast iron and asbestos
cement, which are called metal pipelines. The material with the greatest presence
in the drinking water network is asbestos cement, with 39% of the total, followed
by PVC with 33% and finally HDPE with 19%. It is possible also note that of the
5,398[km] corresponding to the total drinking water network, the total length per
family of pipelines is: 2,824[km] of new pipelines and 2,574[km] belonging to the old
pipelines.

Figure 5.9. Drinking water network materials

Every time the company identifies an event within the network, registers it in
the SIGEC. These events are classified into four types of events: programmed, not
programmed, of majeure force and third party actions. In addition to this first
classification, there is a level of additional detail for each type of event, detail that
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is achieved through the rupture classification that is reported as the reason for the
event. According to these classifications the team makes the decision to analyze
the programmed and not programmed events, excluding events caused by actions
of third parties, floods or earthquakes. This decision implies working with more
than 90% of the events registered. However, not all of the not programmed events
can be analyzed in the same way, this is due to 2 effects: first, in this set there
are failures that do not occur in pipelines, but in equipment, such as boosters or
pressure reducers, which due to their physical-mechanical characteristics must be
analyzed independently. Second, there are effects, such as earthquakes and human
factors, that are difficult to predict. There is a large differential between the number
of programmed events versus the number of not programmed events. This means a
priori that the drinking water network deteriorates faster than it renews itself.

Figure 5.10. Failures number for failures type

The most frequent reasons for failures are: matrix rupture, internal contractor
and equipment failure. It is decided to use not programmed events that have as a
reason the rupture. This can be caused by material fatigue or natural deterioration
of the network.

One of the important aspects to consider is the number of events that presents
a pressure sector with the elements that this implies, since these will be the critical
sectors for the company and given the amount of failures data they have, they
will be the main candidates for the realization and testing of the predictive model.
The PME team identifies the existence of a large number of events that do not have
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assigned a pressure sector, which means that for 5,360 events it becomes unreachable
to identify the pressure sector. Basing on this criterion, the PME team decides to
study the two pressure sectors that present the most number of events, which are
are: 190001 and 270001.

5.4.3 Exploratory data analysis in R

Exploratory data analysis is a necessary process that allows us to understand the
behaviour of the variables and the relationships between them, to distinguish trends
and adjustments of distributions that are adapted to empirical data and to analyze
the possible models that can be applied. This data analysis is more sophisticated
and deep than the general data analysis. In this new exploration the objective is to
work exclusively with failures that are matrix rupture and that have as a reason the
wear and the fatigue of the material and natural variables typical of the network.

In order to understand the location and concentration of failures it is necessary to
generate a data visualization, so a data set that contemplates latitude and longitude
fields is configured, the data is loaded and a plot is generated with limits in the
coordinates to have a view of the Region. Plotting a map is important because the
location and concentration data, together with the temporal data, allow to answer
to the question where? and when? a failure is occurring.

Figure 5.11. Failures location and concentration - Map
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The software R is used to iteratively run the exploratory analysis of data for each
of the selected pressure sectors. The first command to be executes is summary()
to the dataset used for the creation of the Cox model for a pressure sector. In the
sector 190001, in this summary it is possible to identify a greater number of failures
in pipelines with small diameters, on average 110[mm]. This is due to the fact that
the sector is mostly composed of small pipelines, on average 122[mm]. An average
length of 94[m] is obtained for the length of the pipelines. However, it is not clear
what happens with the type of material and the number of failures nearby, so the
commands table(ranking_material) and table(cantidad_fallo) are executed, where
ranking_material is a categorical variable with 5 possible values corresponding to
the material, with the following detail: asbestos cement (1), cast iron (2), others
(3), PVC (4), HDPE (5); and cantidad_fallo is the number of failures that have
occurred in the pipelines section. With this analysis we obtain the frequency of the
categorical variables.

Using the scatterplotMatrix() command, we obtain the correlations between the
variables of interest, in addition to providing the numerical correlation between all
pairs of covariates. From this analysis very weak relationships are observed, of which
the highest direct relationship between diameter versus length of the pipeline stands
out. This analysis provides different correlations for both pressure sectors, which
tells us that the two sectors behave differently.

5.4.4 Prediction model
The PME team develops a script in R language, and uses mathematical models
related to statistics: Weibull and Exponential distributions, survival function using
the non-parametric Kaplan-Meier estimator, and Cox’s regression model.

In the software R and through an iterative process, we obtain the parameters
of the Weibull and exponential distributions, which were the most adjusted dis-
tributions to the times between failures in both sectors. Particularly for sector
270001, it happens that both the Weibull distribution and the Exponential distri-
bution are properly adjusted, however, given the academic literature on the failures
in the drinking water network, it is that the PME team decides to keep a Weibull
adjustment for that sector. Once the distribution adjustment has been made, it
can be concluded that the probability of a failure occurring within a 10-day time
window is approximately 80% with 95% of confidence. This frequency is because
there is a large concentration of time between failures in the interval [2,7] days. The
distribution adjustment of the sectors can also be supported graphically.
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Figure 5.12. Distribution adjustment sector 190001 - Cumulative probability func-
tion with adjusted Weibull distribution
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Figure 5.13. Distribution adjustment sector 270001 - Cumulative probability func-
tion with adjusted Weibull distribution

• Time-space model
The time-space model is a model developed by the PME team that takes the
form of a script that allows to quantify the closeness, in time and space, be-
tween failures with the aim of obtaining their concentration. The applicability
of this model is in the context of the company’s sixthy-monthly renewal de-
cision making. The way in which they make these decisions is based on the
criteria established in a document called Renewals Prioritization. In this six-
monthly renewal planning process a pressure sector is examined and if it has 4
or more six-monthly ruptures, the concentration of the historical failures must
be identified. With this information the renewal of the sector is requested. The
task to identify the concentration of failures is done by a person within the

131



5 – Case study: PME Project

network management department and is done through an exhaustive failure-
for-failure review procedure, it is at this point that the time-space model plays
a supporting role by providing rapid information to the decision making of the
renewal. The output of the time-space model delivers the amount and loca-
tion of nearby failures, in time and space, which allows a quick and efficient
verification of the criteria imposed by the prioritization of renewals.

• Survival Model
The survival model is characterized by non-negative random variables, so that
the random variable T corresponds to the failure time of an item, in this
particular case, relates to a section of the pipelines in a given sector. The
survival model requires contemplating pipelines sections that have suffered
failures and those not, called uncensored and censored data respectively. With
the definition of covariates, establishing a time frame between the first and last
failure of the event master, which corresponds to a censure by the right, and
the failure times the estimated survival function is obtained (S(t)), this is a
steps function that decreases immediately after each observed survival time.
The non-parametric Kaplan-Meier estimator is used to generate this function.
Figure 5.13 shows the graphical results of the survival analysis for the sector
190001 and its associated risk function. In Figure 5.14 we can see that the
survival for the sections of sector 190001 is close to 0.93. With the survival
function we analyze each of the covariates of interest for the sector. For ex-
ample, in Figure 5.14 we can see the behavior between those individuals who
have not suffered failures in the period of observation, and those individuals
who have suffered 1 or more failures. This result reflects the great influence
that have historical ruptures in the survival of the pipelines sections. Present-
ing a number of failures bigger than or equal to 1, pipelines sections’ survival
decreases.
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Figure 5.14. Survival function - Accumulated risk function
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Figure 5.15. Survival function for failures number

This same analysis is performed for Xlargo and Xmaterial and it is concluded that
the longer the section and the older the pipeline, the less will be its survival
probability.
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Figure 5.16. Survival function for section length - Sector 190001

Figure 5.17. Survival function for material - Sector 190001
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Figure 5.18. Survival function for section length - Sector 270001

Figure 5.19. Survival function for material - Sector 270001
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• Cox’s Regression Model
The Cox’s regression model also known as the Proportional risk model
hi(t,X1,...,Xn)=h0(t)*exp(sum(i,1,n,βi*xi))
generalizes the situation where the risk of failure in a particular moment de-
pends on the values x1,x2, ...,xn of n explanatory variables X1,X2,...,Xn. As-
suming that the values of these variables have been recorded at the origin
moment of the study. The estimation or adjustment of the proportional risks
model given the expression prior to an observed set of survival data, involves
the estimation of unknown coefficients of the explanatory variables X1,X2,...,Xn
in the linear component of the model, β1,β2,...,βn. In certain cases it may also
be necessary to estimate the initial risk function, h0(t). But these two compo-
nents of the model can be estimated separately. The coefficients are estimated
first and these estimators are used to construct an estimator of the initial
risk function. This means that to make inferences about the effects of n ex-
planatory variables on the relative risk, hi(t)/h0(t), we do not need the h0(t)
estimator. In the software R the regression coefficients estimators of the Cox’s
proportional risks model are obtained by the function coxph(). This function
in its simplest form, requires information about the failure time, the type of
censorship of the individuals being studied and information on the covariates
of each individual. The process to find the appropriate covariates for the model
of each individual sector is iterative, it begins by analyzing each covariable of
the proposals a priori separately and then select the significant ones according
to their p-value. Different results are obtained for each pressure sector, and
therefore, different initial risk functions.
The results of the survival model provide a first approach to the results ex-
pected by Cox’s regression model. In order to obtain the regression coefficients
of the Cox’s proportional risks model, we use the command coxph. For the
particular case of the sector 190001 we obtain that the coefficients bmaterial,
bfallo, and blargo are respectively 0.8954, 0.8921 and 0.0068. It should be noted
that the exponential of these coefficients is the impact that each explanatory
variable contributes to the survival curve. Finally, the command predict() is
executed, obtaining the predictors for each section, and the relative risk value
is predicted for each of them. These risks are transformed into a probability
of failure for each pipelines section and it is considered that a section will fail
when the probability is 80% or higher. After Cox’s regression model is verified
by seeing how many of the failures present in the event master, the model is
able to predict, how many are false positives and how many are false negatives.
In the particular case of the sector 190001, 98% of failures are correct and the
remaining 2% corresponds to the sum of false positives and negatives.
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Figure 5.20. Error Type I - Error type II

For the failures contained in the event master II, which means those failures
that were not used for the model creation, the model was capable of predict 3
failures out of a total of 5. It is important to note that there are failures that
the model was not able to predict because these sections were not present in
the sections that were considered in the Cox’s regression model.
The main deliverable of the project is defined as a failures predictive model for
the drinking water network. This model is configured as a consequence of the
results obtained, allowing the prediction of failures in the pipelines sections
for a specific sector.
hpipeline(t, Xfallai, Xlargoi, Xmateriali) = h0(t) * exp(β1*Xfallai + β2*Xlargoi +
β3*Xmateriali)
Sean:
Xfallai : number of faults in section i
Xlargoi : length of section i
Xmateriali : 1 if material = old, 0 and o.f.
In this case, the Cox’s proportional risks model for the pressure sector 190001,
is defined in the following expression:
h190001i(t, Xfallai, Xlargoi, Xmateriali) = h0(t) * exp(0,8921*Xfallai + 0,0068*Xlargoi
+ 0,8954*Xmateriali)
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5.4.5 Results
• The management of the columns was reflected by grouping the 142 columns

of the Event Master in the following categories: event classification, date,
drinking water network, identification and location, each of them being a set
of variables of the same semantics.

• The fields of interest for the Cox’s model creation correspond mainly to those
covariates that are believed to be influential in drinking water network matrix
failures. These covariates that are believed to be influential arise a priori
from the expert opinion of the client, who has worked for years analyzing
the network, and from the academic literature that exists on drinking water
network worldwide. These fields correspond to the diameter, material, age
and length of the pipelines sections. For the calculation of the Kaplan-Meier
non-parametric estimator, the exact date of failure and the number of times
it has failed, are also considered. Finally, identification columns, such as the
section and sector id, are considered.

• The drinking water network is considered a complex system because it presents
several elements or equipment, including: shut-off valves, pressure reducing
valves, booster or bombs, ponds, others. Of these elements the most damaged
is the pipeline. One of the reasons why the equipment focuses on the pipeline
element is due to its high rate of intervention and occurrence of failures.

• The antiquity of drinking water networks in the world and technological progress
are two reasons why the drinking water network is composed of more than 15
types of different materials. In this drinking water network we can observe
the presence of 19 different materials, among which we can classify them in
two families: new and old pipelines. The first family is made up of: PVC and
HDPE, which correspond to plastic pipelines. The second consists mostly of:
steel, cast iron and asbestos cement, which are called metal pipelines.

• There is a large differential between the number of programmed events versus
the number of not programmed events. This means a priori that the drinking
water network deteriorates faster than it renews itself.

• The output of the time-space model delivers the amount and location of nearby
failures, in time and space, which allows a quick and efficient verification of
the criteria imposed by the prioritization of renewals. We can note that the
majority of the failures don’t have a failure near in time and space according
to a certain time and space interval. Furthermore, if a an event has some
events near in time and space, it is about a few quantity of events.
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• The survival model requires contemplating pipelines sections that have suffered
failures and those not, called uncensored and censored data respectively. With
the definition of covariates, establishing a time frame between the first and last
failure of the event master, which corresponds to a censure by the right, and
the failure times the estimated survival function is obtained (S(t)), this is a
steps function that decreases immediately after each observed survival time.
The non-parametric Kaplan-Meier estimator is used to generate this function.
The historical ruptures have a great influence in the survival of the pipelines
sections. Presenting a number of failures bigger than or equal to 1, pipelines
sections’ survival decreases. This same analysis is performed for Xmaterial and
the other covariates and it is concluded that the older the pipeline, the less will
be its survival probability and that the other covariates are not proportional
to the risk of failure because of showing a cross in the graphs.

• For each section is predicted the relative risk value. These risks are transformed
into a probability of failure for each pipelines section and it is considered that
a section will fail when the probability is 80% or higher.

• After Cox’s regression model is verified by seeing how many of the failures
present in the event master, the model is able to predict, how many are false
positives and how many are false negatives.

5.4.6 Assumptions
For the creation of the Cox’s regression model, some assumptions have been made.

• Geospatial limitations: this study is limited to a region and specifically to
two pressure sectors. The analysis of these sectors implies high computational
efforts to transform, and load the data related to pipelines sections for each of
the pressure sectors, so the integration of the data must be done from different
archives with different update dates. It should be noted that this work can be
extrapolated to various pressure sectors.

• Failures filtered by reason: the events that are studied are the failures that
are associated with a natural cause or wear due to the fatigue of material. The
reason for this decision is because of issues of scope, since the failures that occur
for other reasons relate to the reliability of specific equipment and events no
predictable.

• Variables choice: according to the benchmarking study and meetings with
the head of the network management department, is validated that the main
variables are: diameter, length of section, number of failures, static pressure
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and material. From the study it is excluded the static pressure, as there is
not enough detail to carry out the assignment of this variable to a pipelines
section. In any case, the incorporation of this variable is possible in the future
through an effective ETL.

• Data adaptation to the Cox’s regression model: the homologation of
*.xlsx files to *.csv, fields modification and new fields incorporation, allows to
work with pipelines sections (subject of interest), failure time and censorship.

• Pipelines characteristics: the pipelines section is considered to be a subject
that has the following properties: it is straight and flat and it is associated to
the same type of soil and humidity.

• Assumptions about materials: in the used files, the empty cells correspon-
dents to the failures were considered asbestos cement, since the opinion of the
company’s experts indicated that at the time of the creation of the SIGEC,
it was carried out a massive digitization of the network’s own characteristics,
a process that generated the existence of pipelines sections with no defined
material, therefore the experts assume that is asbestos cement because of the
age of empty cell records.

• Types of material: two groups of materials are individuated: plastics or new
materials and metallic or old materials. These categories allow us to evaluate
a categorical variable that has multiple numerical values related to each type
of material, turning it into a binary variable. This decision simplifies Cox’s
regression model decreasing the amount of covariates.
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5.5 Conclusions
In order to achieve a potential cost decrease and less impact due to underground
work in public areas, it is necessary a certain grade of communication between the
company and all those organizations, public or private, linked to underground civil
works in areas where there is drinking water supply and also an adequate integration
of the underground activities executed by these organizations.

For the execution of a project of this complexity and size, the incorporation, col-
laboration or participation of professionals from different areas is indispensable. In
particular, it concerns with the following areas: reliability, mechanical engineering,
hydraulic engineering, mathematics, statistics and programming.

The execution of the project generates a set of future opportunities, due to the
complexity of the network, the number of situations to be resolved and the diversity
of the aspects to be considered on the drinking water network, both technically and
professionally. For example, it could be possible to apply the Cox’s regression model
in other drinking water networks, to reform the data structure in order to answer
to other kind of questions the company could be interested in, or consolidate the
current database to make more detailed studies on the drinking water network.

5.5.1 Technical conclusions
• Time-space model: this model allows analyzing the failures concentration.

It is possible to achieve this through the inspection, failure-to-failure, and
through the incorporation of restrictions of time - temporal window - and
space - radial distance - calculating with it the number of failures that are
close to each other failure in terms of time and space defined by the user.
Time and space constraints are quantified through a series of parameters that
company’s personnel can calibrate by their discretion. Finally, the output of
the model provides two files: the first one is a detail of the close failures in
time and space for each failure. The second file shows the frequency for the
number of nearby failures in time and space. This model shows more accurate
results when applied individually to the cutting sector.

• Cox’s regression model results: when using the Cox’s regression model
with a predictive purposes, the aim is to quantify the relative risk of the
pipelines sections of the drinking water network. This indicator is obtained
through the Cox’s regression model for the pipelines sections in a defined
pressure sector, with which also it is obtained the failures probability. In this
case, it is considered high probability all the probability equal to or greater
than 80%. During its management, the company will apply its criteria and
their experience in determining the probability from which they will consider
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high probabilities of failure.

• Distribution Adjustment: the distribution adjustment made to the time
between failures in a defined sector gives to the company’s staff a better un-
derstanding about the importance of the failure probability as time passes.
This analysis serves as an indicator within the process of the sector analysis,
in order to reduce the emergency purchases.

• Integration of statistical results in the renewal process: the renewal
process begins with the compilation of the pressure sectors with events or
specific requests; the sector is then analyzed in terms of types of failures,
concentration and affected clients; and if it is not possible to manage the
pressure, is necessary a zonal consultation, sections are proposed and validated
for renewal, and the renovation plan is finally carried out. The moment in
which the sector analysis is carried out, is where get value the results obtained
during the project. Part of the sector analysis is carried out through the time-
space model, the Cox’s regression model and the distribution adjustment.

Short and medium term considerations

• Soil type research: according to the literature and expert’s opinion from the
company, the amplifying effect of seismic waves increases the susceptibility to
failure and this effect is different for all sectors, since it depends on the type
of soil in which the tested drinking water network is located. In the context
of a seismic country like Chile, this variable gets a greater importance

• Inclusion of static pressure: one of the reasons why static pressure is not
included in this analysis is because of its information is in different files for
which there is no certainty, definition or access

• Real-time control system: data management through the visualization of
them in real time would allow the company to have a power of anticipation
against the drinking water network failures

The final scope of the project is the creation of a predictive model to predict
drinking water failures in order to better understand the complexity of the drinking
water network management and to support the decision making in the context of
renewals and repairs. The Cox’s regression model allows to prioritize, for each
sector, the pipelines sections which need intervention. In this way the drinking
water service interruption is reduced, because it will be easier and preventive to
know where and when there is an high rupture probability for a defined section and
the nearby ones. At the same time are reduced also the potential economic sanctions
and the associated operational costs. The company’s have to incorporate the use,
of their decisions.
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Conclusions

The thesis goal is to investigate about the paradigms and the literature concerning
the value that the companies can achieve by taking advantage from the enormous
quantity of internal and external data available, which analysis can create useful
insights to support business decision making. With this researching I had the op-
portunity to get closer to that concept which are the base for a Data Science project
development and that a good Data Scientist must know. I learned how a company
can successfully implement Data Science project and create value from the available
data. First of all, if a company wants to work with and get profit from the data, is
fundamental to be prepared in terms of personal of the organization,technologically
and, most of all, in the company vision. Key aspects for a success are the clear
vision of the company and the good communication within the different levels of
the organization and within the components of the teams who work to the project.
Then, but not less important, the organization has to know with what kind of data
they are working, the characteristics and the contents, to be able to understand
which data are useful for the company according to its scope. In particular, I had
the opportunity to find all these theoretical concepts applied in a real case study,
such as the PME Project. By following the project development, I saw how impor-
tant was for the team project to have a clear goal. To create the predictive model,
first of all was necessary to be well informed about the characteristics of the data
available and furthermore about the sector in which the company operates. The
clear subdivision of the roles and the good communication of the results within the
team components also was fundamental to respect the project time table and goals.

With the PME Project I saw how a Data Science project could help a company
to create value from the available data. In this case, the available data was useful
to create a prediction model with the aim of being supporting the decision making
about the renewals plan and to reduce the costs due to the renewals and the fines
for the interruption of the service when failures happen.

The objective of the project to create a predictive model to predict in time
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and space the failures of the drinking water network has been achieved from the
results obtained with the time-space model and with the Cox’s regression model
that facilitate the identification of the sections of the pipeline that will suffer failures
and thus supporting the decision making in the creation of plans for the renewal of
the network every six months. Furthermore, all the analysis carried out thanks to
the available data, favours a better understanding and knowledge of the functioning
and management of the drinking water network in order to reduce the huge costs
related to fines and emergency purchases that the company is currently forced to
bear because the drinking water network deteriorates faster than it renews itself.

The output of the time-space model delivers the amount and location of nearby
failures, in time and space, which allows a quick and efficient verification of the cri-
teria imposed by the prioritization of renewals. Instead, the survival model requires
contemplating pipelines sections that have suffered failures and those not, to see
which covariates impact on the risk of failure and which ones not. For each section
is predicted the relative risk value. These risks are transformed into a probability of
failure for each pipelines section and it is considered that a section will fail when the
probability is 80% or higher. After Cox’s regression model is verified by seeing how
many of the failures present in the event master, the model is able to predict, how
many are false positives and how many are false negatives. In this particular case,
98% of failures are correct and the remaining 2% corresponds to the sum of false
positives and negatives. So we can conclude that the model is working correctly.

During its management, the company will apply its criteria and experience to
determine the probability from which it will be considered high probabilities of
failure. It is at the moment in which the sector analysis is performed that the
results obtained in this project make sense; part of the sector analysis is carried out
through the time-space model and the Cox’s regression model. The management
of data through the visualization of them in real time would allow the company to
have a power of anticipation to the failures of the drinking water network that, for
the moment, it has not achieved.

Thanks to the professor Leiva, I also had the opportunity to see how Data
Science could find application in a wide range of domains and with different goals.
It could be to create predictive models to support the decision making or, by a more
statistical and descriptive approach, to better know the competitive environment of
the company to be able to exploit the opportunity and to transform their weakness
in their strengths.
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