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Abstract 
 

Although scientif ic progress has shown the harmfulness and toxicity to man and  
the environment of certain pesticides, prohibiting their us e,  the residues of old  
productions can sti l l  give rise to environmental problems with very signif icant  
impacts.  

Among these, Dense Non-Aqueous Phase Liquids (DNAPL) are certainly of interest , 
since, due to their high specif ic weight, they can migrate deep into the soil,  
reaching the bottom of the aquifer and accumulating at hi gh depth, giving r ise to  
contaminations diff icult  to be addressed.  

Due to their low solubil ity, DNAPLs are slowly dissolved  in groundwater and hence 
they can represent a long-term contamination source.  

It  is therefore necessary to perform a reliable characterization of such 
contaminated sites and to develop accurate models to be used as a support in the 
design of the remediation.  

For this purpose, over the last years the importance of m athematical models of  
groundwater f low and contaminant transport has  dramatical ly increased; models 
are used to better understand the contamination  process, to simulate long-term to 
support the design of the reclamation interventions, comparing alternatives from 
the point of view of  effectiveness, long-term expected impacts, and monetary 
costs.  

This thesis presents a numerical modeling study performed  at the Technical 
University of Madrid  on a complex contaminated site in Spain  using FEFLOW, a 
f inite-element groundwater f low and transport modell ing tool.  

A conceptual  model of the site is developed and translated into a numerical model  
to study the interact ions between the aquifer  polluted by peticides  and connected 
to a water reservoir used for agricultural ,  energy and drinking water purposes.  The 
connection between the aquifer and the reservoir is studied based on the seasonal  
level variations of the reservoir and how they are transmitted to the aquifer, as 
observed in monitoring wel ls .  

Moreover, transport  simulations are used to compare alternative scenarios for the 
site remediation,  considering the inject ion of soluble reactants and surfactants, for 
a preliminary evaluation of possible remediation alternative technologies.  
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1 Introduction and Objectives 
 

The present work addresses  the contamination of groundwater from d pesticides 
and their by-products in a former production site in  Aragon, Spain.  

The Food and Agriculture Organization  (FAO) defined pesticide as:  

“any substance or mixture of substances intended for preventing, destroying, or 
controll ing any pest, including vectors of human or animal disease, unwanted 
species of plants or animals, causing harm during or otherwise interfering with the 
production, processing, storage, transport, or marketing of food, agricultural  
commodities, wood and wood products or animal feedstuffs, or substances that may 
be administered to animals for the c ontrol of insects, arachnids, or other pests in 
or on their bodies. The term includes substances intended for use as a plant growth 
regulator, defol iant,  desiccant, or agent for thinning fruit  or preventing the 
premature fall  of fruit. Also used as substan ces applied to crops eithe r before or 
after harvest to protect the commodity from deterioration during storage and 
transport.”  (Food and Agriculture Organization of the United Nations. 2002).  
Pesticides can be classif ied by target  organism in herbicides, i nsecticides,  
nematicides, molluscicides, piscicides, avicides,  rodenticides, bactericides,  insect 
repellents,  animal repellents, antimicrobials,  fungicides,  and disinfectant (Randal l  
C, et al .,  National  Association of State Departments of Agriculture  Research 
Foundation; 2014).  

The most common pesticides are herbicides which account for approxi mately 80% 
of all  pesticide use (Food Print , GRACE Communicat ions  Foundation;  2018).  

Despite their main aim is to control  harmful organisms, their chemical  
characteristics, combined with their massive use, made them an environmental and 
public health problem.  

Studies on non-Hodgkin lymphoma and leukemia,  neurological  problems, birth 
defects, fetal death and neurodevelopment desorder, showed positive associations 
whit pesticides exposure (Bassil  KL, Vaki l  C, Sanborn M, Cole DC, Kaur JS, Kerr KJ ;  
2007) (Jurewicz J,  Hanke W; 2008).   
 

 

 

For what concerns environmental problems, pesticides can affect all  the 
environmental  matrices addressed by this study, including water and groundwater:  

• Air: pesticides suspended in the air as gas phase or absorbed on soil  particles  
can be carried by wind to other areas, potentially contaminating them . In 
fact if  applied into farming they can volati l ize and may be blown by winds 
depending on weather conditions (high wind velocity implicates high spray 

https://en.wikipedia.org/wiki/Food_and_Agriculture_Organization
https://en.wikipedia.org/wiki/National_Association_of_State_Departments_of_Agriculture
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drift  and exposure) at the time of application as well  as temperature (dai ly 
and seasonal) and relative humidity, which can change the spread of the 
pesticide in the air  and their evaporation (Damalas CA, Eleftherohorinos 
IG; 2011).  
 

• Soil:  even if  few res idues of some pesticides can be degraded by 
microorganisms, their extensive use in crops can damage microorganisms 
l iving in the soil,  particularly when these chemicals are overused or misused, 
depending on persistence, concentration, and toxicity of the a pplied 
pesticide and generally result ing in a decrease of biodiversity in the soil  
(Abdel-Mallek AY, Moharram AM, Abdel -Kader MI, Omar SA; 1994).  
The persistence of  pesticides in soi l  is influenced by degradation and 
sorption: sorption is  dependent on the amount of organic matter in soil ,  on 
which pesticides are preferentially sorbed, resulting also in a lower amount 
of water retention in soils (Kellogg RL, Nehring R, Grube A, Goss DW, Plotkin 
S; United States Department of Agriculture Natural Resources Con servation 
Service; 2000) .  Moreover, as longer a pesticide stay in soil ,  the more it  
becomes resistant to degradation, because of the reduced activity of the 
microorganisms which cannot complete the process.  
 

• Water: pesticides can reach the water in different ways, in  fact they may  drift  
outside of the target area if  sprayed, they may percolate through the soil  and 
they can be transported by water as runoff or they can also be transported 
into water by eroding soi l .  Pesticide’s possibi l ity to contamin ate water 
depends on its water  solubil ity, on the distance from the application point  
to a receptor body, on precipitat ions, soi l  type and on methods used to apply 
the compound (Pedersen TL; 1997).  

 

The main pesticides contamination pathways are shown in Figure 1.  
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Figure  1 :  pes t i c ide s  pathw ays  in  a i r ,  s o i l  and  water  ( f rom W ik iped ia )  

 

Due to their characteristics, most of the pesticides are considered as persistent 
organic pollutants.  

Persistent Organic Pollutants (POP) are  chemical substances relatively high 
persistence in the environment, due to their high resistance to degradation , they 
are bio cumulative,  settl ing in the tissues of l iv ing beings and increasing the 
concentrat ion through the food chai n, they are highly toxic and cause serious 
effects on human health and the environment and they have the potential to be 
transported over long distances, arriving to regions where they have never been 
produced or used.  

Since 2001, an international treaty is adopted, namely “The  Stockholm Convention 
on Persistent Organic Pollutants”. It  was intended to reduce and to eliminate the 
production, use, discharge and storage of these type of substances. The mentioned 
Convention aims to reduce and eventual ly eliminate the release of 12 p articularly 
toxic persistent organic pollutants, of which 9 were pesticides.   
Among them there is  the hexachlorocyclohexane (HCH).  

Non-aqueous phase l iquid or NAPLs are l iquid solution contaminants that do not 
dissolve in or easily mix with water (hydropho bic),  thus result ing in a physical 
interface between a mixture of the two l iquids (Huling & Weaver,  US EPA, 1992) .  
Nonaqueous phase l iquids are divided into two general categories,  dense (DNAPL) 
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and l ight  (LNAPL), depending on whether they have a higher or a lower density 
compared to water.  

The compounds found in the NAPL are not prevented from solubil iz ing into the 
groundwater, but their solubi l ity is generally much lower than the quantit ies 
present in the environment. In fact, what typical ly happens when a DNAPL moves 
and accumulates at  the bottom of the aquifer, is the continuous dissolution, 
according to the chemical property of the compound, of the pollutants present in 
the NAPL, which act as a secondary so urce of contamination (Yong, Fukue, & 
Mulligan, 2006) .  

Generally,  DNAPLs in aquifers,  are halogenat ed/non-halogenated semi-volati les 
and halogenated volati les, which are typically found in wastes and waste -producing 
processes from solvents, wood preserving products, coal  tars, and pesticides. The 
most frequently found contaminants are chlorinated solvents.  

Among those hydrocarbons, Hexachlorocyclohexane (HCH) is a compound 
developed in the twentieth century and used agriculture (Fernández  J,  Arjol MA, 
Cach C;  2013). This substance is formed by a six-carbon ring with a chlorine and a 
hydrogen bond to each ring carbon  and it  belongs to the chemical family of 
chlorinated hydrocarbons and to organochlorine pesticides. Among the isomers of  
this compound appears “Lindane”, the gamma - isomer.  

In Aragon, the biggest  producer of l indane was INQUINOSA (Industrias Químicas del  
Noroeste Sociedad Anónima), which in 1975 started the manufacturing and 
commercialization of  l indane.  

As a product of its activity, INQUINOSA generated different types of waste that had 
to be disposed: between 1975 and 1983 this was done in Sardas landfil l ,  and from 
1984 to 1992, in Bai l in landfil l ,  specif ically set up to host them. The two landfil l  
sites, together with the former production site, are recognized source of  
environmental pollution (J.Fernandez, M.A.  Arjol ,  C. Cacho; 2013).  

One of the most important characteristics of this site is the Sabiñánigo reservoir,  
installed for irr igational and energetical uses of the water, which determine 
osci l lations in water level in addition to the natu ral seasonal  and daily variations.  
Those osci l lations influence the groundwater f low and, consequently, the mass 
transport signif icantly.  

Those implications can be studied and evaluated using a numerical modeling,  which 
is widely used in groundwater decont amination and monitoring, due to the 
importance of understanding subsurface  f low problem in order to apply any kind 
of reclamation technique, particularly when variations of the water level determine 
changing in hydraulic gradient and flow direction.  

Groundwater Modeling has been developed mostly in terms of Finite Differences,  
i .e. discretizing the numerical solution of f low and transport equation on  a regular 
grid.  



7 
 

Despite its  simpler formulation, f inite dif ferences do  not allow to evaluate the f low 
on a non-regular domain, e.g. al lowing local refinements to improve the 
computational (Anderson, Woessner, & Hunt, 2002) .  

The f low modelled with a Finite Element software allow a more detai led 
representation of the real domain, due to the possibil ity to build a non -regular 
“grid” composed of different size elements .  
Those local  refinements  result in a more detailed simulatio n of the f low, especially 
in those part of the domain where the solution of the f low and mass transport 
equations involves in high variation in a short t ime, needing spatial and temporal 
appropriate discretization , e.g. points very close to a mass source  (Hans-Jörg G. 
Diersch, 2014) .  

By using the Finite Elements approach is intended to evaluate the f low and the 
mass transport considering the challenge of th e oscil lat ion of the reservoir ,  in order 
to evaluate the possibil ity of a surfactant enhanced aquifer remediation  technique. 

To goal those object ives, the f inite element groundwater modeling is used in two 
temporal periods in order to create a valid model  useful in  different situations, 
that could be implemented in future in order to evaluate variable density f low 
problems (NAPLs) and possible reclamation techniques.  

Not only the modeling is used to achieve those objectives, but it  is also used the 
numerica l estimation of parameters that  were not measured or that are diff icult  to 
evaluate in f ield.  

The remaining part of this work is divided as follow:  

• Chapter 2 “Materials and Methods” ,  which describes geographical ,  
geological,  hydrogeological framework,  the contamination,  the conceptual 
model of the site,  the tools and the related setup used for the groundwater 
modeling;  

• Chapter 3 “Results and Discussion” ,  where the results of the simulation of 
the groundwater modeling are presented, discussed and analysed ba sed on 
the characterist ics of the site and on its current knowledge.  

• Chapter 4 “Conclusions” ,  where the work of this thesis and the f indings 
obtained are resumed and evaluated with respect of the purposed objectives  
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2 Materials and Methods 
 

2.1 Description of the site 
 

2.1.1 Geographical framework  
 

The contaminated site is located in the northwest area of the  Iberian Peninsula 
that corresponds to the Aragon Pyrenees, in the province of Huesca,  between the 
municipalit ies of  Sabiñánigo and Sardas. Their location is  shown in Figure 2.  

 

 
Figure  2 :  l o cat i on ,  in  Spa i n ,  of  the  pr ovin ce  of  Hues ca ,  w i th  the  l ocat ion  o f  Sa b iñán igo  in  the  f ocus  

 

The site, reported in Figure 3, is l imited on the north by a natural marl outcrop and 
by the Gallego river,  which is collected by the reservoir located on the left of t he 
site, defining the west l imit .  
The marl outcrop follows the perimeter of the site from the north, through the 
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N330 highway, to the south, defining  the eastern and southern l imits of the study 
area.  

The Sardas landfil l ,  the source of contamination, is l ocated on the E-SE part of the 
site, occupying an area of around 4 hectares beside the Gal l ego river.  A reservoir  
whit a surface of 27 hectares was created as a dam was built  in 1965  on the course 
of the river, in the municipality of Sabiñánigo for the production of electricity by 
the Eléctricas Reunidas de Zaragoza  and for agricultural irrigation. 

 

 
Figure  3 :  v iew of  the  s i te  f rom sa te l l i te  ( f r om  G oog le  Sate l l i te )  
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2.1.2 Geological  framework 
 

The geological framework of the site is  in the Southern Pyrenees Area, which is 
characterized by the vergence in the south direction of the  structures, the spatial 
continuity of the pre-tertiary sediments  over all  Aragon and finally the tectonic 
activity that was developed  during the Tertiary, which strongly conditioned the  
sedimentation of materials.   

During the Tertiary period, a  series of overlapping thrusts led the Basin  of the 
Southern Pyrenees to be a foreland basin. The formation of this basin is a complex 
process, since it  was generated in orogens  produced by the continental  coll ision 
with the Pyrenees.   

When this process was carried out, topogra phical differences were generated  
between the orogen and the basin, producing two simultaneous processes as the 
erosion of the orogen and sedimentation within the basin, which  generated that  
the evolution of the basin (Barnolas and Gil -Pena, 2002).  

At the end of the Lower Eocene and the beginning of the Midd le Eocene, a division  
of the Southern Pyrenees Basin occur,  due to the tectonic activity, which caused 
the formation of two sub-basins: the Tremp-Graus basin in the east and the  Jaca-
Pamplona basin in the west.  

The study area is located in the Jaca-Pamplona sub-basin, shown in Figure 4, which 
corresponds to sheet 177-Sabiñánigo of  the geological  map of  the MAGNA series in  
scale 1:50,000. ( IGME, 2012) . The table below reports the legend of the geological 
l ithotypes.  

The main geomorphological forms found in the area are  relate to the processes of 
erosion and sedimentation around the valley of the  Gállego r iver and the glaciers.  
This activity formed the depres sion valleys characteristic of the glaciers, glacis and 
terraces on both sides of the  river, as well  as alluvial fans and dejection cones.  

In this case study we can distinguish  four different  geological layers: an anthropic 
f i l l ing located in the most superficial part , si lt ,  gravel due to the f luvial deposit of 
the Gállego river and gray marls in the deepest zone . 

These layers are represented in the cross section shown in Figure 6.
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Figure  4 :  shee t  1 7 7 (Sab iñ án igo)  of  the  geo l og i ca l  m ap  of  the  MAG NA ser ie s  in  sca le  1 :5 0.0 00 ( IG ME,  2 0 12) ,  in  the  tab l e  be l ow  the  legend  of  the  sheet  17 7 

i s  r epor ted  h igh l igh t ing  th e  l i th otype s  pre sent  in  the  study  s i te  
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Figure  5 :  l inear  pr of i le  o f  the  cr oss  se ct i on  of  the  s i t e
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Figure  6 :  cr o ss  se ct ion  o f  t he  study  area ,  f r om  “ Stra t eg ic  En v i ron men ta l  Act ion  P lan  aga in st  l indane  wast e  c onta mina t i on  in  Aragon ”  ( G ob iern o de  Arag on  

and  EMGRI SA,  20 16)   
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Materials that are deposited above the marl layer belong to the Quaternary, are 
composed of si lts and an alluvial formed by sands  and gravel  with a thickness of  
approximately 15 meters of power. The presence of these materials is due to the 
alluvial deposit of the Gál lego River. At  s ite, the gravels come in contact with the 
marls in the area Southwest, s ince in this area is where the outcrop occurs.  

An anthropic f i l ler is deposited on the quaternary materials  from the old Sardas 
landfil l  and later with the  materials from the construction of the N-330 road 
(bypass of Sabiñánigo), with a thickness of 4 meters. This f i l l ing is the  most recent 
material that we found in the area, since the deposit was  carried out at the end of 
the 20th century.  

Below this material  there is a layer formed by sandy si l ts that has materials of 
different sizes. This layer has a depth of about 8 meters, reaching up to  12 meters 
deep. In this same layer the phreatic level is located  of the aquifer to about 9 
meters deep.  

Between 12 and 16 meters are th e sands and gravels that make up the layer  alluvial 
and is where the aquifer is  located. It  consists of materials from  great variety of 
sizes coming from the deposit of the Gállego river.  

Finally, the deepest layer that corresponds to the  marls.  This layer is considered 
impermeable and acts as an aquifer wall  to be  waterproof,  reaching a depth of 24 
meters.  Despite its  very low permeabil ity, this  layer presents fractures that make 
possible the migrat ion of water and possible contaminants through them.  

 

2.1.3 Hydrogeological framework 
 

The site is  close to the Sabiñánigo reservoir,  which is supplied by the water 
provided by the river Gál lego which belongs to the Ebro r iver basin. The river runs 
in a north-south direction from the Tena Valley, located  in the north of Sabiñánigo,  
until  its junction with the Ebro River , which then passes through Zaragoza.  The 
river's waters are subject to extensive re gulation and derivation during its course, 
thus when it  f lows into the Ebro its discharge is  just some 10  percent of its natural 
discharge.  

The Sabiñánigo reservoir is characterized by a non -stable water table oscil lating 
between 764 and 766 meters  of elevation above sea level,  due to the rainfall  that 
occurs in the area and the variations in the water level in the reservo ir connected 
to the uses of the water of the reservoir,  i rrigation and electrical,  and to the natural 
daily and seasonal water level vari ations ( LI2GA & MENODES, CARESOIL ; 2016).  

Figure 7 shows the osci l lations of the reservoir in the summer and winter season 
of the 2018.  
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Figure  7 :  o s c i l la t i ons  o f  th e  reser vo ir  in  the  sum mer  and  winter  seas on  of  20 18 ,  the  ser i es  of  De ce mber  

i s  par t ia l ly  c omp let e  ( sour ce :  E MG RIS A ’ s  hydroge o log ica l  m on it or ing  f or  th e  G overnm ent  of  Arag on ) .  

 

These variations are unusual and, at least in Italy, very uncommon and  strongly 
characterizing the behaviour of the aquifer, which piezometric level is at about 
766m above sea level. That correspond to a depth to water table of approximately  
5m under the area of  the f i l l ing material near t he reservoir,  growing up until  about  
9-10m under the area relative to the same layer, but in correspondence of the 
piezometers located near the road N330 , on the left  (Figure 6). Between the N330 
and the end of the s lope relative to the road, the piezometric level is unknown . 

The direction of f low of the site has a Northwest component, although it  is affected 
by the extractive activity of the numerous piezometers that are in the area and that  
are used to carry out pumping tests . A representation of the f low is shown in the 
piezometry shown in Figure 8.  

Due to the geology and the l ithologies that the area  presents, we find an aquifer 
of confined type. This is  due to the presence o f a  low permeabil ity layer formed by 
si lt  in the upper part of the aquifer that prevents the f i ltration of rainwater from 
the outside to the gravel layers, and a impervious layer in the deepest zone, which 
coincides with the fractured marls, which prevents  the water from continuing to  
migrate to deeper layers and acting as an aquifer wall .   

The problem with these marls is that they do not act as an insulating layer, but 
because they have fractures, the pollutant and the water present in the aquifer can 
migrate to other areas further away from the contaminated area.  

The unconfined aquifer is it  characterized by an anisotropy concerning its hydraulic 
properties, as confirmed by a pump ing test done in Apri l  2018, which results are 
reported in Figure 11. The location of al l  the piezometers used in the monitoring 
of the site are shown in Figure 9.  

764.6
764.7
764.8
764.9
765.0
765.1
765.2
765.3
765.4
765.5
765.6

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Hy
dr

au
lic

 H
ea

d 
(m

)

Day

Oscillations of Sabiñánigo reservoir

December 2018 June 2018



16 
 

 
Figure  8 :  p iez ometry  o f  th e  s i te ,  w ith  the  c ourte sy  o f  L I2 GA Y  ME NO DES and  C ARESO IL  (2 016)
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Figure  9 :  l ocat i on  o f  p iez ometer s  in  th e  s i t e  and  in  t he  landf i l l ,  w i th  the  c our t esy  of  E MGR IS A
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A focus concerning the piezometers used in the pumping test is shown in Figure 10.  

 

 
Figure  10 :  p i ezome ters  us ed  in  the  pump ing  te st  done  in  Apr i l  2 01 8 ,  h igh l ight ed  in  ye l l ow  

 

For what concern the pumping test,  it  was conducted  by Gobierno de Aragona, 
EMGRISA, INPROQUIMA (UCM), MENODES (UPM),  LI2GA (UPM) in the context of the 
monitoring plan of the site , on the 26t h of April  2018.  

The test lasted 12h (720 min) by pumping a constant f low rate of 86.88 m 3/d in the 
well  PS-14B .  This well  is characterised by a diameter of 4’ ’  and a screening level  
which cover the entire sandy gravel layer. The casing of the well  is composed of 
bentonite and of gravel for the screened part.  The porosity of the drain material 
around the screening, gravel ,  is about 0.25 

While performing the test, the water level drop in the monitoring piezometers has 
been registered in continuous in order to obtain the parameters of interest for an 
unconfined aquifer.  

The results of the pumping tes t are shown in Figure 11.  
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Figure  11 :  re sum ing  tab le  of  the  pu mping  tes t ,  the  t ab le ,  in  Span i sh ,  sh ow s f r om  le f t  t o  r ight  

respec t i ve ly :  p iez om eter s  of  in ter es t ,  he ight  of  the  3 r d  layer  in  that  po int ,  in f l uence  rad iu s ,  
t ransm i ss iv i ty ,  spe c i f i c  y ie ld ,  hydrau l i c  c onduct i v i ty  and  ge nera l  obser vat i ons  on  th e  p iez omet er .  

 

These values obtained show the range of variabi l ity of the charact eristics of the 
aquifer, detect ing an anisotropy in terms of hydraulic conductivity , which vary in a 
range of 73 m 3/d to 430 m3/d, and consequently in transmissivity. There are also 
variat ions of specif ic yield over an order of magnitude, from 2e -4 to 2.8e-3.  

For what concern the hydraul ic characteristics of the top layer (f i l l ing material)  and 
the 2n d layer (si lts) a summary is reported in Table 1.  

Those values have been provided by a previous f inite differences groundwater 
model carried out by EMGRISA and AZENTUA (another society which has cooperated 
within the monitoring of the site). This model can provide the order of magnitude 
of the properties of those layers giving an idea of the characteristics of the site.  

In this work, this model has been used in order to reproduce the layers elevation,  
using the height values relative to the ce ll-centres of the f inite dif ference grid of 
the model as wil l  be further discussed. Moreover, the model parameters have been 
used as starting values for  the parameter estimation (PEST), that wil l  be also 
further discussed, for those p roperties that were not measured in f ield.  
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Tab le  1 :  resu m ing  tab l e  of  the  so i l ' s  unkn own para m eters  as s igned  in  the  m od el ,  bas ing  on  th e  m ode l  
carr ied  ou t  by  EM GRI SA/AZENTU A  

Kx - y  (m/d) 
Layer 1: anthropic fi l ler  0.01  
Layer 1: hydraulic connection 0.1  
Layer 2: reservoir  0.01  
Layer 2: hydraulic connection  0.1  
Layer 2: si lt  1  

Kz (m/d) 
Layer 1: anthropic fi l ler  0.001  
Layer 1: hydraulic connection  0.01  
Layer 2: reservoir  0.001  
Layer 2: hydraulic connection  0.01  
Layer 2: si lt  0.1  

Specific Storage (1/m)  
Layer 1  0.006  
Layer 2: footprint of layer 1  on layer 2  1.8e-4  
Layer 2: reservoir  0.002  
Layer 2: si lt  0.003  

 
The differentiation inside ea ch layer is discussed in section 2.2.1,  concerning the 
conceptual  model of the site.  
 

2.1.4 The Contamination 
 

Sabiñánigo is  a small  industrial city that developed the most activity during t he 
20th century, because many chemical companies decided to settle there, because 
of the amount of energy that could be obtained from the waterfalls found  in the 
zone helping the production of hydroelectr ic energy.  
In the Gállego River,  there are a total o f 6 hydroelectric plants and 29 dams and 
weirs, with the Biescas plant controll ing the Sabiñánigo reservoir and supplying the 
local industry.  

One of those industries, the biggest producer of l indane  in Aragon,  was INQUINOSA 
(Industr ias Químicas del Noroest e Sociedad Anónima). In 1975 the factory started 
the manufacturing and commercialization of l indane generat ing different types of 
waste that had to be disposed: between 1975 and 1983 this was done in Sardas 
landfil l ,  and from 1984 to 1992, in Bai l in  landfi l l ,  specif ically set up to host them. 
Between 1988 and 1992 INQUINOSA started to import l indane and to elaborate 
commercial formulations . In 1994 the factory closed and remained abandoned.  

It  is  thought that 7.000 tonnes of solid waste per year and about 300-600 tonnes 
per year of l iquid were produced ( European Community, Ministerio de Hacienda y 
Administraciones Públicas,  Subdirección  General  de Administración del FEDER) 
(Gobierno de Aragon & EMGRISA, 2016) .  
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The greatest volume of waste generated was constituted by isomers of HCH, but 
also water treatment sludges, packaging,  l indane production surpluses.  

Five HCH isomers can be formed from this stru cture: α-HCH, β-HCH and γ -HCH, δ-
HCH and ε -HCH, which differ only by the orientation of the chlorine atoms in the 
molecule. From the Second World War to 1990, the most commonly used isomers 
in the world were α -HCH, β-HCH and γ-HCH. 

Lindane, the specif ic compound of  interest , is the gamma isomer of 
hexachlorocyclohexane and it  is represented in Figure 12. In Table 18, reported in 
the Appendix C, a detailed resume of its chemical property is presented.  

 

 
Figure  12 :  repre senta t i on  of  the  ga mma - i somer  o f  H CH,  s our ce  W ik iped ia  

 

During the 60’s, diverse types of residues were dumped close to the Gallego river,  
including the industrial waste from the l indane manufacturing as well  as wastes 
from other chemical industries: HCH solid and l iquid waste, mercury, caustic soda,  
hypochlorite, dichromate, dit iocarbamates, urban waste, construction and 
demolit ion waste.  

Once Sardas land f i l l  was f i l led up, it  was abandoned in the 80’s ,  reaching a volume 
of more than 400.000 m 3 of waste. Between 50.000 to 80.000 m 3 of HCH sol id waste 
and 3.000 m3 of HCH liquid waste (DNAPL) were dumped there.  
When the N330 diversion was constructed , at the beginning of the 90’s ,  around 
50.000 m3 of waste,  due to the construction,  from the landfi l l  was moved to the 
bottom part of the site.  

After the construction of the N330 diversion, the landfil l ’s surface and sides  were 
isolated with the construction of pe rimeter and front walls of concrete -bentonite  
and then the landfil l  was sealed with a high density thermosealed polyethylene 
layer, covered by a drainage layer of gravel and a layer of topsoil.  About 50.000 m3 
of residues deposited in the lower part of the  site during the diversion construction 
were not included in the sealing and remained beside the contiguous reservoir .  
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The landfil l  site is recogn ized as a source of environmental pollution (Gobierno de 
Aragon & EMGRISA, 2016) (J.Fernandez, M.A. Arjol,  C. Cach o; 2013).  

DNAPL is  the substance that presents the greatest  problems for its  removal  because 
it  migrated from the most superficial layer of anthropic f i l l ,  where the waste was 
deposited, to the alluvial layer, where is the aquifer. Due to its greater density, the 
l iquid continued to advance until  it  moved to the lower part or wal l  of the aquifer,  
where it  ran into the marls.  

Under normal condit ions, the low permeabil ity  of this material would have slowed 
the DNAPL advance, producing an accumulation of the substance at that point and 
its presence would not have been detected, but the presence of these fra ctures led 
to the mobil ization of the compound in favour of the hydraulic gradient found in 
the area (Northwest), causing it  to sprout on the shoulder of the road threatening 
the contamination of the reservoir that is close to the site and that serves as a  
supply to the city.  

In order to detect the polluted area, an electric tomography has been conducted  
by Gobierno de Aragona, EMGRISA, INPROQUIMA (UCM), MENODES (UPM), LI2GA 
(UPM). The campaign consisted in the realization of seven geoelectric profi les, 
distributed throughout the study area, as shown in Figure 13. The device used was 
a Wenner-Schlumberger type, trying to reach the maximum lateral resolution for 
the f ixed study depth (maximum 15 meters). The study minimum distance between 
electrodes used was 4 meters, measurements were taken in 10 study levels,  
reaching a depth sl ightly higher than 15 meters.  
 

 
Figure  13 :  pr of i le s  us ed  in  the  e lec tr ic  t om ography  t est  



23 
 

The resistivity values obtained in the area are generally low, represented in a scale 
between 1 Ohm·m and 200 Ohm·m, from blue to red re spectively.   
The tomographic sections obtained under the measured prof iles are presented in 
Figure 14. In these sections it  can be seen the differentiation of th e following 
geoelectric horizons:  

• An anthropic resistive surface horizon: this level has a thickness that reaches 
5 m depth, resistivity values vary mainly between 60 Ohm·m and sl ightly 
more than 200 Ohm·m. This is found along the entire profile in profi les 1 and 
6. Profi les 2, 3 and 4 have lateral  variation s with decreases in resistivity up 
to 20 Ohm·m. In profile 2 between 24m to 28m and 60m to 72m, in profile 3 
between 48m to 68m, and in profile 4 between 3m to 60m and from 84m to 
the end of the profile. In the case of prof i les 5 and 7 the values of this level  
vary between 20 and 50 Ohm·m.  
 

• A second very conductive horizon that reaches, from the previous level ,  a 
depth between 10m and 13m according to the profile, except in profile 5 that 
reaches the maximum depth of study. This level  has values of  resistivity close 
to 1 Ohm·m and is associated with the pre sence of pollutants in the water of 
the formation. By the distribution of the anomalies it  is possible to think that 
there are two differentiated zones of pollutants, one located towards the 
south of the profiles, with the most conductive values and with a greater 
extension in depth, and another located in the northern half  of the sections, 
with somewhat less conductive values and a greater lateral extension.  
 

• A third horizon of average resistivity  with values of resistivity between 20 
and 60 Ohm·m, except in profile 1 in the rest does not f ind sufficiently 
defined to the maximum depth of study. As this  is the longest profile, it  is  
also where the most depth data have been collected, therefore it  is l ikely 
that this level corresponds to the resistivity values of the marls.  

 

Due to the results of the tomography tests, which show a non -homogeneity of the 
distribution of the pollutant in the soi l,  is it  possible to think that the f low finds 
subzones with different characterist ics, bringing it  to fol low different pathways.  

This anisotropy has been confirmed by the pumping test done in April  2018 already 
presented, which results have been shown in  Figure 11.  
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Figure  14 :  re su l ts  o f  the  t om ography  tes t ,  in  v i o l et  the  preferen t ia l  pathway  of  the  f lu x
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2.2 Groundwater Modeling 
 

2.2.1 Conceptual model of the site  
 

A conceptual model  can be defined as  a qualitative representation of a 
groundwater system that obeys to hydrogeological principles and is based on all  
the information inherent to the behaviour of soil ,  f lux and mass transport.   
Design of a conceptual model should typically consider those data sources:  
geomorphology,  geology, geophysics,  cl imate, vegetation, soi ls,  hydrology,  
hydrochemistry/geochemistry,  and anthropogenic aspects (Kolm K,  Van Der Heijde 
P, 1996).  

A conceptual model should include the characterization of both the hydrogeologic al  
and hydrologic  systems. A conceptual model for most groundwater f low, at a 
minimum, should include information on boundaries; hydrostrat igraphy and 
hydrogeologic properties;  f low directions and sources and sinks; and a f ield-based 
estimate of components  of the groundwater budget  (Anderson, Woessner, & Hunt, 
2002).  
According to the above-mentioned principles, the conceptual model of the Sardas 
site was developed and is hereby described  

The contamination problem starts from Sardas landfil l ,  where the leachate  is  
naturally generated due to the weight of the wastes depos ited and due to the 
rainfall  infi ltration. The leachate  starts f lowing to the reservoir passing through  
the anthropic f i l l ing layer.   
Between the landfil l  and the N330, there is no evidence of the pr esence of the 
sandy si lt  layer and of the sandy gravel layer, be cause of this  part of the site was 
created during the construction of the landfil l ,  and then of the N330 .  
The f i l l ing soil  deposited on the natural  marl  outcrop let that the leachate f lows 
above the marl  layer , for its very low permeabil ity and for its gu lly shape,  fol lowing 
the gradient directed to the reservoir.  

Below the N330, a slurry wall  was installed  to increase the stabil ity of the soil  on 
which the road is bui ld . The slurry wall  bounds the f low al l  over the f i l l ing and the 
marl layer.  The high dif ference in hydraul ic head generated by the wall  triggers the 
preferential f low through fractures in the marl layer, thus by passing the slurry 
wal l.  
The 3D strat igraphic and hydrogeological mo del  was developed based on these 
assumptions.  

Under the road N330 the f low meets  a hydraulic connection with a higher 
conductivity, which brings into contact the f i l l ing soil ,  pr incipal ly of clay and 
therefore not conductive, to the si lty, and to that for med by gravel and sand, more 
conductive.  The nature of the hydraulic connection is not well  known, it  can be 
represented from an outcrop of more conductive material due to fractures occurred 
in the past geological activity of the site or from a fracture it self.  
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The bottom layer, the gravel layer, is underneath the si lt y layer and, given its high 
conductivity, is strongly influenced by the oscil lations of  the reservoir . This layer 
it  is also characterized from an unregular anisotropy, which determine differe nces 
in terms of hydraulic conductivity, porosity and storage in side this layer, which 
lead to different manifestations of the hydraulic head’s oscil lation observable in 
the monitoring piezometers.  
The reservoir  is located above the si lty layer, thus diffe rentiat ing it  into two zones 
with different characteristics,  due  to the transport of solids from the Gallego river,  
which typical ly obstruct the water body bed . In this layer must be differentiated 
from these two zones a third zone, located under the anthr opic f i l l ing, which is 
characterized from lower compressibi l ity due to the weight of the deposal above it  
and of the traffic of the N330.  

Once passed the hydraulic connection, depending on the level of the reservoir,  the 
f low can be subject to 2 different situations:  

• If  the level of the reservoir is below the hydraulic  level of the groundwater,  
the gradient wil l  be directed to the reservoir,  and the f low wil l  follow the 
natural pathway until  the reservoir,  on the base of the material properties 
of the layer  

• If  the level of  the reservoir  is  higher than the hydraulic head  of the 
groundwater, the gradient wil l  be directed in the opposite direction, with the 
generation of two different opposite f lows that wil l  have to be managed by 
the layer: a new stable level wi l l  be reach, every time that an osci l lation will  
occur, involving in a mass transport inside the layer, with a general increase 
of the hydraulic head in the monitoring piezometers.  

A representation of the conceptual model is shown in Figure 15. 
 

 
Figure  15 :  con ceptua l  mod el  of  the  s i te .  W ith  the  b lu e  arrow s i s  i t  repres ented  the  c on ceptua l  f low  f r om  

the  landf i l l  to  the  reser vo i r  (hor iz onta l  l ine)  and  f r om the  res ervo ir  to  the  3rd  layer  (wa vy  l ine )  
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2.2.2 Description of the field tests carried out 
 

Two tests were carr ied out in order to study the applicabil i ty of the S urfactant 
Enhanced Aquifer Remediation (SEAR) technique.  Those f ield tests are the ones 
which are of interest in this thesis and that were simulated in the model.  

The f irst test was carried out fro m 4th to 9th of June 2018, in which NaBr, a tracer, 
was injected to determine the effective porosity and  the permeabil ity of the gravel  
layer in order to evaluate the possible application of the SEAR. This test also 
includes an extract ion phase realised to  evaluate the possible removal of 
surfactant, to avoid its diffusion in the aquifer.  As result of this test, the Br -  
concentrat ion is measured. 

The second test was carr ied out from 9 t h to 13th of July 2018, in which NaBr and a 
surfactant  were injected and then extracted to perform the pilot test of the SEAR 
technique. Concentration of Br -  and surfactant were measured during  the injection 
and during the extraction of those compounds.  

Both periods considered in the tests have a duration of 7200 min  (5 days).  For both 
tests were used the same monitoring piezometers and the same inject ion well .  
Their location is shown in Figure 16. 
 

 
Figure  16 :  locat i on  of  the  p iezome ters  and  o f  th e  we l l  u sed  in  t he  te st s  s i mula t ed  
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For what concern the characteristics of those well/piezometers  and their location, 
a summary is reported in Table 2. 
 

Tab le  2 :  l o cat ion  (EPS G:3 2 630)  and  charac ter i s t ic s  o f  the  in je ct i on  wel l  and  of  the  obser vat i on  we l l s  

Well/Piezometer  X coordinate Y coordinate Screening layer Distance 
from PS-14B 

Inj.  Well  PS-14B -38295.2  5238402 3r d layer  -  
Obs. Well  PS-14A -38292.8  5238405 2n d and 3r d layer  3.5 m 
Obs. Well  PS-14C -38297.1 5238404 3r d layer  2.5 m 
Obs. Well  PS-14D -38296.5  5238400 3r d layer  3 m 
Well/Piezometer  Height  Max. Depth  Screening 

Depth  
Diameter  

Inj.  Well  PS-14B 774.06 m 16.5 m 11.5-16.5 m 4’’  
Obs. Well  PS-14A 774.15 m 18 m 6-18 m 3’’  
Obs. Well  PS-14C 773.94 m 16.3 m 11.3-16.3 m 3’’  
Obs. Well  PS-14D 773.92 m 16.9 m 11.9-16.9 3’’  

 
 
Must be note that the depth of the screening does not coincide with the exact 
height of the layer, reported in Figure 11, because those wells were screened also 
in the layers above and below, in order to confine the screening in the layer of 
interest.  

Except for  piezometer PS-14A, all  wel ls were installed in 2018.  
The sampling depth for the concentration was at 15m for each piezometer,  which 
can be considered as a medium depth for the gravel layer.   

Concentrat ions has been measured with a Br-selective electrode “Metrohm”  with 
crystal membrane for what concern the measures of the tracer  and with the Gas 
Chromatography –  Flame Ionization Detector (GC-FID) for the measures of 
surfactant .  

About the measured hydraulic heads on the piezometers of interest for the two 
episodes of study, which are PS -14A, PS-14C and PS-14D, must be note that they 
have been working only in a part of 2018.  

The measured hydraulic head in those piezometers over their working period is 
shown in Figure 17. Must be note that on some days the measure s were not taken, 
due to malfunction of the equipment . That values were not considered in the  
model.  
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Figure  17 :  hydrau l ic  h ead  in  p iez omet ers  for  20 18 ,  mus t  be  n ot e  tha t  on  s om e days  the  m easure s  were  not  taken ,  due  t o  ma lfunc t i on  of  the  equ ipmen t ,  

ass ign ing  the m a  zer o va l u e  in  the  mode l
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The tracer test has been carr ied out in the week from 4 th to 9 t h of June 2018. 

The f irst day was prepared the injection of the tracer adding 3.33kg of NaBr (2.56Kg 
of Br-) in a 20m3 tank f i l led with water. The theoretical concentration should have 
been 128 mg/l but was measured (with ion chromatography-IC) a value of 120 mg/l,  
which was used in the model. The error is  within the experimental er ror.  

On the 5th of June,  at 10:00 the injection took place, unti l  15:06. The inject ion 
rate, 3.75m3/h, can be considered as constant all  o ver this period. During this phase 
of the test Br -  concentration has been measured 11 times, with the last one after 
an hour from the end of the injection.  

On the third day the extraction phase took place. It  started at  9:30 and lasted until  
18:00. The pumping rate can be considered as constant over th is period, with a 
value of 4.4m 3/h. During the extraction, the tracer concentration has been 
measured 14 times.  

The measured concentration in the piezometers of  interest is r eported in  Figure 
18, must be note that measures were not taken between injection and extraction.  

 

 
Figure  18 :  measured  Br -  c oncen trat i on  a l l  over  the  t racer  t es t  per i od .  The  d ot t ed  l ine s  repr esen t  the  

lack  of  measure s  in  tha t  t i me (be tween  the  in jec t i on  and  the  e xtract i on )  
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The pilot test has been carried out in the week between the 9 th and the 13 th of July 
2018.  

The f irst day was prepared the injection of the tracer adding 750g of  Br -  and 75kg 
of surfactant  in a 5.76m3 tank f i l led with water.  The concentrations of surfactant 
(by GC/FID) and Bromide (by IC) measured at zero time were about 13 g/ l  and 130 
mg/l,  respect ively.  

The injection starts at 9:30 of 10th of July and ended at 18:20 (8.83 hours). Injection 
rates were varying and so measured periodical ly, through a counter.  During this  
period the surfactant measures and the t racer measures took place 11 times, of 
which the last was taken 40 min after the end of the injection.  

At 9:30 of 11th of July the extraction starts , and last until  19:05. The f irst 30 minutes 
were complicated,  because of operat ional problems with the position of the pipe  
to be able to regulate the e xtraction. In the last two hours it  was tried to raise the 
f low to try to face the situation created . Even in this occasion, pumping rates were 
measured through the counter.  During the extraction, the concentrat ion of the 
compounds injected was measured 12  times.  

The time varying injecton/extraction rate, over all  the period of the pilot test,  is  
shown in Figure 19.  
 

 
Figure  19 :  in jec t i on  and  extract i on  rat e  m easured  th rough  the  c ounter  over  th e  per i od  of  the  p i l o t  te st .  

Negat ive  va lue s  ind ica te  i n ject i on  of  wa ter .  
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The observed values of concentrat ion for the compound injected is shown in Figure 
20 for Br-  and in Figure 21 for the surfactant , must be note that measures were not 
taken between injection and extraction . 

 
Figu re  20 :  measured  Br -  c oncen trat i on  a l l  over  the  p i l ot  te st  p er i od .  The  dott ed  l ine s  repr esen t  the  la ck  

of  mea sures  in  that  t i me ( between  the  in j ec t i on  and  the  e xtra ct i on)  
 

 
Figure  21 :  measured  sur fa ctant  c oncen trat i on  a l l  over  the  p i l o t  t e st  per i od .  The  dotted  l ines  r epresen t  

the  la ck  o f  measure s  in  th at  t ime  (betwe en  the  in je c t i on  and  th e  e xtra ct i on)  
 

As results of both tests, due to the larger amount of  water extracted to recover 
those substances compared to the injected one, it  is possible to note a  radial  
dispersion of the compound injected.  
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2.2.3 Groundwater Modeling Tools  
 

2.2.3.1  Quantum GIS 
 

To reproduce the geometry of the site and to obtain the f i les regarding the location 
of the elements that must be considered  in the model, such as piezomete rs and 
wells, the open source software “Quantum GIS” (QGIS) has been used.  

QGIS has been started to develop by Gary Sherman in early 2002, and it  became an 
incubator project of  the  Open Source Geospatial Foundation  in 2007. Version 1.0 
was released in January 2009.  

QGIS functions as  geographic information system  (GIS) software, which al low to 
analyse and edit spatial information, in addition to composing and exporting 
graphical maps. QGIS supports  both raster and vector layers;  vector data can be 
stored as point,  l ine, or  polygon features, using them as shapefiles in the model . 
Multiple formats of raster images are supported,  and the software 
can georeference images ("QGIS Official Website" , QGIS, October 2013).  

The version used in this work is “QGIS 2.18 (Las Palmas)”, adopting “WGS84/UTM 
zone 32N (EPSG:32630)” as reference system for all  the data and fi les created.  

In this work, the software QGIS was used to:  

• Build the boundary of the model domain, by creating the proper poly gonal  
shapefile.  The domain geometry has bui lt  considering the presence of the 
road N330 and the natural outcrops of marl,  on the northern -east and 
southern-east, that can be considered as a physical l imit for the groundwater 
f low, due to their very low pe rmeabil ity. On the western side the physical 
l imit is represented from the reservoir,  it  was tried to choose the watershed 
l ine of the Gal lego river.  The boundary of the model domain is represented 
in Figure 48.   
The intent of the shape decided for the boundary is to obtain a more detailed 
calculous of the f lux and of the mass transport on the borders and within the 
area, and to avoid as much as possible no -flux elements for the simulat ion.  
 

• Define the location of those piezometers used for the cal ibration of the 
model and for the injection and extraction episodes of interest of this thesis,  
by georeferencing the map provided by EMGRISA and creating the punctual 
shapefiles.  In order to assign the posit ion and the coordinates of those 
elements,  it  was necessary georeferencing the map with the location of  wells 
and piezometers. For this georeferencing, 23 ground control point were used, 
reported in Appendix A. The results of the georeferencing is shown in  Figure 
49.  
 



34 
 

• Define the set of points used to apply elevat ion to the model, by 
georeferencing the f inite differences grid provided by the 
EMGRISA/AZENTUA previous model and creating the proper punctual 
shapefiles.  The referenced grid (31x29 cells),  shown in Figure 50, is used as 
geometrical reference to locate the point f i les which correspond to the 
height information attributed to the f inite difference grid,  that in f inite 
differences are located at the centre of the cells.  For georeferencing the grid 
were used 12 ground control points , reported in Appendix A. Once defined 
the centres of the georeferenced grid, it  was possible to attr ibute the same 
layer elevation information, but georeferenced  in respect of  the reference 
system used for the work.  In order to assign a non-zero value in the domain,  
it  was necessary to add additional points for a total of 942 points.  
 

The approach for georeferencing a raster image is to locate points on the raster  for 
which is it  possible to determine coordinates accurately.  The procedure for 
georeferencing an image involves select ing multiple points , called Ground Control  
Points,  on the raster, specifying their coordinates ( the more coordinates, and so 
points, are provided, the better the result wil l  be ) and finally choosing a relevant 
transformation type and a resampling method (ESRI ArcGIS Desktop online help 
Guide).  

Depending on how many ground control points have been captured, is it  possible 
to use different t ransformation algorithms, the ones that can be used in QGIS 2.18 
are (QGIS 2.18 online help Guide):  

• The Linear algorithm.  
• The Helmert transformation, which performs only scaling and rotation 

transformations.  
• The Polynomial  algorithms 1-3, widely used algor ithms, introduced to match 

source and destination ground control points. Among them, the most used 
polynomial algorithm is the second -order polynomial transformation, which 
allows some curvature.  

• The Thin  Plate  Spline (TPS)  
• The Projective transformation  

For this thesis, a second order polynomial transformation have been selected.  

The polynomial transformation uses a polynomial built  on control points and a 
least-squares f itt ing (LSF) algorithm. It  is optimized for global a ccuracy but does 
not guarantee local accuracy. The polynomial transformation yields two formulas:  
one for computing the output x -coordinate for an input (x,y) location and one for 
computing the y-coordinate for an input (x,y) location.  
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𝑥′ = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑦 + 𝑐3𝑥𝑦 + 𝑐4𝑥2 + 𝑐5𝑦2 
𝑦′ = 𝑑0 + 𝑑1𝑥 + 𝑑2𝑦 + 𝑑3𝑥𝑦 + 𝑑4𝑥2 + 𝑑5𝑦2 

 
The aim of the least -squares is to derive a general formula that can be applied to 
all  points. The number of the control points required for this method is 6 (second 
order).  

When the general formula is derived and applied to the control point, a measure 
of the residual error is returned, which represent the difference between where 
the starting point were placed compared to the actual location specif ied. The total 
error describes how consistent the transformation is among the different control  
points (QGIS online help Guide).  

Finally, a type of resampling must be chosen. It  is possible to choose among five 
different resampling methods:  

• Nearest neighbour  
• Linear  
• Cubic 
• Cubic Spline 
• Lanczos 

For this thesis, a Nearest neighbour resampling method were used.  

The algorithm used by the  Natural Neighbour interpolation f inds the closest  
subgroup of input to interrogate points and applies weights to them based on 
proportionate areas  to interpolate a value, it  is also known as Sibson or "area -
stealing" interpolation (Sibson  R; 1981).  

Its basic properties are that it 's local,  using only a group of samples (points) that 
surround a query point, guarantee that interpolated heights are wi thin the range 
of the samples used. It  wil l  not produce peaks, pits, r idges, or valleys that are not 
already represented by the input samples (ArcGIS Desktop onl ine help Guide).  

The natural neighbours of any point are those associated with neighbouring 
“Vorono i  (Thiessen)” polygons. Init ial ly, a “Voronoi” diagram is constructed of all  
the given points, then a new “Voronoi” polygon is created around the interpolation 
point. The proportion of overlap between these polygons is  then used as the 
weights (Sibson R; 1981").  
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2.2.3.2  FEFLOW 
 

Once created the f i les containing the spatial information of the elements it  is 
possible to work with them in order to build the 3D model and consequently the 
conceptual model of  the site, assigning the proper information to the geo metrical 
characteristics  and to the process variables.  

This part of the work was made with the use of the f inite element software 
“FEFLOW 7.0”. FEFLOW  is a 2-3D computation code based on the f inite element 
method, which uses Galerkin as the decisive metho d for the simulation of f low and 
mass and heat transport.  

The Finite Element Method, FEM, is an approximate numerical resolution tool  
widely used in cases of irregular domains , because the computational domain is 
constructed from the union of a considerabl e number of sub-domains of elementary 
form, thus being very versatile. The f irst operation of resolution of the F EM is the 
discretization of the continuous and then proceeds to impose the laws of  
conservation and behaviour .  

In this way it  is the domain tha t is discretized and does not alter the differential  
equations relative to each of the f inite elements. F ield variables in a problem 
studied in the continuous are a function of each generic point of the definit ion 
domain. Therefore pressure, temperature, d ensity, displacement, ve locity and all  
other variables at each point represent an infinite number of unknowns.  

The f inite element method reduces the number of unknowns to a f inite value by 
discretizing the domain and expressing the f ield in terms of appro ximate funct ions.  
These functions are defined within each f inite element in which the domain has 
been divided and are identif ied by the values that the variable assumes in the nodes 
around the elements .  

FEMs are widely used in cases where problems must be dealt with internal l imits 
such as faults or to simulate infi ltration surfaces or points of source or loss.  

The discretization in FEFLOW is made by t he “Supermesh”  operation,  which forms 
the framework for the generation of a f inite -element mesh. It  conta ins al l  the 
geometrical information the mesh generation algorithm needs. They can be 
composed of an arbitrary number of polygons, l ines and points in 2D and for 3D 
layer-based meshing, or solids, l ines and points when working with unstructured 
mesh geometry in 3D. 

During the simulation, results are computed on each active node of the f inite -
element mesh and interpolated within the f inite elements.  The denser the mesh 
the better the numerical accuracy, and the higher the computational effort.  

The algorithm used in this work is called “Triangle”. Triangle is a triangulation code 
developed by Jonathan Shewchuk at UC Berkeley, USA. It  supports very complex 
combinations of polygons, l ines and points in the supermesh, allows a minimum 
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angle to be specif ied for al l  f inite elements to be created, and provides the means 
for local mesh refinement with a maximum element size at l ines or points of the  
supermesh (FEFLOW 7.0 user guide, 2016).  

 

The partial  differential equations  (PDEs) allow to write the f low of groundwat er in 
cases where it  is influenced by changes in density in the f luid due to temperature 
differences or the presence of contaminants.  The mathematical modeling 
underlying the FEFLOW calculation code is based on the fol lowing basic physical 
principles:  

• conservation of f luid mass and solid continuous media;  
• conservation of the mass of chemical constituents and contaminants;  
• conservation of the moment of the f luid and of the continuous m edium; 
• f irst law of thermodynamics or energy conservat ion law.  

In the implementation of the model it  is necessary to assign the init ial  conditions  
(ICs) and the boundary condit ions  (BCs).  

The init ial  conditions can be set in FEFLOW as a hydraulic or pressure load for f low 
equations, such as pollutant concentration for mass trans port and as temperature 
values for heat transport. It  is possible to attribute the values of the boundary 
conditions to the nodes, to the elements, to the whole area or to a port ion of it 
and for all  the sl ices.  

Instead, the boundary conditions indicat e the value of the dependent variable or 
its derivative at the confines of the problem domain.  

The choice of the boundary conditions represents a phase of extreme importance 
in the implementation of the model as they strongly influence the results obtained  
during the simulation. 

The boundary condit ions  that can be appl ied in groundwater modeling  are:  

• Dirichlet condition: used to set the piezometric height at certain l imits. It  is 
ideal for simulating large bodies of water or distributing the hydraulic loads  
of the water table to the l imits of the domain. In the case of mass transport 
this condition is specif ied as a concentration of pollutant .  

• Neumann condition:  the variable specif ied is f low. It  is used to specify the 
underground water f lows at the model l imits or surfaces, or  to specify null  
f low l imits.  

• Cauchy condition: this condition is mixed. The f low through the l imit of 
interest is specif ied depending on a f ixed hydraulic load . This condition is  
the least strong but the most versatile,  and for this reason it  is used to 
simulate situations of hydrogeological .  

• "Well" condit ion: useful to describe the presence of wells inside the domain. 
By assigning a positive f low, one indicates a pumping well  and on the other 
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way around, with one negative f low indica tes an intake well.  In cases of mass 
transport, this condition is specif ied as a source of pol lutant .  

 

FEFLOW allows also some interpolation tools , that were used to apply elevation to 
the model and to obtain the init ial  conditions of hydraul ic head starti ng from the 
shapefiles obtain in GIS discussed before.  
The interpolation methods used in this thesis are:  

 

• “ Inverse Distance Weighted (IDW)” interpolation, with an exponent of the 
2n d order (p) .  To predict a value for any unmeasured location, IDW uses the 
measured values surrounding the predict ion location. IDW assumes that each 
measured point has a local influence that diminishes with distance : it  gives 
greater weights to points closest to the prediction location, and the weights 
diminish as a function of distance. Weights are proportional  to the inverse 
of the distance raised to the power value  p .  
When p = 2, the method is known as the inverse distance squared weighted 
interpolation (ESRI ArcGIS Desktop online help Guide).  

• “Akima” interpolation. Akima method is formulated in such a way that the 
resultant curve wil l  pass through the given points and will  appear smooth 
and natural. It  is based on a piecewise function composed of a set of 
polynomials, each of degree three, at most, and appl icable to successive  
intervals of the given points.  
In this method, the slope of the curve is determined at each given point  
locally, and each polynomial representing a portion of the curve between a 
pair of given points is determined by the coordinates of and the slopes at  the 
points (H. Akima, 1970).  

• “Kriging” interpolat ion. Kriging assumes that the distance or direction 
between sample points reflects a spatial correlation that can be used to 
explain variation in the surface.  
Kriging f its a mathematical function to a speci f ied number of points, or all  
points within a specif ied radius, to determine the output value for each 
location.  
Kriging is most appropriate when is known that there is a spatially correlated 
distance or directional bias in the data. It  is often used in s oil  science and 
geology (ArcGIS Desktop online help Guide ).  
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2.2.3.3  FePEST and PEST 
 

FePEST has been developed to provide more convenient  access to PEST 
functionality when using FEFLOW models , without l imiting it .   

PEST is a software,  developed by John Doherty , widely used in environmental  
modeling to calibrate models,  to determine uncertainty  associated with parameters 
and predictions, and  for related tasks. Today, PEST is probably the most  commonly 
used software  for the calibration of groundwater models .  
Instead of only providing one cal ibrated model, PEST aims to analy se the spectrum 
of possible solutions and consequently the uncertainty range associated  with 
parameters and prediction s (FePEST in FEFLOW 7.0 user manual).  

PEST is model- independent. Any modeling software that reads input and  writes 
output from a f i le  can be l inked to PEST.  On a more technical level,  PEST can be 
seen as a toolbox of different programs  to setup, run, and evaluate the results of 
a specif ic task (e.g. calibration ).  

The central feature of the PEST engine is the Gauss-Levenberg-Marquardt algorithm 
(GLMA) search algorithm, that  iteratively optimizes the model parameters to 
improve its  f it  to observed data  and other objectives changing the model  
parameters unti l  a minimum objective function value is found  (Doherty, 2018) .  

The f it  to the observations is expressed  through the Measurement Object ive 
Function. In the simplest case, this wil l  be the weighted sum of  squares of the 
residuals between measurement and simulation results:  
 

Φ =∑𝑤𝑖(ℎ𝑖𝑜𝑏𝑠 − ℎ𝑖𝑠𝑖𝑚)
2

𝑖

 

 
where hob s  denote an observation (typically from a f ield measurement), hs im  its 
related simulation result,  and w the weight that has been applied to the  
measurement.   

 
 

The weight of an observation controls  how strong the deviation between computed 
and measured resul t,  contributes to the measurement  objective function. The 
choice of weights can  strongly influence the convergence behaviour and result of  
the GLM algorithm (Doherty, 2018).  

It  was decided to assign a weight equal to the inverse of the error resulting from 
the scatter plot of the simulated values and the measured ones .  

Running PEST, two working steps per iteration  are made (Doherty, 2018)(FePEST in 
FEFLOW 7.0 user manual) :  
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1.  Derivative calculation: by repeating the model run for each parameter, and 
observing the resulting changes of observation values, the partial derivative 
for each pair of parameter and observation can be calculated by f inite -
difference approximation. These derivatives form the elements of the 
Jacobian matrix . The numerical effort to calculate the Jacobian matrix usually 
dominates the iterat ion.  

2.  The parameter values are adjusted aiming to reduce the objective function. 
The direction and magnitude of the adjustment is expresse d by the 
parameter upgrade vector . To identify the optimal  direction of this  vector,  
the GLMA uses a combination of two strategies:  

• While the objective function shows a predominantly l inear behaviour,  
the method of gradient descent is appl ied.  

• Object ive-function nonlinearity is addressed via the Gauss -Newton 
method.  

The two methods are not mutually exclusive: The GLM algorithm interpolates 
between them, controlled by a scaling parameter (the Marquardt-Lambda). PEST 
dynamical ly updates lambda depending on the progress in reducing the object ive 
function. The current lambda is a good indicator for the current nonlinearity of the 
objective function (Doherty, 2018)(FePEST in FEFLOW 7.0 user manual):  

• high lambda values indicate l inear behaviour.  
• small  lambda values indicate nonlinear behavio ur 

 
A typical challenge when calibrating an environmental model is the inherent non-
uniqueness associated to the inverse solution. Usually many different parameter s 
sets exist which are all  compatible with the historical observation data.  

Observation data is usually sparse and usually not sufficient  to uniquely identify 
more than just a few of the l arge number of model parameters that can be made 
adjustable. This has two consequence  (Doherty, 2018)(FePEST in FEFLOW 7.0 user 
manual):  

1.  Different calibrated parameter sets lead to different predictions. This makes 
it  diff icult  to use a single model alone for decision -making.  

2.  Some or many of the parameters wil l  be insensitive to observations. The 
GLMA-based optimization process can become unstable under this condition, 
leading to long optimization run -times or even failure to optimize.  

Regularization techniques can provide a defence against these issues. They restrict 
the parameter search to identif iable parameters, either by add ing additional 
constraints to the parameters or separating identif iable parameters from 
nonidentif iable parameters .  In this thesis  Tikhonov and Single Value Decomposit ion 
regularization techniques were used.  

Another problem of cal ibration is  the large  number of model calls and the 
associated computational complexity in terms of each model run -time.  
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Fortunately, many steps of a PEST run, especially the numerically expensive  
calculation of the Jacobian matrix, is very suitable for parallel computing  which can 
reduce the computation time signif icantly , especially in case of  highly-
parametrized inversion processes . Paral lelization can also improve model  run -times 
signif icantly on a standalone  computer (Doherty, 2018)(FePEST in FEFLOW 7.0 user 
manual) .   

FePEST uses the BeoPEST util ity , a network capable version of PEST , for obtaining 
better run-time efficiency. FePEST also transfers th e required model f i les to the 
slave computers.  The slaves show a l ist  of servers that are used to solve model run 
jobs during the PEST run, init ial ly empty (Doherty, 2018)(FePEST in FEFLOW 7.0 user 
manual) .  
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2.2.4 Flow and Transport Modeling with FEFLOW 
 
Once obtained the shapefiles from QGIS as seen above, it  was possible to use 
FEFLOW in order to perform the simu lation of the episodes of injection and 
extraction of June and July 2018. In order to understand the location in the site of 
the model boundary,  the perimeter of the domain used in the FEFLOW modeling is  
reported in Figure 22.  

 

 
Figure  22 :  per ime ter  of  th e  m ode l  d oma in  
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First  it  is necessary to define the characteristics of the problem, by assigning the 
properties and the conditions that inf luence the study site ,  based on the available 
information.  

The f low chart of the assignment done in FEFLOW is reported in Table 3, each of 
the following operat ions are further discussed.  

 

Tab le  3 :  FEFL OW's  w or kf l ow procedure  

1)  Geometry Supermesh operat ion (spatial discretizat ion)  
3D elevation  
Active/Inactive elements  

2)  Problem settings  Problem class and aquifers definit ion  
Simulation time and time steps size  
Predictor/Corrector scheme  
Chemical species and reactions associated  
Transport settings 

3)  Initial  conditions  Hydraulic head  
4)  Boundary conditions  1s t type BC (reservoir)  

2n d type BC (landfil l  f lux)  
4th type BC (water injection and extraction)  
1s t type BC (mass injection)  

5)  Material properties  Hydraulic conductivity  
Specif ic storage 
Specif ic yield  
Porosity  
Molecular Diffusion  
Dispersivity  

6)  Observations  Observation wells  
 
 
 
2.2.4.1  Supermesh Operation  
 
At f irst  it  is necessary to reconstruct the geometry of the problem  using the f i les 
obtained in QGIS . The shapefiles obtained, pun ctual shapefiles for the piezometers 
and the wells and polygonal shapefi le for the boundary of the domain, were 
uploaded in FEFLOW in order to do the “meshing” operation.  The result  of the 
meshing algorithm is  shown in Figure 23.  
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Figure  23 :  M esh ing  operat ion .  On  the  le f t  ther e  are  t he  shapef i le s ,  on  the  r igh t  the  mesh  resu l t  based  

on  th e  f i le s  up l oaded.  

 
The area with a high density of elem ents corresponds to the area around the 
injection well  and the observation piezometers. This local refinement was made to 
improve the computational precision around the area interested in the tests 
simulated,  where an appropriate spatial and temporal discr etization is needed  due 
to the fast variation in t he solution of  the mass transport  and flow equations.  
 

2.2.4.2  3D Elevation  
 
After building the mesh, to create the geometry of the model, the domain was 
extended to the 3 r d dimension defining the number of the lay ers of the problem 
and their elevation, using a “ l ayered approach” based on the information from the 
f inite differences model discussed above.  

In case of the layered approach, the tr iangular mesh  is extended to the third 
dimension by extruding the 2D mesh,  resulting in prismatic 3D elements. In FEFLOW 
all  (typically) horizontally adjacent  3D elements comprise one layer, while a sl ice 
is either the interface  between two (typically) vertically adjacent layers or the top 
or bottom of the model domain. All  mesh  nodes are located on sl ices  (FEFLOW 7.0  
user guide, 2016).  
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The 942 points  seen in “Quantum GIS” section  were interpolated automatically by 
FEFLOW using an “ Inverse Distance Weighted (IDW)” interpolation with an 
exponent of the 2 n d order (p) .  The result is shown in Figure 24.  

 
Figure  24 :  3 D m odel  ob ta i ned  a f ter  app ly ing  e le vat i on  

 

2.2.4.3  Active/Inactive Elements  
 

To complete the geometry of the site, some of the 3D elements created were assign 
as inactive: on the f irst layer because of  the small  th ickness automatically assign 
to have a continuous layer and on the third layer in order to reproduce a 
characteristic observable in the cross section reported in Figure 25.  
 

 

 
Figure  25 :  c ro ss  se ct i on  of  the  s i te  e v idenc ing  the  in act i va ted  e lem ents  of  the  3rd  layer  
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The representation of those elements in the model is shown in Figure 26.  

 
Figure  26 :  Ac t i ve / Inac t i ve  e le ment s  re lat i ve  t o  the  1 st  layer  on  the  l e f t  and  on  the  3rd  layer  on  the  r ight  

 

2.2.4.4  Problem Sett ings  
 

After creating the geometry of the do main, was defined the class of the problem: 
f low and mass transport were simulated,  both in transient mode.  

For what concern the f low simulation, the anthropic f i l ler layer was considered in 
phreatic condition and the si lt  and gravel layer were considered in confined 
condition.  
Peculiarity of the phreatic mode is that the model stratigraphy is f ixed and, 
therefore, elements  may become dry or partially saturated.  The phreatic mode 
avoids al l  sl ice movement and related parameter interpolation and is therefor e 
applicable to water tables with steep gradients that extend over multiple layers .  

For what concern the mass transport simulation , the chemicals species were 
associated in both times, June and July tests, to the f luid phase, which means that  
the species i s dissolved a mobile f luid phase subject to diffusion, dispersion and 
advection. Characteristics of those compound are further dis cussed.  

Both f low and mass transport were evaluated in transient mode, over a period of 
7200 min, equal  to 5 days, in order to  incorporate the phases of the injection and 
the extraction of both tests (June and July). In this view, an extra simulation time 
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of 3 days, one before the injection and two after the extraction, was considered in 
order to allow the model to “manage” init i al imbalances due to inaccuracy of the 
interpolations used and discussed further.  

For the time steps,  the Adams-Bashforth/Trapezoid rule (AB/TR) was used as 
predictor-corrector scheme.  

A summary of the problem class settings and geometrical properties of t he domain 
is reported in Table 4.  

 

Tab le  4 :pr ob lem  c las s  set t ings  and  ge ometr ica l  p r op ert ie s  of  the  m odel  

Problem Class  
Description Combined flow and mass process  
Type Saturated 
Projection 3D phreatic aquifer (f ixed mesh)  
Time Class  Transient f low/Transient transport  
Time Stepping Adams-Bashforth/Trapezoid rule 

(AB/TR) 
Mesh and Geometry  

Element type Triangular Prism 
Mesh element  20166 
Nodes per element  6 
Mesh nodes 13708 
Number of layers  3 
Elements per layer  6722 
Nodes per layer  3427 

 
 

2.2.4.5  Init ial Conditions: Hydraulic head  
 

To allow the computation in FEFLOW it  is  necessary to assign Init ial  Conditions ( ICs) 
in terms of starting values of hydraul ic head. This means to reconstruct the 
piezometry of the site  at the starting t ime of the simulation.  
In order to do this,  several p iezometers measures, screened in diff erent layers, 
were interpolated and in addition to them, 11 points located on the reservoir were 
used to obtain a more detailed interpolation.  
A detailed l ist  of all  the points used for each layer is reported in Append ix B.  

Those points were interpolated with different methods, in order to obtain the best 
piezometry look-alike results. In Table 5 are summarized the methods used with 
their interpolat ion characteristics for each layer in both temporal periods of  June 
and July 2018.  
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Tab le  5 : charac ter i s t i cs  of  the  i n terp ola t i ons  t o  obta i n  the  in i t ia l  hydrau l i c  hea d  

Layer  Interpolation method Number of neighbours  
June 2018 

1 Akima Cubic  5 
2 Kriging 7 
3 Kriging 6 
 July 2018 
1 Akima Cubic  4 
2 Inverce Distance (3 r d  

order exp.)  
8 

3 Kriging 8 
 
 

The location of those points and of the piezometer is indicated in Figure 27.  

 

 
Figure  27 :po int s  u sed  f or  t he  in terp o lat ion  o f  the  hy drau l ic  head .  Fr om  le f t  t o  r ight  i s  repor ted  the  

locat i on  of  the  p oin t  f or  l ayer  1  in  red ,  layer  2  in  ye l l ow a nd  layer  3  in  gre en .  

 

The results of the interpolation are shown in Figure 28 for the top layer, Figure 29 
for the 2n d layer and in Figure 30 for the bottom layer . 
Note that on the 3r d layer, at nodes corresponding to the inactive elements 
discussed before, it  is assigned a “false” val ue (764m and 765m respectively for 
July and June), in order to obtain a better view of the results,  due to the low range 
of the values in that layer, cons idering that such a part of the domain does not 
influence the simulation  (inactive elements) .  
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Fig ure  28 :  in i t ia l  c ond i t i on  for  hydrau l i c  head  in  lay er  1 .  The  in i t ia l  p iez om etr y  for  the  per i od  of  June  

2018  i s  shown on  the  le f t ,  for  the  per i od  of  Ju ly  2 018  on  the  r ight  

 

 

 
Figure  29 :  in i t ia l  c ond i t i on  f or  hydrau l i c  head  in  lay er  2 .  The  in i t ia l  p iez om etr y  for  the  per i od  of  June  

2018  i s  shown on  the  le f t ,  for  the  per i od  of  Ju ly  2 018  on  the  r ight  
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Figure  30 :  in i t ia l  c ond i t i on  for  hydrau l i c  head  in  lay er  3 .  The  in i t ia l  p iez om etr y  for  the  per i od  of  June  

2018  i s  shown on  the  le f t ,  for  the  per i od  of  Ju ly  2 018  on  the  r ight  
 

2.2.4.6  Boundary Condit ions:  Reservoir ’s oscil lations  
 

To reproduce the osci l lation of the reservoir,  a 1 s t type time-varying boundary 
condition (Dir ichlet)  was applied ove r the nodes corresponding to the reservoir 
area considered in the model. The time varying BC applied  is  characterised by the 
same values measured in the reservoir  over the test periods. The t ime series 
relative to the oscil lations of the reservoir in  June 2018 is reported in Figure 31 
and for July 2018 in Figure 32.  
 

 
Figure  31 :res ervo ir  os c i l la t i ons  f or  the  per i od  of  t ra cer  t es t  in  June  2 01 8  
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Figure  32 :res ervo ir  os c i l la t i on  f or  the  per i od  of  the  i n ject i on  of  sur fac tant  and  t racer  in  Ju ly  201 8   

 

Those time varying values of Hydraul ic Head were appl ied in the part of domain 
shown in Figure 33.  

 

 

 
Figure  33 :  1 st  type  B C n od es  ( in  b lue)  app l i ed  t o  r eproduce  the  le ve l  os c i l la t i ons  in  the  re ser voir  
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2.2.4.7  Boundary Condit ions:  Flux from Sardas Landfil l  
 

The f lux coming from the Sardas landfil l  was modelled by applying a 2n d type 
boundary condition (Neumann) of a  f lux of 0.01 m/d over the area sho wn in Figure 
34.  
That area multiplied for the applied BC leads to a total amount of water  inflow of  
about 10 cubic meters per day.  

 

 
Figure  34 :  2nd  type  B C n odes  ( in  p ink )  t o  r eprodu ce  the  c on tam inant  f lu x  f r om  the  landf i l l  

 

2.2.4.8  Boundary Condit ions:  Injection and Extraction of Water and Mass  
 

To consider the injections and the extract ions of the two periods studied, a 4 th type 
BC (wel l  type) for the f lux injected and a 1 s t type BC (Dirichlet) for the mass 
transport were applied at the node corresponding to the well  PS14B, screened only 
in the 3r d layer.  The location of the well  is shown in Figure 35.  

The amount of water injected and extracted in the different periods are shown 
below in Figure 36 and Figure 38 for the episode of June and July 2018 respectively . 
Were appl ied time varying BCs corresponding to the constant f low rate applied i n 
the tracer test and to the f low rate measured through the counter for the pilot 
test.  
 
The mass injected, represented as a constant concentration (1 s t type BC) over the 
injection time, is applied on the well’s location. Time series of the concentration 
applied are shown below in Figure 37 for the episode of  June 2018 and in Figure 39 
and in Figure 40 for the episode of July 2018.  
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Figure  35 :Locat i on  of  we l l  PS14B  

 

 
Figure  36 :Q in je cted  and  e xtra cted  in  June  20 18.  A  n egat i ve  va lue  m eans  an  in ject i on ,  p os i t i ve  an  

extra ct i on  
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Figure  37 :C on stant  c oncen trat i on  ( 1s t  type  ma ss  BC)  of  Br  app l ied  in  June  20 1 8  

 

 
Figure  38 :Q in je cted  and  e xtra cted  in  Ju ly  201 8.  A  ne gat i ve  va lue  mean s  an  in j ect i on ,  pos i t ive  an  

extra ct i on  
 

 
Figure  39 :C on stant  c oncen trat i on  ( 1s t  type  ma ss  BC)  of  Br  app l ied  in  Ju ly  2 018  
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Figure  40 :C on stant  c oncen trat i on  ( 1s t  type  ma ss  BC)  of  Sur fac tant  app l ied  in  J u ly  20 18  

 

2.2.4.9  Material Properties  
 

After defin ing the ICs and BCs  needed in order to perform the simulation, the 
property of the layers of the model,  differentiated  on the site’s characterist ics, and 
of the physical and chemical properties of the compound injected were assigned.   
All  the values reported in this section were obtained as result of the PEST run.  
In Table 6 are reported the physical characterist ic of the layer that were considered 
as uniform al l  over the layer, effective porosity and specif ic yield,  and also the 
characteristics of the injected compounds.   
The values that were unknown have been estimated based on l iterature reference 
values for the specif ic l ithotype.   

Tab le  6 : Other  ma ter ia l  p r opert ie s  and  chara cter is t i c  of  the  in jec ted  substan c es  

Effective Porosity  
Layer 1: anthropic fi l l ing 0.08 
Layer 2: si lt  0.11 
Layer 3: Gravel and sand  0.13 

Specific Yield  
Layer 1: anthropic fi l l ing  0.08 
Layer 2: si lt  1 e-3 
Layer 3: Gravel and sand  1 e-4 

Dispersivity  
Longitudinal Dispersivity  50m 
Transverse Dispersivity  5m 

Tracer Properties: BrNa 
Molecular Diffusion (Br -)  2.01 e-09 m2/s 
Henry Constant  0 
Decay Rate Constant  0 
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The values of  the properties of  the layers and their sub-zones are i l lustrated in 
Figure 41, Figure 42,  Figure 43 for conductivity and in Figure 44, Figure 45, Figure 
46 for specif ic storage. It  was not considered anisotropy between the X and Y  
direction.  

 
Figure  41 :C onduc t i v i ty  of  Layer  1 .  In  red  the  hydrau l ic  c onnec t i on ,  in  grey  inac t i vated  e le men ts .  

 

 
Figure  42 :C onduc t i v i ty  of  l ayer  2 .  In  b lue  the  p ort i on  of  s i l t  under  the  re ser vo ir ,  in  red  the  hydrau l ic  

conne ct i on  
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Figure  43 :C onduc t i v i ty  of  l ayer  3 .  In  grey  ina ct i vated  e le ment s  

 
 

 
Figure  44 :Spe c i f ic  s t orage  of  layer  1 .  In  gr ey  ina ct iva ted  e l emen ts  
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F igure  45 :Spe c i f ic  s t orage s  of  layer  2  

 

 

 
Figure  46 :Spe c i f ic  s t orage  of  layer  3 .  In  gr ey  ina ct iva ted  e l emen ts  
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2.2.4.10  Observat ion Wells  
 

In order to compare measured values with simulated values, 3 observat ion well  
were considered. The 3 observat ion wells are screened in the same layer of the 
injection well ,  gravel and sand , except PS14A which is screened also in 2 n d layer,  
because it  was installed with a different aim and before the others.  
The locat ion of those points is shown in Figure 47. 
 

  
Figure  47 :Locat i on  of  the  obser va t i on  we l l s  (green  c i rc les)  and  of  the  in jec t i on  wel l  a t  the  centre  

 

At those observation piezometers, PS -14A PS-14C and PS-14D, were defined as 
points on which the f low and the mass concentration has to be computed over the 
time of the simulation.  

To compare the calculated values with the mea sured ones, the concentrations 
observed during the tracer test  (Figure 18) and during the pilot test  (Figure 20 and 
Figure 21), were ass igned on the corresponding piezometer.  
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2.2.5 Flow and Transport Model Calibration with PEST 
 

A PEST problem in estimation mode was run to calibrate the model.  

As starting values for the PEST problem, summarised in Table 7, were used:  

• Parameters from the f inite differences model carr ied out by EMGRISA and 
AZENTUA; 

• Medium hydraul ic conductivity and specif ic yield of  the gravel layer,  
obtained from the pumping test occurred in April  2018;  

• Effective porosity of the gravel layer, obtained from the tracer test occurred 
in June 2018;  
 

Tab le  7 :  input  parame ters  for  the  ca l ib rat ion  o f  the  mod el  

Kx - y  (m/d) 
Layer 1: anthropic fi l ler  0.01  
Layer 1:  hydraulic connection  0.1  
Layer 2: reservoir  0.01  
Layer 2: hydraulic connection  0.1  
Layer 2: si lt  1  
Layer 3  230 

Kz (m/d) 
Layer 1: anthropic fi l ler  0.001  
Layer 1: hydraulic connection  0.01  
Layer 2: reservoir  0.001  
Layer 2: hydraulic connection 0.01  
Layer 2: si lt  0.1  
Layer 3 23 

Specific Storage (1/m) 
Layer 1  0.006  
Layer 2: footprint of layer 1  on layer 2  1.8e-4  
Layer 2: reservoir  0.002  
Layer 2: si lt  0.003  
Layer 3  4e-5 

Specific Yield ( -)  
Layer 1  0.08 
Layer 2 1 e-3 
Layer 3 1 e-4 

Dispersivity (m)  
Longitudinal Dispersivity  5 
Transverse Dispersivity  0.5 

Effective Porosity ( - ) 
Layer 1  0.08 
Layer 2  0.11 
Layer 3  0.13 
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The parameters interested in the cal ibration  were:  

• Hydraulic conductivity on 1 s t,  2n d and 3 r d layer (only for an optimization of  
the value);  

• Specif ic Storage of 1 s t and 2n d layer;  
• Longitudinal and Transverse Dispersion ;  

Those parameters were estimated on the base of the observations coming from the 
measures of the 3 observation wells previously in dicated. The specif ic family of  
observat ions considered and their weight are reported in Table 8.  
It  was decided to assign a weight equal to the inverse of the error resulting from 
the scatter plot of the simulated values and the measured ones , approximate to 
nearest  integer.  
 

Tab le  8 : Obser va t i on  and  r e lat ive  weigh t  in  the  PEST  prob le m  

Weights of the Observations  
Hydraulic Head (June 2018)  13 
Hydraulic Head (July 2018)  9 
Mass Concentration:  NaBr (June 2018)  6 
Mass Concentration:  NaBr (July 2018)  5 
Mass Concentration:  Surfactant (July 
2018) 

5 

 
 

The Regularizat ion techniques used in this problem are Tikhonov regularization and 
Subspace Regularization with Single Value Decomposition (SVD).  

The Tikhonov regularization method  generates several  “information" equations,  
which defines the init ial  value  of each parameter as the preferred value . When 
using Tikhonov regulari sation, the calibration process is formulated as a 
constrained minimization process which minimize the regularization objective 
function while ensuring that the measurement objective funct ion is set at the user -
specif ied target.  If  this target is not met, then PEST minimizes the measurement 
objective function and, in the meantime,  it  adjusts weights applied to prior 
information.  
PEST thus determines the ap propriate relative weighting between measurements 
and respect for prior information in accordance with a user’s choice of target 
measurement objective function.  
As a result,  Tikhonov-Regularization reduces the number of possible parameter sets 
that constitute a cal ibrated model by rejecting calibrated models with unrealistic 
parameter values (FePEST in FEFLOW 7.0 user manual).  

For what concern the Tikhonov regularization, it  was based on both preferred 
values and on preferred differences.  
The l imits for the objective function phi used in Tikhonov regularization were set 
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to 0.5 for the acceptable measurement  of the objective function and 0.3 for the 
relative target measurement.  

SVD is  a subspace regularization  that follows a different approach than Tikhonov 
regularisation: it  separates identif iable parameter components from non -
identif iable parameter componen ts, in order to exclude the latter one from the 
parameter search, into 2 subspaces:  

• Parameters which have no or very small  influence on observation s occupy 
the “null  subspace” .  Estimation of these parameters is not possible .  

• The other subspace is comprised  of combinations of parameters that have an 
influence on observations.  It  is cal led “solution subspace”.  In most 
groundwater modeling contexts the soluti on space is smaller than the null 
space.  

SVD analyses the eigenvalues of the covariance matrix to identify those 
parameters. The ratio of highest to lowest eigenvalue is the cr iterion of separation 
and it  is also a measure of  the i l l -posedness: if  this rat io is more than about 5e-7 
then the problem can be considered to be i l l -posed, and so not optimizable. As a 
consequence of this separation,  the inversion of the solution space is  always well -
posed and a stable optimization is guaranteed  (FePEST in FEFLOW 7.0 user manual).  

To reduce the large number of model  calls  and the associated  computational  
complexity in terms of each model  run -time, a parallelization computing with 3 
slaves was used.   

For the same intent it  was also separated the f low problem, concern ing the 
estimation of hydraulic conductivity and specif ic storage, from the m ass transport 
problem, concerning the dispersivity estimation.  

The mass transport problems were evaluated using the parameters obtained from 
the calibrat ion of the f low problem.  
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3 Results and Discussion 
 

3.1 Quantum GIS 
 

3.1.1 Boundary of  the model  
 

First was created the polygonal shapefile in order to define the boundary of the 
model. To def ine the geometry, it  was necessary to upload the background from 
Google Satell ite (Web Map Se rvice).  The boundary of the model domain is  
represented in Figure 48.  

 

 
Figure  48 :  b oundary  o f  the  m odel  doma in ,  in  v i o le t  
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3.1.2 Wells and Piezometers  
 

Second step was to create the shapefi le rela tive to the piezometers used for the 
calibration of the model and for the definit ion, by interpolation, of the init ial  
hydraulic condition of the model, which has been discussed.  
The results of the georeferencing is shown in Figure 49.  

 

 
Figure  49 :  locat i on  of  we l l s  and  p iez omet ers  u sed  in  the  fe f l ow  

 

In Table 9 a summary of the used settings of the georeferencing is reported . 
 

Tab le  9 :  su mmary  o f  the  g eoref erenc ing  se tt ings  f or  the  map  o f  we l l s  and  p iez om eter s  

Trasformation Algorithm  2n d order polynomial  
Resampling Method Nearest Neighbour  
Reference System of destination  EPSG:32630 
Total Error  7.44839 
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3.1.3 Points to apply elevation 
 

The result of the georeferenc ing of the f inite difference grid is shown in Figure 50.  
Points in red represent the 942 points used to attribute the elevation information 
to the f inite element mod el of this thesis.  

 

 
Figure  50 :  ge orefe renced  gr id  wh i t  p oint s  u sed  t o  a ss ign  e l eva t i on  in f orma t i on  

 

 
Georeferencing settings are shown in Table 10. 
 

Tab le  10 :  sum mary  of  the  georefer en c ing  se tt ings  f or  the  f in i te  d i f feren ce s  gr i d  

Trasformation Algorithm  2n d order polynomial  
Resampling Method Nearest Neighbour  
Reference System of destination  EPSG:32630 
Total Error  5.68466 
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3.2 PEST 
 

The results of the parameter estimation are presented in  this  section. In Table 11 
are reported the statistics of the PEST problems evaluated.  

It  is possible to note that the time elapsed for f low problems is longer than the 
time for the mass transport problems. This is due to the number of the parameters 
that have been made to vary in the estimation: in the mass transport problems only 
the longitudinal and the transverse dispersivity in the gravel layer were searched.  
On the other hand, for f low problems were made to va ry specif ic storage and 
hydraulic conductivity of all  the layers and their sub -zones, resulting in a higher 
total amount of searched parameters  and consequently in a longer computational  
t ime.  

 

Tab le  11 :  S tat is t i cs  o f  the  resu l ts  of  the  PEST  pr ob le ms eva luated .  

Flow Problem of June 2018  
Time elapsed 2 hours and 28 minutes  
Initial  Objective Function Phi  39.05 
N° of Iterations  9 
N° of run of the model  195 
Final Objective Function  5.05 

Mass Transport Problem of June 2018  
Time elapsed 1 hour and 16 minutes  
Initial  Objective Function Phi  8542.4 
N° of Iterations  8 
N° of run of the model  50 
Final Objective Function  7709.3 

Flow Problem of July 2018  
Time elapsed 2 hours and 53 minutes  
Initial  Objective Function Phi  285.54 
N° of Iterations 13 
N° of run of the model  293 
Final Objective Function  8.95 

Mass Transport Problem of July 2018  
Time elapsed 1 hour and 47 minutes  
Initial  Objective Function Phi  994.82 
N° of Iterations  6 
N° of run of the model  60 
Final Objective Function 728.7 

 

The values of the starting parameter and the estimated parameters are reported in  
Table 12 and Table 13.  
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Tab le  12 :resu l t s  of  the  PE ST  prob lem  f or  the  t ra cer  tes t  ep i s ode  

Tracer Test Problem (June 2018)  
Kx - y  (m/d) Starting Value Estimated Value 

Layer 1: anthropic fi l ler  0.01  0.001 
Layer 1: hydraulic connection  0.1  0.56 
Layer 2: reservoir  0.01  0.0087 
Layer 2: hydraulic connection  0.1  0.56 
Layer 2: si lt  1  1.54 
Layer 3  230 393.06 

Kz (m/d) Starting Value Estimated Value 
Layer 1: anthropic fi l ler  0.001  1e-4 
Layer 1: hydraulic connection  0.01  0.056 
Layer 2: reservoir  0.001  8.7e-4 
Layer 2: hydraulic connection  0.01  0.056 
Layer 2: s i lt  0.1  0.154 
Layer 3  23 39.3 

Specific Storage (1/m)  Starting Value Estimated Value 
Layer 1  0.006  0.03 
Layer 2: footprint of layer 1  on layer 2  1.8e-4  2.4e-4 
Layer 2: reservoir  0.002  7.8e-4 
Layer 2: si lt  0.003  0.004 
Layer 3  4e-5 8.4e-5 

Dispersivity (m) Starting Value Estimated Value 
Longitudinal Dispersivity  5 55 
Transverse Dispersivity  0.5 5.5  

 

For what concerns the tracer test estimated parameters, is it  possible to note that 
the anthropic f i l l ing hydraulic conductivity is reduced in favou r of the conductivity 
of the hydraulic connection.  
This is due to the higher influence of this subzone , because of the landfil l  f lux which 
is immediately in contact with the connection, making the f i l l ing soil  hydraulic 
conductivity only a parameter used for the optimization of the f itt ing of  the results.  
The hydraulic conductivity is general ly increased in the other zones analysed, 
except for the reservoir zone, which is reduced of a l itt le amount.  

For what concerns the gravel layer, the hydraulic conduct ivity, even if  the starting 
value was measured on f ield, is increased, but  remaining in the range of the values 
observed in the pumping test  occurred on April  2018. This can be due to the 
anisotropy of this layer, which was not considered in the model.  For what concerns 
the dispersivity, the presumed high values detected in the t racer test and in the 
pilot test episodes is  confirmed by the parameter estimation.  

Specif ic storage varies in a range contained in the same order of magnitude, except 
for the reservoir subzone and for the f i l l ing soil .  
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Tab le  13 :  re su l ts  o f  the  PE ST  prob lem  f or  the  p i l ot  te st  ep is ode  

Pilot Test Problem (July 2018)  
Kx - y  (m/d) Starting Value Estimated Value 

Layer 1: anthropic fi l ler  0.01  4.3  
Layer 1: hydraulic connection  0.1  0.14 
Layer 2: reservoir  0.01  3e-4 
Layer 2: hydraulic connection  0.1  0.14 
Layer 2: si lt  1  3.14 
Layer 3  230 310.15 

Kz (m/d) Starting Value Estimated Value 
Layer 1: anthropic fi l ler  0.001  0.43 
Layer 1: hydraulic connection  0.01  0.014 
Layer 2: reservoir  0.001  3e-5 
Layer 2: hydraulic connection  0.01  0.014 
Layer 2: si lt  0.1  0.314 
Layer 3  23 31.015 

Specific Storage (1/m)  Starting Value Estimated Value 
Layer 1  0.006  0.005 
Layer 2: footprint of layer 1  on layer 2  1.8e-4  1e-5 
Layer 2: reservoir  0.002  5.3e-5 
Layer 2: si lt  0.003  3e-4 
Layer 3  4e-5 1e-5 

Dispersivity (m)  Starting Value Estimated Value 
Longitudinal Dispersivity  5 36 
Transverse Dispersivity  0.5 3.6  

 

For what concern the pilot test  estimated parameters it  i s possible to note a high 
increase of the hydraulic conductivity of the anthropic f i l ler, that exceed the typical 
range for this kind of soils. Even this can be attribute to the optimization of the 
f itt ing of the observed and simulated values, which let th is parameter vary even 
substantial ly,  in order to obtain a better f itt ing, which is minimum for this  
parameter variat ion.  

Generally,  it  is possible to note an increase of the hydraulic conductivity v alues,  
except for the reservoir  subzone, which is decreas ed. This general trend is 
observable also in the PEST results for the tracer test discussed above.   

For what concerns specif ic storage, it  is possible to note a drastically decrease of  
an order of magnitude. This trend should have been even higher, because  the l imit  
to this parameter variation vas set to 1e -5 1/m. 

Even here, as in the tracer test PEST results, the dispersivity is  increased according 
to what observed in the test mentioned befor e, confirming the goodness of the 
PEST estimation for this parame ter.  
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Both results of the PEST problems show a decrease of the specif ic storage values.  
Considering that this  parameter represents the capabil ity of the soil  to retain water 
in its void, it  means that the model developed, especially in the bottom layer, ne eds 
to transmit the f low quickly, in order to “receive”  as soon as possible the variation 
occurred in the reservoir level . This fact  is confirmed from the lower variation in 
the parameter occurred in  the tracer test PEST results, where the level of the 
reservoir was not varying compared to the episode of July,  resulting in a lower 
decrease of specif ic storage. This parameter has been chosen as base parameter to 
determine the others in the PEST problem  carried out for the optimization of  the 
results obtained. 
The order of magnitude observed in the PEST results is in accordance with the 
typical ranges found in l iterature and is confirmed by the specif ic yield results from 
the pumping test occurred in Apr i l  2018, considering the depth of the layers.  

Both results of the PEST problems show a decrease of the hydraulic conductivity of 
the zone relative to the reservoir. This is in accordance with the typical values 
observable in rivers and lake beds,  where the transport of materials and the weight 
of the water determine an obstruction to the f low. The differences between the 
values resulting from the PEST can be attribute to the different oscil lation over the 
period analysed:  due to the presence of osc i l lations in the period of July 2018, the 
model developed tr ies to  reduce the effect of the 1 s t type BC applied on the 
reservoir surface by reducing the values of hydraulic conductivity. This is due to 
the fact that this kind of boundary condit ion immediat ely appl ies the value imposed 
on the chosen nodes,  thus resulting in an immediate variation in the hydraulic head 
observed under the reservoir.  

Both results of the PEST problems show an increase of hydraulic conductivity for 
the gravel layer, the hydraulic  connection and si lt  subzone of the layer 2. 
Considering that the elements under the connection were inactivated, this confirm 
the importance of the hydraulic connection and of the si lts in  the 2 n d layer, which 
are the soils in which the f low from the landfil l  pass through. The differences 
between the PEST results of the  2 episodes can be explained considering the 
osci l lation of the reservoir:  with the absence of variation in the reservoir level the  
PEST tends to give a higher amount of f lux from the landfi l l ,  because the BC applied 
on the reservoir  does not compensates t he amount “needed” from the 
observat ions, which are the values that PEST tends to f it .  In presence of variations 
this f lux is  reduced and settled around the starting value.  
For what concern the hydraulic conductivity of the gravel layer, even if  the starti ng 
value has been measured in the April  2018 pumping test, the higher value obtained 
in both PEST problems is due to the necessity of the model  to quickly transmit  the 
reservoir BC on the layer. This fact can be attribute to the anisotropy of the gravel 
layer, which has not been considered . 

For what concerns the hydraul ic conductivity of anthropic f i l ler of the 1 s t  layer,  the 
opposite trend shown by the PEST results can be attribute to the PEST searching of 
the better parameter to f it  the observed value. Th is fact leads to the maximization 
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of those parameters which does not influence the results,  as can be confirmed by 
the fact that th is zone is not interested by the landfil l  f lux,  which immediately 
found the hydraulic connection.  For this reason, this parameter has been not 
modified.  

Both results of PEST problem show an increase of dispersivity, as expected from 
the test . The difference in the different problem’s results can be attributable to 
the oscil lations occurred in the pilot test  period . 

Considering what discussed above, were defined the unique model used to simulate 
both episodes occurred, which parameters were the one that obta ined the best 
f itt ing with the test  observat ions. Table 14 reports those values.  
 

T a b le  14 :  param eter s  obta ined  f r om the  ca l ib rat i on  of  the  m odel ,  used  t o  s i m u late  the  tes ts  occurr ed .  
Parameter s  marked  wi th  *  were  n ot  c ons idered  in  th e  PEST  pr ob le ms  

Kx - y  (m/d) 
Layer 1: anthropic fi l ler  0.01  
Layer 1: hydraulic connection 0.3 
Layer 2: reservoir  0.0113 
Layer 2: hydraulic connection 0.3 
Layer 2: si lt  1.2 
Layer 3  400 

Kz (m/d) 
Layer 1: anthropic fi l ler  0.001  
Layer 1: hydraulic connection  0.15 
Layer 2: reservoir  0.00113 
Layer 2: hydraulic connection  0.15 
Layer 2: si lt  0.6 
Layer 3  40 

Specific Storage (1/m)  
Layer 1  0.02 
Layer 2: footprint of layer 1  on layer 2  1e-4 
Layer 2: reservoir  1e-4  
Layer 2: si lt  3.48e-4 
Layer 3  1e-5 

Specific Yield* (-)  
Layer 1  0.08 
Layer 2 1 e-3 
Layer 3 1 e-4 

Dispersivity (m)  
Longitudinal Dispersivity  50 
Transverse Dispersivity  5 

Effective Porosity* (-) 
Layer 1  0.08 
Layer 2  0.11 
Layer 3  0.13 



71 
 

3.3 FEFLOW 
 

Once that all  the parameters involved in the solution of  the f low and of the mass 
transport  problems have been set, i t  is possible to start the simulation, which, for 
this coupled f low-mass transport problem, can last between 5 to 10 minutes, 
depending on the different simulation episodes analysed .  

This is due to the heaviness of the calculous for the mass transport, which is also 
heavier in the case of the pilot test, because the mass transport equation has to be 
solved for 2 compounds (tracer and surfactant).  This is  also due to the 
characteristics of the processor used.  

The results  of the simulation are presented and discussed in the following 
paragraphs, divided into the 2 different periods studied, and discussed separately 
basing on the class of the problem.  

For what concerns the f low problem, for both episodes the graph of the hydraulic 
head (computed and observed in th e piezometers) in t ime is  compared with the 
water level of the reservoir,  to assess i f  the model was able to reproduce the 
reservoir’s oscil lations.  For what concerns the mass transport problem, the 
simulated mass concentration in t ime is compared to the m easured one, by plotting 
them in the same graph.  

 

3.3.1 Tracer Test (4t h- 9t h of June 2018): Results  
 

For what concern the f low problem of the tracer injection and extraction, the result  
of the simulation is reported in Figure 51.  

Is it  possible to observe that, after an init ial  period of 1000 minutes which 
corresponds at about 16 hours, the simulated values start to f it  the observed 
values, following in a good manner the injection phase, represented by the peak 
upwards at about 2000 minutes, and the successive time before the extraction, 
which is represented by the peak downward.  

After the init ial  instants of the extraction, the computed values start to deviate 
from the measured ones, reaching lower values and maintaining a difference of 5 
cm and then recovering it  in the f inal phases of the simulation.  

It  is  important to note that the simulated values show the same hydraulic head 
although the observed values dif fer from each other of a l itt le amount in a range 
of 2 cm.  

For what concern the mass transport s imulation, results are reported below in 
Figure 52.  
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Figure  51 :  re su l ts  o f  the  f l ow s i mula t i on ,  the  leve l  o f  the  r eser voir  i s  repre sen ted  in  l ight  b lue ,  th e  va lue s  s i mulat ed  and  the  va lues  mea sured  in  the  

p iezo me ter  ( marked  wi th  a  d ot  l ine )  are  repres ente d  in  b lue ,  red  and  b lack  f or  PS -1 4A,  PS - 14 C and  PS - 1 4D re spec t i ve ly .  N ote  that  s i mula ted  va lue s  f or  PS -
14A,  PS - \14 C and  PS -14 D are  m os t ly  over lapped  
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Figure  52 :  re su l ts  o f  ma ss  t ransp ort  s i mu lat i on ,  the  va lue s  s i mula ted  and  the  va lue s  measured  in  the  p i ezometer  (mar ked  w ith  a  d ot  l ine )  are  r epresen ted  

in  b lue ,  red  and  b la ck  f or  PS -14 A,  P S -1 4C  and  PS - 14 D resp ec t i ve ly  
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Here is it  possible to observe that the computed concentration of Br-  remain in a 
narrow range of about 10 mg/l at the peak instant, right after the injection, while 
the measured values vary in a more pronounced one.  

This fact reveals an evident differentiat ion of the meas ured concentrat ion in the 
piezometers, resulting that the piez ometer PS-14A show the lowest values and PS -
14C the highest.  The range of the observed values is included between 55 mg/l and 
100 mg/l at the moment of the peak.  

After the injection,  both simula ted and measured values start decreasing in a 
different manner: measured ones in a l inear way, due to the method used for the 
interpolation of the observed values in the piezometer, while computed ones 
decrease in an exponential way, which become more evid ent at the extraction 
phase. Must be remind that the l inear -trend decrease between injection and 
extraction is due to the lack of measures over that period.  

In the extraction phase, both of measured and simulated graphs reach null  values,  
generally closer to zero for the observed values, and after that is it  possible  to 
observe a small  increase of  the simulated values, due to the stopping of the pump. 
While there are not data about measured values after the extraction phase, is i t  
plausible to assume the same trend for the observed concentrations.  

 

3.3.2 Tracer Test (4t h- 9t h of June 2018): Discussion  
 

For what concern the init ial  mismatch among the values, this fact is due to a 
mismatching between real and simulated init ial  hydraulic head conditions, that can 
be attributable to some errors in  the interpolation of the values measured in the 
piezometers. This implies that the model requires t ime to settle the init ial  
conditions. This fact  was previously considered when build the problem setting of 
the model, by starting the simulation a day before the inject ion . 

The trend of the simulated values follows, after the init ial  instantaneous decrease 
due to the mismatching in the init ial  conditions , the typical trend of a confined 
aquifer under pumping condition . The simulated values maintain approximately (2 
cm of difference), after the end of the extraction,  the same level  of the  period 
before injection. In fact is it  possible to observe that, in comparison to the general 
trend of the osci l lation in the reservoir,  the st udied period has an atypical  lack of  
variat ions.   

The difference between the measured values and the ones simulated by  the model, 
which starts during the extraction phase,  could be attributed to the cal ibration of 
the model. Considering that the PEST resul ts for the hydraulic conductivity of the 
connection have shown an estimated values of 0.56 m/d ( reduced to 0.3 to consider 
the other test’s  PEST result,  0.14), the  small  increase of  the level of the reservoir  
(which pass from 765.36 meters to 765.4 ) involves in a lower increase of the 
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simulated hydraul ic  head (compared to observed values) after the extraction phase, 
due to the lack of the f lux from the landf il l .   

For what concern the absence of distinct ions among the simulated hydraulic heads 
(among simulated values in PS-14A, PS-14C and PS-14D) instead of the differences 
observable among the measured values (among observed  values in  PS-14A, PS-14C 
and PS-14D), this is due to the fact that in the model the layer of interest has been 
considered homogeneous .   
The real  site’s conditions present a variation in  terms of  electrical  and hydraulic 
conductivity,  as shown in the tomography and pumping test carried out,  which 
mean that the layer has non homogeneous sub -zones, involving in a certain degree 
of anisotropy in the layer.   
That determine those differentiati ons of hydraulic head among the measured 
values in the piezometers, even if  they are located closely.  

For what concern the mass transport, the differentiation in terms of width of the 
range observed and simulated and the difference in terms of measured and 
computed absolute values, f ind an explanation considering that the mass transport 
is strictly l inked to the f low problem:  

• The differentiation in the extent of the range is due to the imposed 
homogeneity of the model, which results in non -variation among the 
simulated hydraulic head in the piezometers, and consequently on the non -
variat ion of the concentration. The small  variation range showed from the 
simulated values (from 75 mg/l at PS-14A to 85 mg/l at PS-14C) is  therefore 
due to the dispersion of the mass, which brings to show those l itt le 
differentiations, because of the  distance among the piezometers; 
 

• The difference in values, namely the fact that the simulated values are lower 
than the measured concentrations, is due to the hydraulic head gap betwee n 
simulated and observed values, which is f irstly very small  at the time of the 
injection, higher for the simulated ones, resulting in a lower values of  
concentrat ion because the mass is more easily carried by the higher hydraulic 
gradient created from this s ituation. The opposite s ituation is shown after 
the extraction, where lower simulated values determine higher 
concentrat ion values, even if  both near zero.  

 

3.3.3 SEAR Pilot Test  (9t h- 13t h of July 2018):  Results 
 

For what concerns the f low problem of the tracer inject ion and extraction, the 
result of the simulation is reported in Figure 53.  

For what concerns the mass transport, resu lts are reported in Figure 54 for the 
tracer and in Figure 55 for surfactant.  
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Figure  53 :  re su l ts  o f  the  f l ow s i mula t i on ,  the  leve l  o f  the  r eser voir  i s  repre sen ted  in  l ight  b lue ,  th e  va lue s  s i mulat ed  and  the  va lues  mea sured  in  the  

p iezo me ter  ( marked  wi th  a  d ot  l ine )  are  repres ente d  in  b lue ,  red  and  b lack  f or  PS -1 4A,  PS - 14 C and  PS - 1 4D re spec t i ve l y .  N ote  that  s i mula ted  va lue s  f or  PS -
14A,  PS - \14 C and  PS -14 D are  m os t ly  over lapped
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Figure  54 :  re su l ts  o f  the  B r  t ransp ort  s imu lat i on ,  th e  va lues  s imu lated  and  th e  va lues  mea sured  in  the  p iezome ter  ( marked  wi th  a  d ot  l ine )  are  repres ente d 

in  b lue ,  red  and  b la ck  f or  PS -14 A,  P S -1 4C  and  PS - 14 D resp ec t i ve ly  
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Figure  55 :  re su l ts  o f  the  s ur factant  t ransp or t  s i mula t i on ,  the  va lue s  s i mulat ed  and  the  va lue s  measured  i n  the  p i ezome ter  ( marked  with  a  d o t  l ine )  are  

represented  in  b lue ,  red  a nd  b lack  f or  PS -14 A,  PS -1 4 C and  PS - 14 D re spec t i ve ly  

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

0 800 1600 2400 3200 4000 4800 5600 6400 7200

C S
ur

fa
ct

an
t (

m
g/

l)

Time  (min)

Simulated CSurfactant (July 2018)

Simul. PS-14A Simul. PS-14C Simul. PS-14D Start Injection End Injection

Start Extraction End Extraction Obs. PS-14A Obs. PS-14C Obs. PS-14D



79 
 

In Figure 53 is it  possible to observe that the simulated values , which plots are 
overlapped,  follow, whit a l itt le shift,  the measured hydraulic head in the 
piezometers until  minute 2600, which  correspond to the period successive the 
injection.  

After that a gap between them is formed, which is f irstly low and then slowly 
increase, until  the extraction phase, where the gap maintain itself  to a constant 
value of about 10 cm reaching the maximum d ifference between observed and 
computed values. After the extraction period, which ends at minute 4000, the gap 
starts to decrease until  it  gradually settles to the measured hydraulic head values 
after 10 hours from the end of the extraction, at minute 460 0. 

Even here, as on the previous simulation period (June 2018), i t  is important to note 
that the simulated values show the same hydraulic head although the observed 
values differ among each piezometer of a varying amount .  

This differences among the measur ed values is higher in the f irst phase of th e 
simulation (reaching a maximum of about 12 cm ) until  minute 750 and then start 
to decrease settl ing itself  on a difference of 5 cm until  the beginning of the 
injection (minute 2000), where the range of the measured values maintain the 
minimum difference of 2 cm until  the end of the simulation.  

In Figure 54 it  is  possible to observe that the computed concentration  of Br-  remain 
in a range of about 25 mg/l at the peak instant, whit a maximum and a minimum of  
simulated values of  85 mg/l and 60 mg/l,  right after the injection, while the 
measured values vary in a more pronounced one, being the maximum measured 
value at  the same peak of 95 mg/l and a minimum of 30 mg/l .  It  must be noted that 
none of the computed values r each the ones of the PS-14A 

After the injection, both of simulated and measured values start decreasing in a 
different manner: measured ones remaining about constant until  the phase of 
extraction, where in a l inear way,  due to the interpolation method used , they 
quickly decrease, while computed ones decrease in an exponential way, which 
seems not to vary too much at the extraction phase, as it  was in the  previous 
simulation period (June 2018).  Must be remind that the l inear  trend observable in 
the measured values is  due to the lack of measures over the period between 
injection and extract ion.   

In the extraction phase, both measured and simulated graphs re ach their lowest 
values, settl ing to a value of 5 mg/l  for the computed values,  and after that is it  
possible to observe a small  increase, due to the stopping of the pump.  
Observed concentrations, in this phase,  reach values of about 5 mg/l (maximum 
difference,  referred to piezometers PS -14C and PS-14D) higher than the simulated 
ones.  

The surfactant injection, shown in Figure 55, has been simulated without 
considering changing in viscosity and retardation coefficient, associating this 
compound only to the l iquid phase.  
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It  is  possible to observe that the simulated mass concentrat ion remains, at the peak 
moment after the injection instant, in a range of 2.700 mg/l with a maximum 
registered at piezometer PS-14C of 8.500 mg/l and a minimum registered at 
piezometer PS-14D of 5.800 mg/l .  
It  has to be noted that, even here,  no ne of the computed values reach the 
concentrat ion observed at PS -14A. 

After the injection, both simulated and measured values start decreasing in a more 
similar manner in comparison to the previous: measured ones, in a l inear way, due 
to the method used for the interpolation of the observed values, while even here 
computed ones decrease in an exponential way.  

Both of simulated and measured concentrations decrease whit a high slope, which 
is similar  for the computed values for the 2 different compounds, but different for 
the observed values:  in the surfactant injection measured values are more similar  
to the simulated ones in comparison to the tracer injection ones.  

In the extraction phase, both of s imulated and measured values, which start from 
a lower point  in comparison to the tracer concentration trend, decrease less than 
the post-injection/pre-extraction part of the chart, with higher slopes for the 
measured values and lower slopes for the computed ones.  

After the end of the extraction, observed values se t their-selves to zero while the 
simulated one firstly reach a minimum value of 300 mg/l at PS -14A, then raise to 
settle their self  to a value of 500 mg/l and finally s lowly decrease to 400 mg/l at  
the end of the simulation . 

 

3.3.4 SEAR Pilot Test (9t h- 13t h of July 2018):  Discussion 
 

Even in the pilot test , as in the tracer episode (June 2018), for what concern the  
absence of distinctions among the simulated values instead of the ones observed, 
this absence could be attributed to the fact that in the model the l ayer of interest 
has been considered homogeneous,  determining none differentiations of hydraulic 
head among the piezometers.  

This differentiation in the measured values is more pronounced in comparison to 
the tracer episode (June 2018) because of the high  and fast reservoir oscil lat ions 
that affect this episode (July 2018) in the f irst part of the chart until  the injection 
(minute 2000), which amplify the difference among observed values.  

This is l ikely due to the heterogeneity in  the layer , which determines 
differentiations in  the hydraulic head which are more pronounced if  the reservoir  
level quickly increases,  because those oscil lations are better transmitted where the 
anisotropy characteristics allow it,  result ing in higher values and so in higher gap 
among the piezometers.  
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The gradually reduct ion of the gap among measured values  could be attributed to 
the maximum osci l lation registered, over both period of  the inject ion and 
extraction, which is about 70 cm, that seems first ly to saturate the gravel layer 
(which top is  at about 762m) and then , at the end of the oscil lation,  to stabil ize its  
conditions.  
Contrary to what happens in the f irst day of the graph (until  minute 1440) where 2 
complete oscil lation s can be observed, in both period of the highest os cil lation 
(from minute 2300 to minute 3600) and the following part (from the end of the 
extraction until  the end of the simulation ) the level of the reservoir maintain a 
value in a range from 5 to 10 cm, that can be view as constant in comparison to  the 
typical osci l lations of the reservoir .  
Considering this, this  reduction among the measured  values in the piezometers can 
be attributable f irstly to the saturation, which allows to recover the gap, and then 
to the constant trend of the reservoir level,  which maintain it  in a small  range.  

The difference observed between measured and computed valu es over the period 
of the extraction can be attributed to the maximum oscil lat ion registered, which 
seems not to be immediately managed from the model, resulting in a shift  of the 
simulated values, which amplify the difference in terms of absolute values.  
This is attributable also to an error in the calibration of the model, which could 
have cause this shift  and also an increase of the differences in hydraulic head.  

As in the tracer test ,  for what concern the mass transport, the differentiation in 
terms of width of the range observed and simulated , and the difference in terms of 
measured concentration values, f ind s an explanation considering that the mass 
transport is str ictly l inked to the f low problem, for both tracer and surfactant 
concentrat ions:  

• The differentiation in the range is l ikely due to the imposed homogeneity of  
the model, which results in the absence of signif icant differences  among the 
simulated hydraul ic head in the piezometers. The fact that  the simulated 
concentrat ion in PS-14A is higher than the measured one may be attributed 
to the fact that, even if  the dispersion is  relatively high, the increase of the 
reservoir water level determine a mass transport in  that direction,  which 
plausibly should have been reduced by the anisotropy of the layer in that 
point, resulting so in higher concentrat ion values.  
 

• The difference in values is due to the hydraulic head gap between simulated 
and observed values over the  extraction period, resulting in a lower value of 
concentrat ion because the mass is more  easily carried by the higher hydraulic 
gradient created from this situation. The difference between the tracer and 
the surfactant concentration trends over this period  may be due to the 
different properties of those compound.  
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3.3.5 General discussion on both episodes 
 

In conclusion is it  possible to state that:  

1.  Concerning the f low problem, considering the overall  trend in the 2 episodes 
analysed, globally the model can appre ciate the oscil lations of the reservoir.  
This is observable in the fact that in absence of osci l lation (June 2018) are 
clearly seen the trend typical for a pumping well  and in the fact that in 
presence of oscil lations (July 2018) simulated values can follo w the trend of 
the measured ones, but with differences in terms of absolute values and s hift  
of the plots; 
 

2.  Concerning the f low problem, considering singularly each episode, it  is not  
possible to state that the result in terms of computed values is correct  if  
compared to observed ones. This is due to the fact that was not considered 
anisotropy in the layer of interest , manifesting it  in differences in terms of  
absolute values and in the non -differentiation of the computed result in 
comparison to the measured values.  Those differences observed between 
measured and simulated values can also be a ttributable to the different 
behaviour of the reservoir in the different periods studied ;  
 

3.  Concerning the injection of tracer in both episodes, generally the trends of  
the computed concentration shows an init ial  phase in which, with l itt le 
differences, the measured and simulated concentration reach the peak to 
then distance their self  later. Con sidering each single measure, is  it  possible 
to observe a non-differentiation (more market in the episode of June 2018 
due to the absence of oscil lations) among each piezometer,  which can be 
attributable to the anisotropy of the site ; 
 

4.  Concerning the injection of surfactant, the trend seems to be followed by 2/3 
of all  piezometers . In the model this can be explained with the homogeneity 
assigned al l  over the 3 r d layer: by this fact the concentration of piezometers 
PS-14A and PS-14D, which are not properly o n f low direction compared to 
PS-14C, results similar over the period of  inje ction and extraction, where the 
level of reservoir is high and the layer can be considered as saturated, so 
reducing the differences created from the anisotropy . 
 
 
 

 

 



83 
 

4 Conclusions 
 

A f inite element model has b een developed using FEFLOW, in order to evaluate  the 
applicabil ity of the SEAR technique on a site contaminated by DNAPL and affected 
by reservoir oscil lations. In order to evaluate the goodness of the model, two tests 
were simulated: a tracer test occurred in June 2018 and a SEAR pilot test occurred 
in July 2018.  

Parameter estimation (PEST) have been used in order to evaluate those parameters 
that were not measured in f ield. The results obtained from the PEST problems have 
been analysed in order to build the unique model used in the simulation.  

The results of the f low and mass transport s imulation shows a lack of  
differentiation among the simulated value, due to the anisotropy of the site which 
has not been considered in the mod el.  

The results also show a difference between the simulate and observed va lues that 
can be attributable to the cal ibration of the model, which have been a compromise 
between the PEST results of  the different episodes studied.  
This difference can also be attributable to the different trend of the reservoir level 
observed in the episodes, which can drastical ly change the behaviour of the model.  

Considering the results obtained, for a future develop of the model must be 
consider the anisotropy of the grav el layer.  For this purpose, a calibration of the 
model considering a larger amo unt of points of observation should be done. More 
over should be detected and considered also the fractures present in the marl layer.  

Considering the results obtained, for a fu ture develop of the model must be 
conduct a more detailed calibrat ion, based on  a larger temporal period, in order to 
f ind the unique model available to consider different osci l lat ion ranges.  

Considering the results obtained, for a future develop of  the mo del the nature of  
the hydraulic connection should be studied in detail ,  to conf irm the conceptual 
model and to allow a proper computational way in the groundwater modeling of 
the site.  

In conclusion, considering the results obtained from the model used in this work:  

• Is it  not possible to state that , concerning the f low problem,  the 
simulation model can be assumed as properly correct , even if  it  can 
appreciate the general trend of the oscil lations. This is due to the lack of  
calibration and to the anisotrop y. 
 

• Concerning the tracer transport  problem, it  is  not possible to state that  
the model can be assumed as properly correct,  even if  the general trend 
is fol lowed, considering the lack of measures between injection and 
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extraction. This is due to the anisotr opy.  
 

• Concerning the surfactant transport problem, it  is possible to state that  
the model can be assumed as correct for 2/3 of the observation wells  
around the injection point. This could be helpful in order to apply the 
SEAR technique, but due to the harm ful characteristics of those kind of 
compound a better evaluation must be done.  
 

• Concerning the general results obtained, this model  cannot be assumed 
as properly correct, but can be use as base model in order to build a more 
detailed model that could be able to improve the results evaluating a 
variable density problem.  
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5 Appendices 
 

5.1 Appendix A: Ground Control Points used in the georeferentiation  
 

Tab le  15 :Gr ound  C ontr ol  P oin t  us ed  f or  the  ge orefer enc ing  of  the  we l l s  and  p i ezomi ters  map  

 
 

Tab le  16 :Gr ound  C ontr ol  P oin t  us ed  f or  the  ge orefer enc ing  of  the  E MGR IS A/ AZ ENTU A mod el ' s  g r id  
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5.2 Appendix B: Points used to Interpolate the Initial Piezometry 
 

Tab le  17 : l i s t  of  p o int s  us e d  for  the  in terp o lat ion  t o  obta in  the  in i t ia l  p iez om et ry  of  the  s i te  ( m odel ’ s  IC )  

Name X coordinate Y coordinate Initial  Value H 
(m) June 2018 

Initial  Value H 
(m) July 2018 

Layer 1: anthropic fi l ler  

ps25b -38298.2  5238459 765.642 765.171 

ps29b -38241.4  5238396 774.801 774.752 

s36 -38191.3  5238345 788.637 788.663 

s38 -38186 5238387 782.410 782.283 

s38c -38185.9  5238384 788.545 788.175 

reservoir  -38657.4  5238198 765.375 765.081 

reservoir  -38620.7  5238235 765.375 765.081 

reservoir  -38584.8  5238279 765.375 765.081 

reservoir  -38583.3  5238341 765.375 765.081 

reservoir  -38612.7  5238403 765.375 765.081 

reservoir  -38620.7  5238470 765.375 765.081 

reservoir  -38638.4  5238543 765.375 765.081 

reservoir  -38636.9  5238624 765.375 765.081 

reservoir  -38598 5238711 765.375 765.081 

reservoir  -38561.3  5238797 765.375 765.081 

reservoir  -38535.6 5238866 765.375 765.081 

Layer 2: si lt  

ps14a -38292.8  5238405 765.589 765.268 

ps16c -38407.6  5238392 765.586 765.171 

ps17 -38334.9  5238371 765.576 765.108 

ps18 -38321.3  5238432 765.552 765.120 

ps19 -38283.1  5238388 765.569 765.128 

ps19c -38280.3 5238395 770.075 768.019 

ps24 -38288 5238425 765.605 765.157 

ps26 -38442.8  5238458 765.586 765.183 

ps28b -38252.1  5238354 777.430 777.254 

st1b -38440.1  5238418 765.575 765.134 

st1c -38439.7  5238353 765.543 765.127 

st2 -38422.5  5238711 765.618 765.183 
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reservoir  -38657.4  5238198 765.375 765.081 

reservoir  -38620.7  5238235 765.375 765.081 

reservoir  -38584.8  5238279 765.375 765.081 

reservoir  -38583.3  5238341 765.375 765.081 

reservoir  -38612.7  5238403 765.375 765.081 

reservoir  -38620.7  5238470 765.375 765.081 

reservoir  -38638.4  5238543 765.375 765.081 

reservoir  -38636.9  5238624 765.375 765.081 

reservoir  -38598 5238711 765.375 765.081 

reservoir  -38561.3  5238797 765.375 765.081 

reservoir  -38535.6  5238866 765.375 765.081 

Layer 3: gravel  

ps14b -38295.2 5238402 765.586 765.205 

ps14c -38297.1  5238404 765.599 765.239 

ps14d -38296.5  5238400 765.581 765.145 

ps16b -38406 5238392 765.436 765.070 

ps21 -38344.8  5238416 765.590 765.282 

ps25 -38299.5  5238458 765.513 765.075 

ps26b -38443.4  5238459 765.521 765.128 

ps26c -38440.5  5238456 765.516 765.124 

reservoir  -38657.4  5238198 765.375 765.081 

reservoir  -38620.7  5238235 765.375 765.081 

reservoir  -38584.8  5238279 765.375 765.081 

reservoir  -38583.3  5238341 765.375 765.081 

reservoir  -38612.7  5238403 765.375 765.081 

reservoir  -38620.7  5238470 765.375 765.081 

reservoir  -38638.4  5238543 765.375 765.081 

reservoir  -38636.9  5238624 765.375 765.081 

reservoir  -38598 5238711 765.375 765.081 

reservoir  -38561.3  5238797 765.375 765.081 

reservoir  -38535.6  5238866 765.375 765.081 
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5.3 Appendix C: Chemical Properties of Lindane 
 

Tab le  18 :  Pr oper t ie s  of  L in dane,  s ource  PubChe m  

Property Name Property Value 

Molecular Weight  290.814 g/mol  

Hydrogen Bond Donor Count  0 

Hydrogen Bond Acceptor Count 0 

Rotatable Bond Count  0 

Complexity  104 

Topological Polar Surface Area  0 A2 

Monoisotopic Mass  287.86 g/mol  

Exact Mass  289.857 g/mol  

XLogP3 3.8 

Compound Is Canonicalized  true 

Formal Charge 0 

Heavy Atom Count  12 

Defined Atom Stereocenter Count  0 

Undefined Atom Stereocenter Count  0 

Defined Bond Stereocenter Count  0 

Undefined Bond Stereocenter Count  0 

Isotope Atom Count  0 

Covalently-Bonded Unit Count  1 

Color Colorless  

Odor Slight musty  

Boiling Point  323.4°C 

Melting Point  112.5°C 

Density 1.87 g/cm3 at 20°C 

Vapor Pressure 0.003 at 20°C 

Log K o w 3.8 

Carcinogenic Classification  B2/C 

Cancer Slope Factor  1.3 (mg/kg/d) - 1 

Inhalation Unit Risk Factor  3.1 x 10- 4 (µg/m3)- 1  

Reference Dose 0.0003 mg/kg/d 

Chronic Inhalation Reference Exposure Leve l  0.0003 mg/m3 
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