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The Autonomous Guided Vehicles are a product that saw huge increase
in the demand in the last decade. The reason behind this is due to the fact
that they provide optimized solution to speed up production and reduce the
costs. AGVs may differs accordingly to the specific task to fulfill or the build-
ing characteristics.

InSystems Automation GmbH is a German company in Berlin that, among
other fields, is investing considerable financial resources into research and
development of innovative solutions in this field. These new research plans
and solution often come from the customer desire or demand to acquire an
automated vehicle that would be able to fulfill a certain task. The research
conducted in this work and thesis aims to develop an algorithm for one of
those customized AGV called The Stacklifter. The project started two years
ago from the idea to have a customized bot that it is able not only to rec-
ognize standardized objects from the ground, but to lift and re-locate them
within a facility.

The major difference with what is currently available is the development
of a customized software that should be able to fulfill the task, performing
the recognition in a 2D environment, trying to avoid as much computation
as possible as the robot is driven by PLC. It is actually this point that makes
a huge difference as the majority of detection algorithm run on PC and work
in a 3D environment exploiting image recognition. However, compared to a
PC, a PLC has a huge limit in term of computation, especially since this kind
of system is designed to run 24/7.
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Chapter 1

Introduction

1.1 What are AGVs?

An AGV (Automated Guided Vehicle) is a portable robot which follows a
specific pathway and it is mainly used to move a large quantity of material,
pallet loads between shipping/receiving docks and storage racks and move
workparts between machine tools and stations.

AVGs travel velocity is usually slower than the typical human walking
speed and they have several safety features such as obstacle detection, emer-
gency bumper, warning lights and warning sounds.In order to control AGVs
industries have got locator panel, CRT color graphics display, and central
logging and report.

AGVs can be applied to various kind of industries and often in customized
design. Some example of industries where these are being utilized are: phar-
maceutical, chemical,manufacturing, paper and print, hospital and ware-
houses.

1.2 Market and applications

AGVs play a huge role in terms of material handling optimization and are
becoming more sophisticated over time as well as their capabilities to ac-
complish more complex tasks.
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Chapter 1. Introduction

(A)

(B)

(C)

FIGURE 1.1: Examples of AGVs [5]

Their demand in the industrial market (i.e. for warehouse application)
has been increasing in the last decade as the whole manufacturing and dis-
tribution processes needs to be automated. According to statistics the auto-
motive industry has the highest share of the total AGV market (almost 24%)
immediately followed by the manufacturing industry[10]. However, they
also found their way through the healthcare industry especially in the drug
manufacturers supply chain. Besides that, there is very strong demand in
countries in APAC such as China or India.

The estimated market size is about 1.12 billion in USD and the forecasts
show a positive trend for the next decade[grandviewreaseach].

The are many advantages of using AGVs for optimization and one of the
major reason is that these kind of systems are independently operated and
are usually guided along defined pathways in the facility floor. Although the
investment is very high at the beginning, in the long term the maintenance
costs have proved to be way lower than hiring long term employees. Not to
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Chapter 1. Introduction

mention that they are also able to accomplish tasks for which human-driven
vehicles are used.

The ability of an AGV to find and follow the correct path is usually strictly
connected to some elements that must be present in the warehouse, such
as pathways. For this reason InSystems Automation GmbH has decided to
invest in innovative solution to drive AGVs autonomously and to make them
more versatile in order to suit the customers needs.

1.3 Why choose AGVs?

AGVs have proven to be particularly effective, not only in terms of produc-
tivity but also reliable, safe and flexible, as these robots can be reprogrammed
to change their path or their task, without needing new physical equipment
to be installed.

In addition, AGVs can operate almost around the clock and their method
of delivery is very predictable. These can also operate in conditions that are
not suitable for humans and most of the time they have better accuracy than
normal workers.

Despite the fact that a big initial investment is immediately required at
the beginning, in the long term the overall expenditure would be actually
smaller than paying full time employees for the same job. Also, once the
control system is set up, it is possible to increase the number of AGVs and
thus decreasing the initial investment and the demand grows.

1.4 Company description

The project took place by InSystems Automation GmbH in Berlin, from
March 2018 to August 2018. InSystems Automation develops special ma-
chines for production, material flow and quality tests and it is specialized on
the production of robot since 2012.

The company was founded in 1999 by Henry Stubert and Torsten Gast
and since then the number of employees keeps growing (around 60 in 2018).

3
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Among the different kind of activities carried out by the company there are
robot for productions or AGV. These are specifically designed according to
customer demand and they can deal with loads of different weight, usu-
ally from 30 to 1000kg. The transport robots are developed under the name
proANT.

The company features a certified competence since 2006 and some of its
partners are Siemens and Wago.

FIGURE 1.2: InSystems ProAnt AGV line.

1.5 Case of study

One of the most innovative solution that InSystems wants to provide to its
customers is the Stacklifter. This is an autonomous robot specifically de-
signed to find and pick up boxes from the floor with the least contact possible
with the objects. This AGV has been thought to be used warehouse and its
shape and features are strongly related to that purpose.

However the major difference between most AGVs currently available is
that it is not using any pathways or magnetic tape to drive. For this reason,
the robot features a frontal 2D laser scanner whose purpose is the identifica-
tion of the object as well as the driving towards the targeted location, while
avoiding obstacles.

Thereby the purpose of this project is to develop an algorithm that takes
care of all the sub-tasks associated with this major one. In particular the
algorithms needs to:

4
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• drive to a specific goal, avoiding obstacles in the path.

• Identify boxes among other objects and/or people.

• Select the box in the specific goal location.

• Plan the trajectory to pick up the box.

• drive to the unloading station

More specifically, the company was interested in the procedure of box
recognition and trajectory planning towards the object, which is known as
fine positioning, as normal driving and obstacle avoidance have been already
taken care of by another algorithm.

The novelty of the approach consists in an innovative solution that ex-
ploits data coming just from a 2D laser scanner, whereas usually such sys-
tems features either more sensor or 3D ones. However, there were many
challenges that needed to be addressed, such as the fact that, since the boxes
are standardized, they are represented in 2D with something similar to a rect-
angle: a geometry that is very common in a 2D environment.

Nevertheless, the main challenge was making sense of this set of points,
called point cloud, which is provided by the laser sensor. The point cloud
is basically, a description of the environment, but this kind of information
alone is not sufficient to fully understand how the different points are related
to each other as well as where a particular object is located.

Despite the fact that there already exist a lot of different ways to au-
tonomously drive a robot, the company has decided to explore other pos-
sibilities. In particular, because such an algorithm would allow to have less
restriction and at the same time more flexibility as it could be used for other
purposes as well.

1.6 Thesis Structure

All the aforementioned problems and objectives will be discussed in the fol-
lowing chapters. In particular the thesis is split in six parts, each one address-
ing a specific topic.

5
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FIGURE 1.3: example of an AGV picking up a box.

Chapter 2 is about the current status with a brief discussion on how usu-
ally this kind of problem is being dealt.

Chapter 3 is an introduction to the hardware, like the robot and the sensor,
as well as the different softwares used to analize and program .

Chapter 4 discusses how it is possible to gove meaning to data coming
from a 2D enviroment and whether it is possible to manipulate this data.

Chapter 5 explorers the different techniques commonly used to drive a
robot as well as the solution that revealed to suit the AGV for this particular
application.

Chapter 6 brings about all the differences and adaptations that come or-
ganically when trasionining from theory to practice.

Chapter 7 briefly summarizes and discusses the obtained result while
opening the path for future improvements .

6



Chapter 2

State of the art

2.1 Identifying the problem

According to what has already been said, this case of study can be decom-
posed in two sub-problems:

1. Object recognition and detection

2. fine positioning

There are already a lot of methods available to control AGV and fulfill that
task in the current literature. This Chapter will mainly explore the current
status in term of research for what concerns mainly the detection part, but
also the motion planning and fine positioning.

2.2 Navigation

AVGs may differs from one another according to the ability to move in through-
out the space[4]. The ability to actually recognize its relative position as well
as to identify the path to follow is the major concern of navigation. There
are many option when it comes to decide how a robot can be driven au-
tonomously and the most common ones are:

7
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• Wire. A wire is used to transmit radio signal to the robot, which fea-
tures a sensor, close to the ground, to detect its relative position with
respect to the radio signal.

• Guide tape. Tapes can be magnetic or colored. In this case the robot
features appropriate sensors to recognize the pathway. Although this
technique may not be expensive, it is subjected to degradation (dam-
ages and dirt).

• Laser. The AGV features a laser transmitter and receiver which is able
to triangulate its current position exploiting the reflection coming from
reflective tapes mounted on the objects.

• Gyroscope. A computer system assigns tasks to the robot, which through
the gyroscope checks whether is following the correct path.

• Natural Features. The robot exploits the data coming from several dif-
ferent sensor and through the Monte-Carlo/Markov localization tech-
niques it is able to find dinamically its position and to calculate the
shortest path for the assigned task.

• Vision Guidance. The AGV operates using cameras to record features
on the route, building a 3D-map with 360◦ images.

• Geoguidance. This technique allows the robot to recognize features of
the environment or of the warehouse.

2.2.1 Steering control

Mainly, there are three different type of steering control for this kind of robots.

The first one is the differential control, which is the most common among
the others and the simplest[4]. It allows the the AGV to move both forwards
and backwards and it does not requires additional steering motors or mech-
anism. Basically the translation and rotation movements are possible due to
the fact the wheels can move with a different speed from one another.

The second one is the steered wheel control, which tries to imitate a car’s
steering ability. Unlike the previous type this control is suitable for every
kind of application.

8
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FIGURE 2.1: A differential driven robot [9]

The last type involves a combination of the previous ones and thus allow-
ing the robot to rotate like a car and at the same to drive in differential mode
along all directions.

2.2.2 Pathway

While moving AGVs should also take decision regarding the path to be fol-
lowed. There are three main technologies that help the robot with such a
task:

• Embedded guide wires. Wires on the floor that emit electromagnetic
signal so that the vehicle follows them.

• Paint Strips. The vehicle features an optical sensor to track white strips
on the floor.

• Magnetic Tape. This technique not only provides information about the
patch but it can also regulate other parameters such as the speed.

2.2.3 Traffic

When a system features more than a single AVG, traffic control is necessary
to avoid collision between robots. Even though, traffic control will not be
treated here, it is worth mentioning three major techniques that are used to
handle such a problem.

9



Chapter 2. State of the art

• Zone control. It is easiest to install and expand. Robots uses a wireless
antenna to communicate each other and to know whether the path is
clear.

• Collision avoidance. It exploits radar like sensor to avoid collision in
the AVG area.

• Combination control. It is a combination of the aforementioned tech-
niques. The redundancy of this approach allows to avoid collision in
any case[4].

FIGURE 2.2: A forklift with safety laser sensor

2.3 Object recognition

Object recognition is actually a very general term as there are several differ-
ent ways in which this can be performed, which strongly depend on the field
of application. In fact, finding the shape of an object could be more inter-
esting than its color, for example. Usually, it is possible to derive this data
from sensors, in particular 3D sensors, mainly 3D LiDARs or 3D cameras, or
a combinations of those sensors with other ones, like 2D LiDARs and so on.
Combining the sensors is often useful, when it comes to compensate system-
atic errors coming from each sensor,as redundancy for safety reasons or even

10
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to just be more accurate. The majority of these approaches is related to image
processing and in particular in objects detection within an image. The image
to be processed can often come from either a camera or a set of points coming
from a sensor.

These sensors allows the extraction of set of points in XYZ coordinates
which is fed as input to the detection algorithm and then afterwards the algo-
rithm its self extracts all the information needed for the recognition process.
However, this kind of algorithms are strongly based upon image process-
ing and often require multiple stages and training, that allows the machine
not only to detect the object and classify it, but also to keep track of the object
when the this is moving, as well as storing in memory some new information
acquired each cycle.

A research conducted in India [3] showed how it is possible to detect and
distinguish between objects using a 3D camera. The camera could distin-
guish between different poses of the same objects. The camera provides the
data as a point cloud and then the detection algorithm is able to perform the
recognition after a training stage in which it acquires the necessary data. The
object extraction is performed using Euclidean distance in the space.

Another reseacrh from 2005 [11] concerned the extraction of object in the
terrain, using a 3D laser scanner. The data coming from the sensor is then,
again processed, through image processing algorithm and requires a library
that the algorithm needs for the classification phase, but ignoring all the data
outside a preset region of interest.

Allan Zelener [12] also study the possibility to extend the ability to learn
for machines in such a way that the overall knowledge and capability to rec-
ognize the different objects in 3D environment can be improved taking ad-
vantage of machine learning first.

2.3.1 A different purpose

Considering the status of the literature and the applications in many fields of
detection algorithm, there are a few factors that are always common: the use
of 3D sensor and image processing techniques. This is due to the fact that in
most applications the algorithm used to process the data focus on multiple
kind of object.

11
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However, the purpose of this case of study can be seen on a different per-
spective as it is not necessary to classify every object that has been detected,
but it is more important to recognize, detect and track the specific object to
move around the facility. Besides, the company expressed the desire to have
the detection algorithm running on the PLC, which does not allow the use of
complicated image processing to extract data from the sensor. This is the ma-
jor reason, aside from the costs, that motivated the company in researching
something new and different for this kind of application.

2.3.2 triangle approach

FIGURE 2.3: Triangle station.

The so-called "triangle approach" is the current way in which the com-
pany approaches to this problem. It exploits 2D or 3D navigation laser scan-
ner or combination of them with cameras to detect a very specific geometry.
In fact the triangle is used to let the AGV know where the targeted location
is, avoiding to process each object present in the environment. The robot is
specifically looking for the almost unique shape and geometry of the object.
However the reason why the same algorithm cannot be used for the same
purpose in this application is due the fact the a box features a 90◦ angle that
especially in a 2D environment is a common geometry. Moreover, getting rid
of the triangle station is actually one of the major goals for the company, as it
allows to reduce the costs for the systems.

This is the starting point of the journey that has led to the development of
the algorithm, where several possible paths have been evaluated and choices
have been made in order not only to make it work, but to optimize it in
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term of workload and efficiency. The next chapter explores the hardware
and providing a better picture of the initial point and going even further into
detail on the description of the problem.
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Chapter 3

Hardware and Software

3.1 Overview

Before going into the details of what the algorithm is about and how the
system works, it is important to understand the initial stage of the project.
This chapter is an introduction to the hardware as well as the developing
environment and the way these things can communicate with one another.
Furthermore, it is provided an explanation of what the company is willing
to achieve with this project and some of the reasons behind the choices that
have been made.

3.2 The Stacklifter

The Stacklifter was born from the idea and need to build a special kind of
AGV that is able to detect and lift boxes from the ground, with the least con-
tact surface possible and the least space required to accomplish the task. It
was thought to be used in warehouses or facilities and to be able to run con-
tinuously, where dimensions hugely affects the overall cost of the system as
a whole. Indeed, this is the major reason behind the design choices.

The robot presents itself with a U-shape as well as two different sensors,
one mainly used for navigation safety purposes and one, in the back inside
the right arm, for the correct positioning and picking stage. It is manufac-
tured to take boxes with a standardized length of 400 mm, whereas width
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can vary between 200 and 600 mm and it can lift up to 100 kg. In addition,
the arms are joint-less which means that these do not move even in the lift-
ing process. Instead, it features the so called "L-profiles" which can be taken
down or up allowing the lifting movements. These profiles are controlled
by servo motor that work synchronously and these are placed in the arms.
When they are taken down, they get completely out of the way whereas
when they are taken up they push the box towards the center of gravity of
robot, thus allowing a correction of the box position with respect to the robot.

However, for the robot features a frontal laser scanner used just for nav-
igation purposes. The front scanner allows the robot to drive with the arms
on the back and to detect any obstacle during the go-to-goal stage. The rea-
son behind this choice is mainly safety, as driving in the opposite direction
causes the arm to cover the line of sight of the sensor and therefore two laser
scanner are needed. The second one located in the right arm is just used for
fine positioning.

A fine positioning stage is performed every time the robot detects a box
and tries to plan a motion in order to pick it up. Indeed, once the robot
has reached the desired position it will turn in such a way that the arms are
facing the detected box stacks to lift. The back laser scanner on the back is,
then, activated allowing the robot to accomplish the task. Once the stack has
been lifted the normal driving is restored, by disabling the scanner on the
arm, allowing the robot to reach the drop-out position.

Similarly to the laser scanners, the are two different devices that are used
to control the robot. Once is a computer, that controls the normal driving by
means of the open source software ROS, and the other one is a PLC, which
takes control of the robot in the fine positioning stage. The robot features
also, a sensor that checks whether the loading procedure has been successful.
The are also some LED button which are used to for the loading phase and
normal turn on/off as well some emergencies buttons that are used to stop
the robot whenever a fault occurs.
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FIGURE 3.1: 2D Drawing of the Stacklifter

3.3 PLC

Programmable logic controllers or PLCs are computers specifically designed
for managing and controlling industrial processes. PLC can in general ex-
ecute a program and elaborate both digital and analog signal coming from
sensors and actuators within the plant.

PLCs are modular objects and they are characterized by an extreme ro-
bustness. which is the main reason why those are usually used in noisy en-
vironments or exposed to extreme conditions. These can also run 24/7 on
plants that can never stop working.

In terms of programming, most PLCs execute instruction from top to bot-
tom and the language is subject to the IEC 61131 standard, which regulates
the elementary data types ad well some syntax rules. This standards origi-
nated several different languages both graphical and textual which are:

• Ladder Diagram

• Function Block Diagram
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FIGURE 3.2: A set of PLCs

• Structured text

• Sequential function chart

The first two languages are graphical whereas the remaining are textual.

The language used to carry this project on and test it is actually Structured
text according to the standard, for which are available several libraries and
options for code generation and testing.

3.3.1 Beckhoff CX9020

The PLC that was mounted in the robot and real brain of the operation is a
Beckhoff CX9020. This device can be programmed through TwinCAT 2.11
using structured text and it features Ethernet connectivity, which is used to
communicate with the sensor. As it is possible to see in fig.3.3 the device
features an Ethernet socket as well a USB one, State LEDs, two micro SD
slots and a PROFIBUS CANopen.

This PLC was mounted in the robot and it is responsible for controlling
the motor and motion of robots. Generally speaking it can be used to receive
data by an auxiliary machine in normal driving situation and then transmit
the data to the motors.

18



Chapter 3. Hardware and Software

FIGURE 3.3: Beckhoff CX9020

FIGURE 3.4: CX9020 mounted in the Stacklifter
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3.4 LiDAR sensor

"Lidar is a surveying method that measures distance to a target by illumi-
nating the target with pulsed laser light and measuring the reflected pulses
with a sensor. Differences in laser return times and wavelengths can then
be used to make digital 3-D representations of the target. The name lidar is
considered an acronym of light detection and ranging."[7]

FIGURE 3.5: A typical Lidar Scheme [8]

Together with cameras, LiDARs are the most common sensor installed
in robots to derive movement from local detection. High-end sensors can
provide a dense point cloud over the field of view and, but those can be
particularly sensitive to dust particle which may inhibit it. A Lidar is actually
very similar to a radar, that uses radio waves instead of light.

A laser act as a source for a LiDAR system. It sends a beam of light with
a fixed frequency, which allows the system to gather information about the
environment according to how this light particles interact with the surround-
ings. The beam of light is coherent and particularly dense which makes it
particularly suitable for detecting objects as it can detect materials that pro-
duce a weak radio echo.

3.4.1 Working principle

LiDARs and laser scanners in general are able to detect object through the
Time of flight (TOF) principle. By this mean, the scanner measures the dis-
tances and the bacis shape of an object, exploting the reflected light from the
surface. This kind of sensors usually feature a very accurate stop watch that
allows to compute the time between when the beam of light is sent and it is
reflected back.
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The beam of light usually comes from a laser diod through pulses. Since
the speed of light is constant and it is equal to c, the time of flight allows to
compute the distance between the laser and reflecting surface as

d =
tc
2

(3.1)

The accuracy of laser scanner is strongly dependent on how accurate the time
can be measured as well. The sensor detect the distance from the first surface
on which it shots the beam of light. It has to be clear that it explore its vision
field one point at a time, changing then the direction of the bean of light.
This is possible by rotating the laser diod or exploiting a complex system of
mirrors. Tipically this last method is the most common as mirrors are lighter
and can be rotated easier they are and more accurate.

The kind of data that usually is obtain as a consequence of that, is a set of
points in the plane, in case of 2D scanners, which is commonly called Point
Cloud. Due to some errors coming from the sensor of to the reflectivity of a
certain surface the point cloud is affected by noise. However, the point cloud

FIGURE 3.6: Lidar Point Cloud

alone is not sufficient to get all the needed pieces of information and it also
depends on the kind of application these are used for. Making sense of the
point cloud, then, is very important not only to to derive the pose of a object,
which is the major goal for this application, but also to recognize objects and
shapes.
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In this particular application not only the LiDAR is used to estimate the
pose of a particular box and therefore the detection phase, but also to dy-
namically adjust the robot trajectory during the picking-up phase, to help
the robot select the closest box and to distinguish between boxes. In order to
do that, the system needs an algorithm that is able to process the raw data
coming from the sensor and give those a meaning is a such a way that there
AGV is given all the necessary information not only to drive safely, but to
accomplish the task with a very low rate of failure. The working principle of
this algorithm as well as the way the scanner is used to drive the robot in the
environment will be discussed in the next chapters.

3.4.2 SICK TIM561 2D laser scanner

FIGURE 3.7: SICK TIM561 2D laser scanner

The sensor used for the fine positioning is the SICK TIM561 2D laser scanner.
This scanner can be used to export data using standard protocol and thereby
communicating with the PLC. The scanner is positioning on the back in the
left arm and the reason why this particular kind of scanner was selected is
due mainly for its angular resolution, as the points in the point cloud would
be particularly dense in proximity on an object, which would allow to have
more accurate computations. Although Appendix A contains the device full
data sheet, it possible to summarize the most important characteristics in the
following table.
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Aperture angle 270◦

Scanning frequency 15Hz

Angular resolution 0.33◦

Operating rage 0.05÷10m

Integrated interfaces TCP/IP

TABLE 3.1: Scanner Specifications

FIGURE 3.8: The scanner mounted into the robot

In order to communicate the data via TCP/IP protocol, the sensor use the
telegram format which may differ according to the chosen communication
language (CoLa). In particular this type of sensor uses two languages which
are:

1. CoLaA: characterized by variable length ASCII strings

2. CoLaB: which is based fixed length Binary telegrams

CoLaB language is the most suitable one when it comes to PLC application
due to the fixed length of binary data and this is the reason why it has been
selected.

For each scan the sensor is able to provide:

• array containing the distances

• start angle
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TABLE 3.2: Telegram example

• number of points

• accuracy

• RSSI1 (optional)

The distance comes in the form of radial distances which means that those
must be associated with an angle to make sense. The sensor does not provide
such data but it possible to create that array by exploiting the other pieces of
information. Considering, also that the scanner is upside-down, the array
vector can be calculated as it follows:

for n=1 to Npoints
angle ( n ) = ( 1 8 0 − ( ( ( ( n−1)∗accuracy )+ S t a r t _ a n g l e ) ) ) ;

end_for

All the points are then translated into Cartesian coordinates as it is more
intuitive working with those. Furthermore, it could happen that during the
scanning phase, some of the points may be dazzled or invalid. Thanks to
RSSI1, which is an additional array of optional values available directly from
the scanner,which take into accoint the energy levels of the signal received,
it possible to know when some points do not provide useful information or
any information at all.

3.5 The developing environment

As it has been said already,the PLC uses a specific programming language
called IEC 61131 Structured language. However, to ensure a certain flexibility
to the algorithm as well as the possibility to implement the same idea in
different devices, exploiting code generation, the Matlab/Simulink platform
has been used.
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Simulink is mostly suitable for real-time applications and features its own
unique block diagram programming language,where blocks are executed from
left to right. Among the many features offered by this platform, code gener-
ation in on of them. Code generation allows to deploy a Simulink project in
different kind of device, translating the code in other languages. In particular
the most important available ones are:

• C/C++ code

• IEC 61131-3 Structured Text for PLC

3.5.1 setting up the sensor

In order to fully understand which data the sensor was transmitting and how
the telegram can be sent correctly, all the packets between the sensor and the
PC have been analyzed through an open source software called WireShark. It
can basically sniff packets exchanged using different protocols and transform
them in a readable form for humans, helping to understand if something is
missing, or if there is any sort of error in the communication. Using the

FIGURE 3.9: WireShark interface

results, provided by the packets analysis, it is possible to build a Simulink
communication model, to extract and elaborate the data from the sensor. An
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example of the initial stage communication model is provided by the follow-
ing picture. This is the initial configuration setup, which allows the extraction

FIGURE 3.10: Simulink Initial Setup

of all the relevant data coming from the sensor and to build up a map of all
the points in the sensor mobile reference frame.

The working principle is pretty easy to understand. First of all a com-
mand is sent to sensor in order to receive the data. As soon as the sensor
replies the telegram is received through the purple block in the form of uint8
data type and then the green block decodes the received signal, giving as an
output:

• the total number of points

• the start angle

• the radial distances

• the angular resolution

All of this data is then fed as input to the next block which basically derives
the array containing the angles which are later used to derive the Cartesian
coordinates, meanwhile removing all the invalid or dazzled points. After
that all the data has been processed it is possible to build the point cloud.
The total number of points is used to give the correct dimension to the ar-
ray containing the radial distances from the center of the scanner Reference
Frame. However, for the angle , the scanner does not provide the whole ar-
ray, but just the start angle and the angular resolution, which can be used to
derive the desired array.
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FIGURE 3.11: 2D Point Cloud

In Fig.3.11 it is possible to see the 2D point cloud, coming from the raw
data extracted from the sensor. However, aside from being a se of points, this
data does not contain any other information. Thereby, it is imperative to give
them a meaning extracting all the useful information that would allow the
robot to sense the environment,or at the least the most relevant information.
The next Chapter discuss how this is possible and what kind of assumption
can be mind to actually simply the problem.
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Making sense of the point cloud

4.1 The Goal

Once that communication has been established , allowing the extraction of
the data gathered by the sensor, a point cloud is obtained. The point cloud
is, basically a set of points in the x − y plane. Each point in the point cloud
belongs to a real object which causes the light to be reflected back to the
sensor.

However, the point cloud alone does not provide any additional infor-
mation,aside from coordinates. This means that it is necessary to investigate
the nature and the relationships between points,as well the different possible
shapes and the accuracy of the data. These problems need to be taken care of
by a suitable algorithm, which is subject, however, to some limitations. The
PLC, indeed, is not capable to execute complicated 3D image processing al-
gorithms. These requires an high computational power and considering that
the PLC must run continuously, stressing the CPU for long periods of time
may not be the best solution.

This Chapter is about the idea behind that algorithm and how to take
advantaged of the provided set of points as well as justifying the choices that
have been made to achieve the algorithm. As mentioned before, the major
goal is , of course, to detect the box. The starting point of this analysys begins
from the known data, which are:

• a set of points in Cartesian coordinates
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• the width of the box

• the shape of the box

Understanding which data is possible to obtain from these two initial
pieces of information is actually the first step. Even though this known data
alone is not sufficient for the resolution of the problem, it has to be said, that
it is possible to extract additional information that not only is useful to dis-
tinguish between different objects, thereby identifying the box, but also to
estimate other designing parameters, such as how big the area containing
the box should be, how big the minimum distance between two consecutive
boxes should be and the minimum distance that allows the robot to fully
recognize the box and plan the trajectory.

On one hand, since all of the parameters related to the required space
are subjected to the designing process, it may be desirable to reduce or keep
them to the minimum possible, especially considering that space, at the least
in terms of cost, is the major factor. Saving space would allow to keep more
piles of boxes in the same facility, which is good for both the production and
costs reduction.

On the other hand, however, tolerances and the necessary space for the
robot movements must be taken into account. Which,in other words, means
that the warehouse should be structured in such a way that the AGV can
function at the best if its capabilities.

Finding a middle way between these two points is not always as easy
as it seems, as it is basically reducing warehouse costs versus decreasing the
computational effort and efficiency, which may, however, increase the overall
costs.

Furthermore there are other pieces of information that can be indirectly
derived from the initial given data. Indeed, it is important to keep in mind
that the robot is not looking for the closest box. In fact Its moving algorithm
provides some stop locations within the map, called goals. When the robot
stops into a certain goal position it tries to identify a box in a specific area
and , if no box is located, it just to moves to next goal position.

Since there a lot of things that need to be considered in the data processing
phase, it was decided to split the problem into a subset of smaller problems,
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addressing first the ones that do not depends on other sub-problems. This
subset is made up by the following smaller tasks:

• Grouping all the points that belong to the same objects (Cluster Analy-
sis)

• Recognizing the box in the set of objects

• Finding the fitting side

The next section of this chapter will specifically address the first point,
illustrating what kind of techniques have been chosen or rejected, leading
with a final and optimized solution, specifically tailored for this type of ap-
plication.

4.2 Cluster analysis

In statistics clustering or cluster analysis is a set of techniques used to analyze
data, whose purpose it the selection and the grouping of homogeneous ele-
ments, called clusters[6]. Clustering algorithms are generally used to serve
this purpose. Although this kind of analysis is usually very popular in the
statistics field, it has proven to be very effective for this kind of application.
Grouping points that belong to the same object is indeed the same task for
which these algorithms are used in the first place.

There are many kinds of clustering algorithms and each one of those is
based on measurements related to how similar the elements are. There are
various parameters that come into play when it comes to define how similar
two points are, however, it very common that this measure is often expressed
in term of distance.

Clustering algorithms usually differs according to definition of distance
they are based upon and the way grouping is performed. It possible two
classify clustering algorithms in two major categories:

• bottom-up. This means that at the beginning each element is seen a
cluster. The algorithm keeps collecting elements into cluster until a
prefixed amount of cluster is reached or the distance is above a certain
threshold.
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• top-down. At the beginning all the elements are considered as being
part of the same cluster and then the algorithm proceeds to split the
major cluster into smaller homogeneous clusters. The algorithm usu-
ally stops when a certain stopping condition is satisfied.

Clustering algorithm can also be exclusive, if it is not possible to assign
one element to multiple subsets, or, non-exclusive if it is.

Another important factor is the way the general space is divided into sub-
sets and in particular it is possible to define a partitioning clustering, with a
prefixed amount of partitions or hierarchical clustering, where a hierarchy is
built, characterized by a number of clusters, represented by a tree structure.

For this specific application, however, it is desirable to use an exclusive
and partitioning algorithm. For the sake of this case of study, two different
algorithms have been analyzed but only the one who revealed to be as a easy
as efficient was ultimately implemented.

4.2.1 First attempt: K-means

The K-means algorithm is a partitioning algorithm which allows so separate
a set of objects in K groups based on their attributes. The major goal of the al-
gorithm is to minimize the total variance between clusters and each og these
can be identified through an average point called "centroid"1.

The iterative algorithm creates at first K partitions of the initial space, as-
signing points randomly or using heuristics methods. After that, it computes
the centroid of each cluster, originating a new partition where each point is
associated to the cluster with the closest centroid. Every time the clusters
change, the centroids are computed again until the algorithm converges.

Let X = X1, . . . , XN be a set of N elements and P = P1, . . . , PK a set of
partition characterized by the following properties:

•
K⋃

i=1
Pi = X : the total set of partitions must contain all the initial objects

• Pi ∩ Pj = �, i 6= j : exclusion property

12.
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• � ⊂ Pi ⊂ X : no partition can be empty

Obviously 1 < K < N as it would not make sense to look for either one
cluster or having a number of cluster equal to the number of objects.

Each partition is represented by a matrix U ∈ NK×N, where the generic
element uij = {0, 1} means that the object j belongs to the cluster i. Let
C = C1, . . . , CK be the set of K centroid, the objective function can be defined
as:

V(U, C) =
k

∑
i=1

∑
Xj∈Pi

||Xj − Ci||2

and then

1. Generate randomly Uv e Cv

2. Compute Un that minimizes V(U, Cv)

3. compute Cn that minimizes V(Uv, C)

4. If it converges⇒ stop, else Uv = Un , Cv = Cn and go to step 2

FIGURE 4.1: Example of K-means

The reason why this algorithm was selected at the beginning is because
it is a very notorious one and can converge pretty quickly. However, as
D.Arthur and S.Vassilvitskii have proved the algorithm could take a super-
polinomial time of 2O(n) to converge for a certain subsets of elements in the
plan and although it is relatively fast there are several reason why it was not
suitable for this application:

• It does not make sense for this kind of application to define at the be-
ginning the number of partitions
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FIGURE 4.2: Object separation

• Most of the computations are useless, as it is not important to be that
accurate

• It is not important to have all the clusters, but just separate the points
in order to be processed

• It works better with spherical clusters

• Does not work with code generation for structured text

Although this algorithm may have proven to be very effective in statis-
tics, it was not worth it to implement it, simply because the points are less
aleatory and therefore, points belonging to the same object must be close to
one another, in the Euclidean sense.

4.2.2 Second attempt: exploiting the known data

For the issues discussed before, although the K-means is effective in separat-
ing points in the plane, it is not suitable for this type of application. However,
it possible to find another way, which is more computational efficient, accu-
rate enough and that can overcome the limitations of the code generator.The
main idea, then, was to keep it simple and it was possible to do that by mak-
ing several assumptions in the attempt to simplify the problem.

First and foremost, the LiDAR sensor has an angular resolution of 0.33◦.
This is really important because it means that when an object is being de-
tected , then the point cloud must be very dense on the portion of the plane
where it is located.
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Secondly, the vector containing the radial distances is already ordered, in
the sense that if Pi(ρi, ϑi in the ith point, then next one is Pi+1(ρi+1, ϑi + 0.33◦).
Although this does seem to have relevance whatsoever, it can be exploited,
in the sense that , if two consecutive points belong to the same object, their
distance should be very small. For the same principle, if a sudden jump in
te measuremnts is observed, this most likely means that, if do not take noise
into account, these do not belong to the same object.

Therefore, instead of looking for an objective function to minimize, as for
the K-means , it possible to scan the whole array of elements in order to find
a sudden jump. Basically, selecting a threshold toestablish a sort of limit on
how close to points can be in order to be classified as belonging to the same
object will allow to create split the points into subsets.

To better understand this, a short description of the algorithm is provided:

1. The component of the array is the starting point

2. Until the Euclidean distance is below a certain threshold , continue to
add point in a cluster

3. If a sudden jump occurs (i.e. the distance is above the threshold), ana-
lyze the cluster

4. If no box is found go to the next cluster

5. If there is no next cluster, go to step 1.

FIGURE 4.3: Example of how dense the point cloud is

On one hand, with these approach the clustering algorithm is strongly
linked to the recognition one, since as soon as one cluster is found, it is then
immediately passed to the next part of the algorithm.
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On the other hand, the computation is much faster (at most O(n) )and
the idea behind is simple. Of course, this may cause some issues in case of
multiple boxes have to be detected. However, that is not the case since, the
problem specification requires the robot to scan for just one box immediately
in front of it.

4.3 Recognizing the box

After being able to separate the different objects on the plane, the next step
is clearly to identify if there is a box among this set of elements. However,
what makes a box different compared to a wall or any other possible object,
especially in 2D enviroment?

To answer this question it was necessary to analyze how the point cloud
would change according to the pose of the Box in the plane. In particular, it
was noticed that the it was possible to detect at most two sides of the box at
the same time and that, depending on the orientation, sometimes just one.

Furthermore each side, considering also the noise affecting the point cloud,
is actually pretty close to a straight line, which is a useful information in
terms of geometrical description of the problem.

There are many techniques used to make a signal smoother and reducing
the noise affecting it. Most of them, however, are not particularly adapt to
signals with discontinuities. In fact the point is affected by discontinuities,
which are actually used to distinguish between objects.

The challenge, therefore, was about how to filter the signal, make it more
stable in a such a way that an almost perfect segment can be obtained, with-
out impacting on those discontinuities. Filter used for continuous signal are
highly inefficient in this case because they may alter the entire point cloud.

However, by looking at one of the most popular and used techniques in
statistics, it was possible again to find a solution to this issue. This technique
is known as linear regression.
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4.3.1 Linear Regression

Regression, in general, allows to find a relation between the measured vari-
ables, based on data samples, extracted by an hypothetical infinite popula-
tion. In statistics regression analysis is also associated with the resolution of
the linear model. This technique is extremely versatile and it finds applica-
tion in chemistry, geology , physics, economics and engineering.

Formally, linear regression is a method used to make an estimation of
the expected value for a dependent variable Y , given the values of other in-
dependent variables X1, ..., Xk: E[Y|X1, ..., Xk]. The way linear regression is

FIGURE 4.4: Example of linear regression

performed is strongly based on the model assumptions, which may influence
the way one variable depends on the other. Clearly, in a 2D scatter, the box
is well represented by one or two segments and these segments can be rep-
resented by a set of n points subjected to a certain law as Y = f (X). Thereby,
for this case of study it is safe to assume that there exists a relationship be-
tween the dependent variable and the independent one.

There are many different version of regression and each of those depends
almost entirely on the kind of relation between the two or more variables.
However, for this is specific case, since the entire box is described by seg-
ments, the relation between the two indipendent variable must be linear:

Yi = mXi + q (4.1)

Where i = 1...n and n is the number of points composing the segment.
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It appear obvious that the desired relation between the two statistical vari-
ables is the equation of a straight line, which is linear. Thereby among of all
the type of regression that can be performed, simple linear regression has
been selected[oss2014introduzione].

4.3.2 Simple linear regression

Simple linear regression is based on a model where there is a single explana-
tory variable, called also regressor, which in this case would be X , while Y
is considered as a variable dependent on X. Before going into details it is
useful to review some statistical concepts, which are the expected value, the
variance and the covariance[oss2014introduzione].

Let X be a random variable such that X : Ω → R and P its measurement
of probability, the expected value of X, formally E(X) is defined as:

µ = E(X) =
∫

Ω
X(ω)dP(ω) (4.2)

however in the descrete case, if pi is the probability function, the expected
value E(X) can be expressed as:

E(X) =
∞

∑
i=1

xi pi (4.3)

but since, in this particular case, pi = pj =
1
N
∀i, j and only a finite number

of samples is available, it is possible to express the mean as:

E(X) =
1
N

N

∑
i=1

xi (4.4)

Another important statistical quantity is the variance which is defined as
the expected value of the squared deviation from the mean:
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σ2(X) = E[(X− µ)2] (4.5)

which, by adding to this definition the same hypothesis that are valid for the
mean value, can be expressed as:

σ2(X) =
1

N − 1

N

∑
i=1

[(xi − µ)2] (4.6)

Finally, another important parameter while dealing with more than a sin-
gle statistical variable is the covariance, which is measurement that quantifies
the variation of a variable with respect to the other one, and therefore their
dependency from each other:

σ(X, Y) = E{[X−E(X)][Y−E(Y)]} (4.7)

which can be expressed as:

σ(X, Y) =
1

N − 1

N

∑
i=1

(xi − µi)(yi − µi) =
1

N − 1

N

∑
i=1

(xi − x̄)(yi − ȳ) (4.8)

Definition of the linear model

In order to perform simple linear regression it is necessary to find a linear
model model for the problem. Considering all that has discussed until now,
it should be clear that the linear model can defined as it follows:

Yi = β0 + β1Xi + ui (4.9)
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Where:

• i = 1, ..., n

• Yi is the dependent variable

• Xi is the independent variable

• β0 + β1X is the regression function

• ui is the statistical error

It is important that Yi and Xi are measurements coming directly from the
sensor and thereby can be treated as random variables. By expressing the
linear model in this form is possible to study the relationship between the
two variables.

However it is worth mentioning that this model is accurate while dealing
with segments, which means that it is not suitable for other kind of object
whose shape cannot be decomposed nor approximated into a subset of seg-
ments.

Formulation of the problem

Once the linear model has been defined, it is possible to proceed with the
formulation for a two variable problem, which is:

yi = a + bh(xi) + εi (4.10)

h(xi) is a generic function of x. In general it is assumed that h(x) = x which
leads to:

yi = a + bxi + εi (4.11)
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So the variable y can be extracted from an independent variable x and a ran-
dom quantity εi.
There whole regression problem can, therefore, be reduced to the determina-
tion of a and b which define the relationship between y and x.
Some assumptions are necessary for the linear regression model:

• x is a deterministic variable

• E(εi) = 0

• σ2(εi) = const ∀i

• σ(εi, ε j) = 0 ∀i 6= j

Taking advantage of these assumptions it is possible to calculate the coeffi-
cients a and b according to the Ordinary Least Squares (OLS) method:

S = S(a, b) =
N

∑
i=1

ε2
i =

N

∑
i=1

(yi − a− bxi)
2 (4.12)

Where N is the number of observations. It is possible to obtain the estimation
of those values by solving:

{a, b} = arg min
a,b

S(a, b) (4.13)

The solution to that equation can be derived from the partial derivatives of S
with respect a and b when these are equal to zero:

∂S
∂a

= −2
N

∑
i=1

(yi − a− bxi) = 0 (4.14)

∂S
∂b

= −2
N

∑
i=1

(yi − a− bxi)xi = 0 (4.15)
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Then:

aN + b
N

∑
i=1

xi =
N

∑
i=1

yi (4.16)

a
N

∑
i=1

xi + b
N

∑
i=1

x2
i =

N

∑
i=1

xiyi (4.17)

Solving these equations it is possible to obtain:

b =
N ∑i xiyi −∑i xi ∑i yi

N ∑i x2
i − (∑i xi)2

=
Sxy

Sxx
=

σ(x, y)
σ2(x)

(4.18)

a =
∑i yi ∑i xi −∑i xi ∑i xiyi

N ∑i x2
i − (∑i xi)2

= ȳ− bx̄ (4.19)

Recalling that the variance is:

σ2(x) =
1
N

N

∑
i=1

(xi − x̄)2 (4.20)

and that the covariance is:

σ(x, y) =
1
N

N

∑
i=1

(xi − x̄)(yi − ȳ) (4.21)

where x̄ and ȳ are the observed mean values, it is possible then to derive:
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⇒ b =
σ(x, y)
σ2(x)

(4.22)

⇒ a = ȳ− bx̄ (4.23)

The OLS method, described until now, is basically a straight line that in-
terpolates a scatter of points, minimizing the squared sum of the distances εi

of the points composing the straight line. The reason why the squared quan-
tities are considered is mainly to avoid compensation between positive and
negative quantities during the calculations.

FIGURE 4.5: Linear regression: working principle

This may seem to have nothing to do with the major goal described at the
beginning of this chapter. However simple regression not only does allow to
denoise the point cloud, but also it stabilizes the signal, with enough accu-
racy. These are all qualities that are necessary for the estimation phase, as the
overall uncertainty has been reduced.

There is one last piece that is missing to finish the puzzle. Nothing has
been said about how it is possible to make the sensor know when an object
can be represented as a set of segments and which are the conditions that
legitimize this approach. Luckily the world of statistics offers enough tools
and parameters to take care of those issues.
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4.3.3 Pearson’s Correlation coefficient

In statistics, there is a particular parameter that is used to estimate how
strong the link between two variables can be. This is usually called Pearson’s
correlation coefficient or simply normalized covariance.

By definition, given two statistical variable X and Y is defined as ratio
between the covariance and product of their standard deviation

ρXY =
σ(X, Y)

σ(X)σ(Y)
(4.24)

As a main property:

− 1 ≤ ρXY ≤ 1 (4.25)

In particular the is some interesting information attached to |ρXY|. This
parameter is basically able to tell whether there exist a correlation between
the two variables involved.For this reason it s possible to make, at first glace,
a classification, distinguishing between three major cases:

• ρXY > 0⇒ X and Y are correlated positively

• ρXY = 0⇒ X and Y are not correlated

• ρXY < 0⇒ X and Y are correlated negatively

However, there is more. Nor only the normalized covariance is a mean
to acknowledge the correlation, but it also quatifies the streght of it. In par-
ticular, the closer the value of |ρXY| is to 1, the stronger the correlation is.
Thereby, according to different values of the Pearson’s coefficient, it can be
established how strong the link between the two variables is:

• 0 < |ρXY| < 0.3⇒ the correlation is weak

• 0.3 < |ρXY| < 0.7⇒ the correlation is moderate
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• |ρXY| > 0.7⇒ the correlation is strong

Looking just at number does not make it clear why this is indeed the last
piece to complete the puzzle. However, by representing the different degrees
of correlation, one interesting more fact comes into play. In fact, when the
correlation is strong, and in particular |ρXY| = 1 , the link is of the linear
kind.

Finally not only this parameter is able to tell if a correlation is present, but
it is also able to check whether all the assumption, that have been made for
simple linear regression, still suffice. Putting all together allows to indentify
the box among that ocean of points.

4.3.4 Putting all together

Up to this point, with cluster analysys it is possible to dismember the point
cloud into subsets, which represents real life objects on a 2D plane. Further-
more through statistics and simple linear regression it is possible to look for
objects in the plane that can be represented by one to two segments.

Actually, the fact that the box can seen as two segments may generates
problem as the whole shape of the object is not a segment and cannot be
expressed by the linear law and model that has already been discussed.

However, experiments have proven that when two sides are being de-
tected, the normalized covariance measures either a weak correlation or no
correlation at all. Exploiting this information, the object can be split in two
different subsets. If the two subsets show a strong correlation, then, most
likely, the object is a box.

According to what has been already discussed, it is not so easy to grasp
the link between the statistical property of the correlated variables and how
the box could be detected. To better understand this, it is necessary to talk
a little bit more about the geometry of the problem and how statistics come
into play.

Except that, the shape of the box in a 2D environment in very common.
This means that there could be potential object having a big |ρXY| , because
their shape can also be represented by set segment. To be more accurate it is
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necessary to add some more condition to be satisfied, in order to eliminate
ambiguity.

This issue can be solved by considering other factors that are already
known. In fact the shape of the box as well as the dimentions of the box
are standardized.

Putting all together, it is possible to conclude that all of these factors mat-
ters and need to be part of the algorithm as prerequiste for the targeted set
of points. In this way it is not only possible to reduce the number of false
positives but also to create an algorithm that is efficent and that avoids to
compute more data than necessary.
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Motion Planning

5.1 The Unicycle Model

Not only it is important to implement a robust and efficient detection algo-
rithm, but also to plan the motion of the AGV. This is basically a control
problem, which needs a model as a fist thing. Not to mention,that there are
other kinds of issues that need to be taken care into consideration such as the
ability to drive to a goal location avoiding collision as well as the fine posi-
tioning.In this chapter each problematic is discussed in detail as well as the
provided solution to overcome them. Also, some additional key points are
analyzed as it is necessary.

From a driving perspective, the Stacklifter is essentially a differential drive
robot. This mean that it can be driven by acting on the wheels velocities. In
particular, when the two wheel are rotating in the same direction and with
the same rates,the robot perform a translation. If these are rotating in the
opposite direction to one another, then a rotation is performed. Therefore,
the lack of a steering wheel does not represent a problem for the motion, as
playing with the wheel velocity allows the robot to curve and follow a certain
part.

However, building a model under the assumption that it is sufficient to
control the wheel velocities is not very intuitive. In fact, it is easier to rea-
son in terms of rotations and translations and, thereby, of angular and linear
velocities v and ω.
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FIGURE 5.1: Differential drive robot model. [9]

Luckily it is possible to find a relation between these quantities and to
generate a model that is controllable in terms of v and ω and this is the so
called Unicycle model. This allows to get rid entirely of the differential driv-
ing problem and to treat the robot as if it has just wheel with steering ability.
This model allows to simply the problem because in this way the only rele-

FIGURE 5.2: The Unicycle. [1]

vant information are the position of the robot in the space and the direction
where it is driving. So the model needs some sort of relation that links the
wheel speed velocities vL and vR to these quantities. In order to find that, it
is possible to consider as a state the vector

[p] =


x

y

φ

 (5.1)
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Where:

• x and y are the 2D coordinates of the center of gravity

• φ is the driving direction

Exploiting the kinematics laws, knowing the radius R and the wheel axis
length L it is then possible to obtain the following:



ẋ =
R
2
(vR + vL)cosφ

ẏ =
R
2
(vR + vL)sinφ

φ̇ =
R
L
(vR − vL)

(5.2)

With the same consideration for the Unicycle it is possible to obtain the fol-
lowing system of equation.



ẋ = vcosφ

ẏ = vsinφ

φ̇ = ω

(5.3)

These two systems of equations represent two different models. The next
step, then, is to implement the unicycle model on the differential drive one
as ẏ , ẋ and φ̇ should be the same for both. This leads to:

49



Chapter 5. Motion Planning


v =

R
2
(vR + vL)⇒

2v
R

= vR + vL

ω =
R
L
(vR − vL)⇒

ωL
R

= vR − vL

(5.4)

by solving the equation it is possible to obtain:


vR =

2v + ωL
2R

vL =
2v−ωL

2R

(5.5)

Where v and ω are design parameters and R and L are known measured
parameters of the robot. So, at this point, a clear relationship between the
two model has been established and from now on, the model that will be
considered is just the unicycle one.

Differential drive robots are the most common kind of robots and unicy-
cles model them. For this reason there are many ways in which is possible
to transform the dynamics of the robot is a such a way that it is even easier
to actually track the robot itself. Up until now, the model is characterized
by a non linear differential equation. However, while controlling the robot
motion the focus, in this case, is not on the particular path that the robot is
following, but more on the initial and final position. Indeed it is possible to
consider another point on the robot that differs from the center of the unicy-
cle considered so far. Assuming that the new point has a distance l from the
previous point, it is possible to derive the following equation

x′ = x + lcosφ

y′ = y + lsinφ
(5.6)

It is interesting to see the dynamic from this new point. Computing the
derivatives of the previous set of equations, the following result is obtained:
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ẋ′ = ẋ− lφ̇sinφ

ẏ′ = ẏ + lφ̇cosφ
(5.7)

Considering that ẋ = vcosφ and that φ̇ = ω it possible to rewrite the equation
in this form:

ẋ′ = vcosφ− lωsinφ

ẏ′ = vsinφ + lωcosφ
(5.8)

Assuming that it is possible to control directly this new point in such a wax
that

ẋ′

ẏ′

 =

u1

u2

 (5.9)

it possible to solve the equations with respect v and ω

cosφ −sinφ

sinφ cosφ


 v

lω

 =

u1

u2

 (5.10)

The first matrix however is indeed a rotation matrix, which rotates the vector
of angle φ.

R(φ) =

cosφ −sinφ

sinφ cosφ

 (5.11)
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So the system of equation can be rewritten as it follows:

R(φ)

1 0

0 l


 v

ω

 =

u1

u2

 (5.12)

In order to solve the equations with respect v and ω, it is necessary to invert
the matrices. R(φ) does not generate any problem as rotation matrices as
their inverse is always equal to the transposed matrix. Same goes for the
next matrix as it is a diagonal matrix and the inverse is always equal to the
inverse of the diagonal.

 v

ω

 =

1 0

0
1
l

 RT(φ)

u1

u2

 (5.13)

This is a way to actually make the point P = (x′, y′) behave perfectly and by
getting l small P is almost equal to the original point and it is possible to treat
the system as

ẋ = u (5.14)

However, this might be sufficient for a go-to-goal situation, whereas is this
case also the orientation in the final position is very important in order pick
these up. This is why although this simplified model is exploited for normal
driving situations, it is preferred to use a regular tracker such as a PD for the
fine positioning stage.
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5.2 The regulator

The main qualities to be worried about while designing a controller are sta-
bility, tracking and parameters robustness. PIDs regulators (PI, PD etc) are
controller implemented virtually almost everywhere. Each action of the PID
as a specific mean but at the same time the combination of those may lead
to achieve those the desired qualities mentioned at the beginning. Generally
speaking a PID can be expressed in the Laplace domain as:

U(s) = KP

(
1 +

1
TIs

+ TDs
)

E(s) (5.15)

By calling:

• KI =
KP

TI
as the integral constant

• KD = KPTD as the derivative constant

Tuning KP,KIandKD is very important to the effectiveness of the con-
troller. In particular each parameter as a specific function. The proportional
action is a contributor to stability, in the sense it does not necessarily guaran-
tee stability but it helps the system to become more stable as well as making
it more responsive, although not very fast. The integral action, instead, is ac-
tually very useful for tracking and, generally speaking if the system is stable,
this action alone suffice to track the system. Also the integral action is often
used for disturbance rejection and it has a slow-rate responsiveness, due to
the fact that it is necessary to accumulate the error over time before getting a
response and this may cause oscillations. Finally, there is the last component
which is the derivative action. This part of the PID is not responding to a
certain value, but to changes in the value is usually characterized by a faster
responsiveness. However this is usually very sensitive to noise which means
that the derivative constant should not be too large.

By far PID are the most used low level controller and it is possible to
find them in chemical processes , DC motors and so and so forth. However,
this kind of controller does not guarantee stability and it is not a one size
suits all. Usually, in complicated robotic systems the PID is not enough and
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the controlling part is designed taking into account additional factors in the
modeling process. Nevertheless, the PID is still a feedback controller and it
has a remarkable ability to fight uncertainty in model parameters.

5.2.1 Descrete PID

Taking advantage of Euler’s left rectangular integration and the backwards
derivative it is possibe to express the input of the system as:

un = KP

[
en +

T
TI

n

∑
k=0

ek +
TD

T
(en − en−1

]
+ MR (5.16)

where MR is a forward compensation term. With trapezoidal integration
instead it is possible to get:

un = KP

[
en +

T
TI

n

∑
k=0

ek − ek−1

2
+

TD

T
(en − en−1)

]
+ MR (5.17)

However, the derivative term has to made in a different way, limiting its
effect.

TDs

1 +
TDs
N

(5.18)

Where N is usually between 3 and 10.

5.3 Odomoetry

The State of the Robot in the 2D plane is defined by its pose
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[p] =


x

y

φ

 (5.19)

The pose represents the state of the robot at a given time and the way it is
possible to obtain this information is called odometry.

Odometry exploits different kinds of sensors, whether these are external
(i.e. measures something in the environment, like laser scanners, cameras,
GPS etc.) or internal ( like a compass, accelerometers and gyroscopes). Usu-
ally, the external sensors are not enough alone to grant accurate data on high
level applications. This is why these are usually coupled with internal sen-
sors, among which the most common ones are encoders. These devices gen-
erally tick count the revolution of the wheels and based on this number it is
possible to know approximately where the robot is.

To explain how this is possible, it has to be assumed that a differential
drive robot is moving at a constant velocity. Imagining the the path is a curve,
the wheels would describe on the ground an arc, which is not going to be the
same for both wheels. In fact the opposite wheel compared to the turning
direction will mark a different arc compared to the other. These arcs allow
to calculate the distance the center has turn, as it is the variable of interest.
Calling SR and SL the distance each wheel has turn, the distance of the center
of gravity can be calculated as:

SC =
SL + SR

2
(5.20)

SC allows to find the pose of the robot:
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

x′ = x + SCcosφ

y′ = y + SCsinφ

φ′ = φ +
SR − SL

L

(5.21)

Most wheel encoders give the total tick count since the beginning. For both
of wheels it is possible to consider, then, the difference between the previous
tick count and the actual one.

∆tick = tickold − ticknow (5.22)

Based on that it possible to compute the turning distance of the wheel as:

S = 2πR
∆tick

N
(5.23)

Considering that N, represents the number of ticks per revolution, it is pos-
sible to map ticks onto distance of travel.

However, it is not possible to rely just exclusively upon encoders as this
technique does not take into account the drifts. In fact a system like this can
drift and especially in situations, like this case of study, it is important to be
particularly accurate. For this reason, odometry is also combined with other
external sensors, typically laser scanners. For example, in the stack lifter,
there are actually two laser scanners, one on the front for normal driving and
on the back for the fine positioning.
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Modeling and testing

6.1 From theory to the designing process

This chapter is about the whole modeling process and all the choices that
have been made in order to make the algorithm a little bit more robust and
stable. The first step is of course asking the sensor for data. The sensor itself
can provide data automatically with 15 Hz frequency or manually sending
the command each time. Since it is necessary to make some computation af-
ter acquiring multiple data from the scanner, it was decided to use the man-
ual scan. Therefore, the software just asks for new data whenever it is ready
to acquire new data and compute again.

6.2 Decoding and filtering

The received data from the sensor needs, of course, to be decoded. The sensor
generates, upon request, a response telegram containing all the data, which
are sent as bytes. Now the response telegram is made up of different parts,
each one containing different information regarding the sensor parameters
or flags and so on. Despite the fact that all the data comes in the form bytes,
it needs to be decoded as each information uses different types(like uint8 or
int32), thereby requiring different conversion methods to the decimal system.
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(A) Data Decoder block

(B) Inside the Data Decoder Block

The received telegram consists of 2556 bytes from which it is possible to
extract:

• the start angle

• the number of points

• the angular resolution

• the radial distance of each point

However, this data needs to be processed a little bit more so that it is
possible to remove all the invalids point and generate the array containing
the angle as well as the Cartesian coordinates. So the next block is meant
exclusively to fulfill that task.

6.3 Box finder block

The box finder block is basically the core of the detection algorithm and,
therefore, the most interesting part of the whole detection model.

There were several issues that needed to be addressed during the devel-
opment phase. The most problematic factor was Simulink coder generator as
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FIGURE 6.2: Cleaning block

it does not support variable size arrays and there also other kind of restric-
tions on the functions that can be converted to be used in the PLC.

FIGURE 6.3: Box finder block

6.3.1 objects separation

As mentioned before, the technique used to distinguish between objects is
solely based on the euclidean distance:

dn−1(x, y) =
√
(xn−1 − xn)2 − (yn−1 − yn)2 ∀n ∈ N : n = 1, . . . , N

where

• x = [x1, . . . , xn] is the array containing all the x coordinates

• y = [y1, . . . , yn] is the array containing all the y coordinates

• N is the total number of points

• d = [d1, . . . , dn−1] is the array containing the euclidean distances be-
tween two consecutive points

After that, it is necessary to set an appropriate threshold to justify whether
the points belong to the same object. In order to do that several experiment
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have been made and the optimal value was set 0.05 m. Considering that the
angular resolution is 0.3333◦, that value is justified by the high density of
points when these are describing an object.

Basically, the algorithm extracts the object from the X and Y arrays. Each
object is delimited by a starting and an ending point. As soon as an object is
being detected, it is automatically processed in the attempt to find the box.

With respect to the K-means algorithm, in these way it is possible to re-
duce the overall number of computations necessary as the goal of the algo-
rithm is to find just a single box and to stop when that happens. As a result, it
is highly unnecessary to build an array for each object nor to set a predefined
number of objects and so on, as these information are irrelevant.

When an object is located, the next step is to understand which kind of
object the system is dealing with. The next section will describe the possible
scenarios as well as the implementation of linear regression as a mean to
identify the box.

6.3.2 Detection

The detection phase must take into account of all the possible situations that
may occur, especially since the box is not necessarily positioned right in front
of the sensor, but it could be slightly inclined on the plane.

In a 2D environment that implies that at most two sides of the box can
be detected at once. Thereby among all of the scenarios there are two major
cases:

• A horizontal line is detected which means that only one side is being
detected

• L-shape made up by two different segments is detected, which means
that two sides are being detected.

Horizontal line

The horizontal line is the easiest and most probable scenario and it is sim-
ply necessary to check whether there correlation between X and Y is strong
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enough and then, to measure the length of the segment. If the length is ac-
ceptable, then it is assumed that the detected object is the box.

FIGURE 6.4: Example of a detected horizontal line

The reason why this case is the most probable one is due to the fact that
the robots will always try to position itself along the normal through the
middle points.

FIGURE 6.5: Example of simple linear regression

L-shape

Depending on the orientation of the box or from the position with respect to
the sensor, it is possible that the laser detects two sides of the box. When that
occurs, things get more complicated, because until now it has been said that
the algorithm can recognize a straight line and not this particular shape.

It would be possible to adopt another type of linear regression in order to
get a best approximation of the L-shape, but still it does not solve issue due
to the fact that two sides are seen as a single object. Moreover approximating
perfectly the curve is not relevant. For these reasons, among other technique,
it was chosen to adapt this scenario, to the algorithm so that its simplicity
could still be preserved.
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Therefore, the L-shape scenario exploits the same principles already de-
scribed but instead this time it is necessary to perform simple linear regres-
sion twice. The main idea consists in splitting the whole figure into two sub-
sets of objects in order to treat each one of these as a segment and check
whether the object could be an inclined box. However, in this case it is nec-
essary that the Pearson’s correlation coefficient is acceptable is both cases in
order to proceed with further analysis. Once the box has been recognized, it
also detect the side which side the robot should pick up the box from.

FIGURE 6.6: L-shaped box

The algorithm

The overall steps that the algorithm performs can be summarized in few bul-
lets point that convey the general idea behind it:

1. From a starting point, create a subset (which is the object) of points
and fill it up until there is a sudden jump in the distance between two
consecutive points

2. Compute all the statistical values associated with the object

3. Evaluate ρXY. If the value is acceptable, measure the length of the seg-
ment and check it is the box, else go to the following step

4. Find the intersection between the two segments

5. Compute all the statistical values for both segments

6. Evaluate ρ1
XY and ρ2

XY for both segments. If both parameters are above
the threshold,measure and check. Else, go to step 1.
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6.3.3 Exceptions

For each of the possible scenarios listed in the previous section, there is a
sub-case in which the statistical approach does not seem to be very effective
in detecting the box. When one side of the box is parallel to the y = 0 line the
correlation between Y and X is not strong as ρXY −→ 0.

This happens because in the mobile Reference Frame of the sensor the
equation of the line would not appear in the canonic form:

y = mx + q

Where:

• m is the angular coefficient

• q is a translation constant

but instead in equation appears more in the form of

y = k ∀x

where k represent a constant number. This mean that, in this reference frame,
the Y is no longer a variable dependent from X , but instead it behaves like
an independent variable as it is no longer a function of X.

This mainly occurs when a horizontal line is detected, but sometimes de-
pending on the pose of the box, also for the L-shape curve. Theoretically
speaking it would be possible to treat this case in a different manner, but the
number of cases will increase. Plus it is not so easy setting the threshold to
determine whether this is the case. For all of these reasons, it was decided to
use rotation matrix to overcome this issue:

[R] =

cos(ϑ) −sin(ϑ)

sin(ϑ) cos(ϑ)


where ϑ = ±20◦ depending on which kind of rotation is needed. In this way
it is possible to maintain the number of cases to two, as once the rotation has
been performed Y is again dependent on X.
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6.3.4 Stability and robustness

the aforementioned algorithm is pretty effective in the determination of the
box pose, however some extra steps were necessary to stabilize the overall
system in order to ensure fewer parameters fluctuations as well as to reduce
the number of unnecessary iterations and computations. Briefly, the several
issues have been addressed:

• Removing unused or unnecessary points

• Noise affecting the point cloud

• Reducing the number of iterations

• Dealing with more than a single box

Removing unused or unnecessary points

To reduce the number of points and thereby of iterations that the algorithm
has to make, it is important to keep in mind that:

• The AGV’s attempts to detect the box, begin when it reaches a goal
position, which is typically placed 1 meter away from the box

• It is not important to identify object, but just to find the box

• the sensor has 270◦ angle aperture and work between 0.05m and 10m

• the longest side of the box is at most 600mm

At first glance it is possible to restrict the number of points by excluding for
example some angular section as it is not important to detect something in
that regions. Same goes for the radial distance, which can be reduced from
0.05m to 3m. This adjustment itself reduce the overall workload by half,
without having a negative impact in the whole system, which became more
efficient and faster.
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Noise affecting the point cloud

The way noise itself manifest within the point cloud is through point fluc-
tuations and misalignment with respect the ideal straight line that the box
should draw. Clearly, this implies that even the statistical quantities them-
selves are subjected to sudden changes for each cycle and thereby it is pos-
sible that the Pearson’s correlation coefficient is not almost one, but smaller.
Reducing the overall threshold for an admissible level of ρXY is of course a
solution, but subjected to limits as decreasing this parameter too much may
result in false positives. The picture above is a clear example of how the noise

FIGURE 6.7: Noise affecting the point cloud

if affecting the point cloud and it is also example of how the width of the box
is represented in the 2D scatter. The red line represent the perpendicular to
the middle point of the side and it is used to positioning phase. Performing
linear regression not only allows to perform better measurements during the
detection phase but also, makes that perpendicular line more stable.

(A) (B)

FIGURE 6.8: x and y coordinates fluctuations of the average
values

Another way in which is possible to see how much noise interferes with
the algorithm is when two sides are being detected simultaneously. As a
matter of fact, in the L-shape case it is possible to observe huge fluctuations in

65



Chapter 6. Modeling and testing

the intersecting point, which may cause to misread the length of the segment
or data misinterpreting.

FIGURE 6.9: Example of perturbation

One way two make the algorithm a more stable is to compute the ideal
intersecting point. Basically, the algorithm receives an object with a L-shape
and it has to find the initial intersecting point between the two segments,
which is the point with minimum coordinates. In this way however, this
point is not stable due to noise/. Computing the ideal intersecting point,
after performing linear regression, strongly reduces the fluctuations for this
point, making the whole identification process more stable.

FIGURE 6.10: Stabilized intersection

Reducing the number of iterations

The number of iterations for each cycle can be reduced by avoiding to analyze
object that obviously cannot be the box. It is in fact possible to consider the
dimension of each cluster and to set both a lower and an upper bound. If
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fact after several attempt the number or points needed to represent the box
is between 50 ÷ 140 depending on many sides are being detected at once.
In this way, for example, if a wall is detected it is most likely that its cluster
dimension would be bigger than the set upper bound and the entire cluster
is not be analyzed. Same goes for isolated points and small objects, with the
lower bound.

Dealing with more than a single box

When dealing with multiple boxes the algorithm might be highly unstable,
due to the fact that it is constantly switching between the detected boxes.

In addition, this represent a problem for the final application, as the only
detecting region of interest in located in front of the robot. This means that
if no box is detected, the robot should move to next goal position, instead of
looking for a nearest box in an another location.

One way to solve this issue is to adopt further restriction in the region of
interests. Doing this not only improves the overall performances as the data
to be processed is being reduced, but also avoids to detect multiple boxes,
and box outside the region of interest. As it is possible to see from the pictures

(A)

(B)

FIGURE 6.11: Multiple boxes environment

above, the algorithm only detect a box in a specified goal location. If no boxes
are present in that location, no other box is being detected.
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6.3.5 Warehouse specifications

Another aspect that is important to keep in mind is the applicability of the
model in a facility. In other words, it means providing an answer to the
following questions:

• How far can two consecutive boxes be from each other?

• How far can the goal location for the AGV be for the detection phase?

• How much space does the robot need to steer and finding the correct
path?

To answer this question it is necessary to take into account the following
factors:

• The robot needs to perform a rotation, before entering in the detection
phase

• The robot arm is about 15 cm

• The robot needs to be able to drive to the box location

For all these factors at the beginning it was decided to be very conservative
in terms of facility specifications, which is possible to find in the following
figure. At the beginning it was thought to be very conservative with the
specifications and to change them later, if possible, depending on test result
and new techniques.

6.3.6 Tracking

The main goal of the algorithm is to detect a box in the ground. However,
nothing has been said about cases where there is more than a single box laz-
ing on the ground. This is a problem because the robot needs to prioritize one
with respect to the others and it also needs to be able to stick with it during
the motion.

To better understand the issue it is important to clarify that, due to the
limitation imposed by the programming language and, the absence of tools
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FIGURE 6.12: Warehouse specifications.

like variable size arrays for example, the algorithm does not know anything
about the number of objects it is detecting and about the number of boxes
being in the environment. In fact it is impossible to predict in advance the
number of objects and most importantly how big the array containing the
object to analyze should be. Furthermore, the data provided by the laser
scanner is of course in relative coordinates and thereby any sort of constraint
based on the distance from the box does not suffice, as while moving the
perception of the distance may be altered,due to rotations mostly.

This is where the tracking algorithm comes into play. Since the task of
the robot is to look for a box, in a very specific goal location, the algorithm
impose some further restrictions based on the area where the box should be.
However, if a box has been identifies, the tracking algorithm, allows the robot
to actually stick with it without changing its target during the fine position-
ing stage. This allows to have multiple objects with the same characteristics
laying on the floor next to each other, without the need of a huge distance be-
tween them. Therefore, it allows to save even more space in the warehouse,
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as the distance between two piles of boxes is just the minimum required for
the robot to to get through in the worse possible misalignment scenario.

6.4 Code generation and adaption

One important aspect, during the testing and implementation phase was to
transfer the whole detection algorithm into the PLC. This involves actually
changing from Matlab programming language to the structured text one. Al-
though, as it has been mentioned before, Matlab has the capability to trans-
form and generate the code in a readable way for the PLC, there were still
some issues, which strongly affected the overall performances of the system.

The most influencing factor was the amount of useless conversion in the
generated code, as well as the type mismatching and the different indexing
of arrays. Basically, the whole purpose of code generation was just to use
Matlab libraries and simulation capabilities to come with the general idea
and make quick tests in the PLC to see whether it could work ad be imple-
mented correctly. However, it has been decided, to almost entirely rewrite
the code, importing some Matlab libraries and functions, in order to have a
system with better efficiency.

6.5 Driving blind

The sensor had a major role in the fine positioning of the robot. However, it is
positioned on the Robot right arm and despite the fact the its detection angle
can be increased up to 270◦, there is a huge limit represented by the other
arm. In particular this limit is reached in situation where an harder turning
from the vehicle is required in order to reach the right position.

The harder the robot turns the more the left arm could get along the way
to the box, cause the robot to not see the box at all and thereby to either stop
moving at all or to target another box. This only happens however when the
angle formed by the box with respect to x axis of the robot is bigger than 15◦.

In order to address the issue it has been decided to decompose the motion
in a series of rotations and translations in order to allow the robot to reduce
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the misalignment before the fine positioning, exploiting odometry through
the encoders in the wheels. During this stage the scan is disabled imme-
diately after detecting the strong misalignment. This is due to prevent the
detection algorithm to detect or switch box during this stage. Immediately
after reaching the minimum distance point between the center of the robot
and the box, the communication with the scanner is enabled again and the
fine positioning begins.

6.6 The controller

The controller plays an important role when it comes to fine positioning. In
particular the controller receives inputs from the algorithm, in term of coor-
dinates, of the center of the side of the box, which are then used in real time
to compute the necessary adjustments in the trajectory. Although the motion
of the robot can be expressed in term of v and ω the controller mainly acts on
the angular velocity. Indeed, v is regulated by the following law:

v =

K if v > h

Kd(t) if v 6 h
(6.1)

where:

• K is a constant value (60 mm/s).

• h is a threshold value that is calculated from the distance.

• d(t) is the distance from the center of the robot to the center of the vir-
tual line representing the box.

V is, therefore, regulated by a simple proportional control that aims to reduce
the velocity, when getting closer to the box in order to be more accurate.

For the angular velocity two main strategies have been tested: a PID and
two switching PDs. Before going into detail it is also important to mention an
important factor when it comes to control ω. Using any of these mentioned
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techniques implies that the angular velocity is depending on a constant mul-
tiplied an angle. This might be a problem as multiplying an angle would case
it go out of [0, 2π] and this may cause the robot to spin more than what it is
needed as the every angle outside [0, 2π] can be actually mapped back. Fur-
thermore, angle outside that set of angles may cause issue in terms of safety
as the robot behavior becomes unpredictable.

To correctly address the issue, almost every programming language as a
function to map back the angles and it is often called atan2. In this particular
case, however, structured text does not have this particular function. In fact,
it was necessary to import it from the Matlab libraries.

The atan2 function accepts as arguments the sin and cos of the angle and
it is able to map back the angle in a 2π interval that is [−π, π]. This function
is defined as it follows

atan2(y, x) =



arctan
(

y
x

)
if x > 0,

arctan
(

y
x

)
+ π if x < 0 and y > 0,

arctan
(

y
x

)
− π if x < 0 and y < 0,

+
π

2
if x = 0 and y > 0

−π

2
if x = 0 and y < 0

undefined if x = 0 and y = 0

(6.2)

As it has been already said, the controlled variable for the system are v and
ω in such a way that
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 v

ω

 =

u1

u2

 (6.3)

Basically, u1 and u2 are the input of the system. However, i order to make
things easier it has been decided to split the problem. On one hand, the linear
velocity is either kept constant or controlled exclusively by a proportional
action, as the closer the vehicle gets to the box the more it is desirable to have
smaller v. On the other hand the ω is controlled by a regulator function of
u2.

The next interesting step is how to choose u1 and u2. The first one is
easier and u1 is written is explicit form in eq. 6.1. In order to decide the other
input u2 things are a little bit more complicated. First of all, according to the
data coming from the algorithm it is possible to get the pose of the box in
relative coordinates with respect the RF having its origin in the robot center
of gravity of the robot. Then, the problem can be decomposed again in terms
of position and orientation. For the position, considering x̄ as the middle
point of the box side, it is possible to write that :

ω1 = −K1x̄ (6.4)

On the other hand, if φ is the angle between the box and the x − axis of the
robot RF, then:

ω2 = K2φ (6.5)

At this point it would be possible to sum the two contribution obtaining:

ωtot = ω1 + ω2 = −K1x̄ + K2φ (6.6)
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However, this approach may not be the best as it is highly desirable that the
contribution given by ω1 is bigger at the beginning of the fine positioning,
whereas ω2 is negligible and, then, to have the opposite situation when the
robot gets closer.

For this reason , it was decided to adopt a switching strategy where basi-
cally there are two different controllers. This allows to consider the different
contribution to the angular velocity according to what it is needed.

6.6.1 PD

The final regulator features a PD controller. The reason why it was chosen
to add a derivative action, aside from the simple proportional action, is to
speed up the settling time of the system. Indeed, without the derivative ac-
tion the system has several small oscillation around the regime value, which
cause the system to be unnecessarily slower. The derivative action allows
the system to have a faster response and although it is true that it makes the
system more exposed to disturbances, the trade-off is totally worth it as these
uncertainties are negligible.

The final regulator is basically a switching PD that is subject to the dis-
tance from the box. When the robot is close enough such that only the orien-
tation is needed to be adjusted then the contribution coming from ω2 is the
dominant one, whereas usually ω1 dominates, which leads to the following
control law:

ω =


K1

p(u1
2 + K1

Du1
D2
) d > h

K2
p(u2

2 + K2
Du2

D2
) d ≤ h

(6.7)

where:

• u1
2 = −x̄

• u2
2 = φ
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• u1
D2

is the discrete derivative computed according eq. 5.18 of u1
2

• u2
D2

is the discrete derivative computed according eq. 5.18 of u2
2

• K1,2
p are the proportional constants of the regulators.

• K1,2
D are the derivative constants of the regulators.

In Table(6.1) it is possible to find all the parameters that have been chosen
to control the robot in the attempt to solve the task. This parameters have
been derived from the testing phase in the attempt to make the fine posi-
tioning also shot and stable. Indeed, considering also the driving blind stage
which occurs in the attempt to help the robot in accomplish its task, the com-
pletion time for the fine positioning lays between 40/65 seconds, including
the loading time. Once the controller and the control laws have been estab-

Kv velocity constant 60 mm/s

h switching threshold 0.6 m

K1
p proportional constant for u1

2 1.7

K1
D derivative constant for u1

2 3

K2
p proportional constant for u2

2 1.5

K2
D derivative constant for u2

2 0.4

TABLE 6.1: Controller Parameters

lished and implemented in a such a way that the robot reaches the desired
position with a negligible error, the next natural step, is of course the loading
and unloading stage.

6.7 Loading and unloading

The loading and unloading stage works with the exact same mechanism used
when the robot is driving blind, which means exploiting the wheels encoders.
During the loading stage, the robot moves at a certain speed that allows it not
to introduce enough errors to actually fail. Furthermore, in the bottom left
part next to the vertical body a sensor is installed which signal when the box
is fully loaded. Besides that, if a fault may happen and the box is not loaded
correctly or missed, the robot is programmed to stop as soon as it realize that
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something went wrong. Finally, the unloading stage is actually much easier
as there is no need for a particular sensor and as soon as the command is sent
to the servo motor it proceeds with the unloading procedure, which can also
be performed much faster compared to the loading one as there is no need of
being that accurate.
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Conclusions and future work

7.1 Results and achievements

The main purpose of this work was to explore the possibility to develop an
algorithm that can detect a specific object in the ground, in order to guide the
Stacklifter for the fine positioning phase, trying to overcome the limitations
coming from a 2D workspace and the PLC.

Although current literature offers a variety algorithm for object recogni-
tion, these are base on a 3D workspace, featuring 3D sensors cameras or a
combination of those, which is, indeed, more expansive. Furthermore, these
algorithms also require an high computational effort that is much higher than
what a PLC can usually handle. For all of these reasons it has been decided
to explore and test new solutions that could reduce the computational effort
as well as costs, which led to development of the final algorithm.

The novelty of the approach is based upon theoretical concepts, such as
linear regression, that are normally used in statistics and economics to orga-
nize data and show trends. These concepts have been instead applied to the
data provided by the LiDAR sensor for data processing. In particular, lin-
ear regression, which is mainly used to studies the relationship between two
continuous variables, has proven to be effective to fulfill the task of decoding
and filtering the data, allowing not only to drive and to recognize boxes but
also to decide which pile of boxes should be lifted.
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The reason behind the choice of this technique came organically after an-
alyzing how the sensor perceives a box. Usually, there are two major shapes
that describe the box in a 2D environment and it could be either a straight
line or two lines with a 90◦ angle between them ( that has been name "L-
shape"). Of course, these particular geometries do not suffice alone to de-
termine whether a set point is describing the box, despite the fact that the
geometry might be the same (as walls and other similar objects have sim-
ilar shapes). This led to decision to exploit other additional data available
such as the dimensions of the box and use them as a way to distinguish be-
tween set of points. This is where linear regression performs its magic as it
allows to filter and de-noise the point cloud is such a way that measurements
are more accurate and reliable and that allows the estimation of the middle
point of the box width, later used to drive the robot towards it. However, lin-
ear regression is not the only statistical tool that has been used, as in order to
preserve its purpose in this algorithm it needs to know in advance whether
a set of points is a line or a set of lines. Pearson’s correlation coefficient is a
statistical index, that normally measures how strong the correlation between
two variable is, but that it this case it acts as a decision factor, that can lead
to further analysis or to discard that set. The effect of such a process can be
seen in Fig.7.1b, where the algorithm successfully filter the point cloud.

(A) Raw data describing a box

(B) Processed data.

Another important part to successfully perform the fine-positioning is
controlling the motion of the robot towards the goal. In order to direct it
towards the box, then, two major techniques have been used. The first one is
a PD regulator that controls the angular velocity, whereas the linear velocity
is controlled by a simple proportional action, that allows the robot to drive
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towards the middle point of the box’s width and to pick it up. However, there
are certain situations in which, according to the box orientation with respect
the robot, which may be forced to turn more than usual, causing the other
arm to cover the visibility field of the scanner, which may cause the box to be
"lost". This is when the second technique is used, which is based on internal
sensor such as the encoders. These allows to control the servo motors and by
means of the tracking algorithm, to keep driving when the box is lost, for a
brief moment , until the box is detected again.

The algorithm was then tested simulating a possible scenarios in facilities
with multiple stacks, tolerating a maximum orientation of ±20◦ with respect
the ideal position. Also, the specification for the dropping out location is a
rectangle of 700x560 mm and the distance between each rectangle has been
set to 200 mm, which is needed to provide enough space to the robot to pick
the box in the worst case in terms of orientation. However, the fine position-
ing algorithm still succeeds when the angle is bigger, as the robot exploits
encoders to drive to a new location that allows to accomplish the task. Most
importantly, The distance between the box and robot’s goal location is fixed
around 1m and task’s completion time is around 40 and 70 seconds, as acti-
vating the encoders and re-positioning requires extra time. Finally, the robot
aims to reach the center of the box width, which is estimated with an error
that is less than 1 cm, whereas the actual distance from that point is around
2 cm at most1. This does not represent a problem as the maximum tolerance
considering how big the robot’s arm are is actually 5 cm.

7.2 Next steps

The success of this case of study can be used a base for future improvements
for the system itself as well or to introduce the same idea for different pur-
poses. Indeed, The research will continue focusing, in particular, on improve-
ments in terms of the space the AGV needs as well as the speed to accomplish
the task as better performance could increase its value on the market as well
as the productivity of the whole system. Not to mention that the reduction
of the space needed for the fine positioning is actually very important as it

1Fig.7.2 Shows the distributions of the values coming from the measurements of the box
width, taking into account one hundred samples. At it is possible to see the values assess
around 0.37m , due to the fact that in the box is actually slimmer in the middle and therefore,
the length is shorter.
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FIGURE 7.2: Measured values over 100 samples.

FIGURE 7.3: Middle point coordinates fluctuation over 100
samples.

means cutting off the facility costs remarkably allowing to store more stacks,
as the expenditure due to its dimensions has huge impact in the overall costs
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FIGURE 7.4: Specifications.

for these kind of systems.

The company is also considering to implement this algorithm or at the
least use the same philosophy in order to develop other similar solutions, in-
volving different kind of objects and shapes. This would open new paths to
explore for other customized solution according to customer demand. This
is why there is still some work going on with the project. In particular, the
algorithm is currently being optimized in terms of robustness and speed and
at the same time there are also still researches going on to explore the pos-
sibility of extending the same working principle to other objects for similar
tasks(currently testing on trolleys).
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Sick TIM561 - Technical details

TABLE A.1: Long table caption.

Technical details

Lots of lines like this

Application Outdoor

Light source Infrared (850 nm)

Laser class 1 (IEC 60825-1:2014, EN 60825-1:2014)

Aperture angle Horizontal 270◦

Scanning frequency 15 Hz

Angular resolution 0.33◦

Working range 0.05 m ... 10 m

Scanning range 8 m

Response time Typ. 67 ms

Detectable object shape Almost any

Systematic error ± 60 mm 1)

Statistical error 20 mm

Integrated application Output of measurement data
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Technical details

Ethernet TCP/IP

USB Micro USB f

Switching inputs 0

Switching outputs 1 (PNP, "SYNC"/"device ready")

Optical indicators 2 LEDs (ON, "device ready")

Operating voltage 9 V DC ... 28 V DC

Power consumption Typ. 4 W

Housing color Gray (RAL 7032)

Enclosure rating IP67 (IEC 60529:1989)

Protection class III (IEC 61140:2016-1)

Weight 250 g, without connecting cables

Dimensions (L x W x H) 60 mm x 60 mm x 86 mm

Object remission 4 % ... > 1,000 % (reflectors)

Electromagnetic compatibility (EMC) IEC 61000-6-3:2006+AMD1:2010

Vibration resistance IEC 60068-2-6:2007

Shock resistance IEC 60068-2-27:2008

Ambient operating temperature –25 ◦C ... +50 ◦C

Storage temperature –40 ◦C ... +75 ◦C

Ambient light immunity 80,000 lx

Technical details

84



Appendix B

Beckhoff CX9020

TABLE B.1: PLC datasheet
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