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Summary

This Thesis describes and presents our architecture and requirements for building the first academic
Cyber Range at a National level. Our goal is to create a network of centers spread over Italy and
linked to Universities and nodes of the Cybersecurity National Lab, each representing per se a
complete and consistent platform for research, validation of tools and artifacts, and education.
The first node of this network is already being built in Turin. This document deals with the
topic from two points of view, the former concerning how to interconnect the nodes within the
network, the latter concerning how to architect a single node, which in our architecture is done
by making strong use of virtualization techniques, used to emulate a realistic SCADA network,
following security principles typical of critical infrastructures.
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Chapter 1

Introduction

The ability to simulate complex (and realistic) cyber environments and their dynamics is an indis-
pensable condition for planning strategies of defense and response to cyber attacks.

Cyber Ranges, or virtual polygons, are the answer to the need to have protected and circum-
scribed environments where to conduct exercises and to reconstruct real or hypothetical scenarios
to be assessed [1], studied, taught, and validated [2].

Cyber Ranges work like a military training ground, facilitating training in weapons, operation,
or tactics. Cyber warriors and IT professionals can train, develop and test Cyber Range tech-
nologies to ensure consistent operations and readiness for real world deployment. A Cyber Range
conceptually consist of a research range, a simulation and test range and a training and exercise
range as shown in Figure 1.1.

Figure 1.1. General Overview on main facilities of a Cyber Range

From a National point of view, there is the growing need of implementing solutions for raising
the general level of awareness against cyber threats, teaching to the next generation of cyber
defenders, and providing researchers with frameworks to create and share knowledge in the field.
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1 – Introduction

The CINI Consortium 1 and its Cybersecurity National Laboratory [3] are committed to create a
network of nodes where each node:

• provides its user with facilities for learning, researching, and being assessed in coping with
cyber threats and challenges mutuated from the real world;

• is federated under a uniform environment.

This network will be in principle fully open to all Italian researchers and students, but can be
also linked with military or more restricted already existing Cyber Ranges.

The development of such a network enables key activities such as:

• Education and training in cybersecurity (Cyber Training and Exercise Range);

• Advanced research and development (Cyber Research Range);

• Applied research in network security monitoring and intrusion detection;

• Validate software and hardware solution against the emulation of realistic cyber attacks and
threats in general [1] (Cyber Simulation and Test Range);

• Analysis of malicious network traffic without compromising real users or automatic agents;

• Repeatable experiments and simulations;

• Full emulation of operating systems and applications.

An academic-oriented Italian Cyber Ranges will have a positive effect on operational cyber
defence systems, organizations and processes, improving the effectiveness and efficiency of cyber
defence exercises. The study aims at looking into possibilities of pooling and sharing of facilities
and at establishment of a (logical and physical) National and interconnected Cyber Range.

This Thesis gives recommendations on information flow, guidelines, and prerequisites to achieve
an initial interconnection and an empirical study on different range platforms and technologies has
been done in order to familiarize with this concept. From a technical point of view, there has
been the necessity to analyze infrastructures such as virtualization and networking (also virtual)
technologies.

Another aspect to have in mind about Cyber Range facility is the necessity to have a technology
profile direction that limits the scope of its usage, otherwise the risk is to become too expensive
and without a clear direction to focus on. National Cyber Range can assist with this issue, in fact
each node could specialize in one technology area such as SCADA systems or Power Grid systems
and other nodes could then access the specialized facilities to run experiments.

In this Thesis, we focus on SCADA systems simulated through a realistic physical architectures
representing a modern Water Supply System (WSS), which uses cheap off-the-shelf sensors and
actuators but follows properly the control logic and industrial communication protocols [4].

This Thesis is structured as following. Chapter 2 describes the real motivation to build a Na-
tional Cyber Range: nowadays cyber security risk. Most common categories of cyber risks are
analyzed and some examples of real hacker attacks against communication and service infrastruc-
ture are provided. Chapter 3 presents the SCADA system and focuses on the related security
issues.

Chapter 4 proposes an overview on the state of the art in Cyber Range deployments, describing
their purpose and functionality. Several Cyber Ranges are analyzed to familiarize with their assets
and characteristics.

1http://consorzio-cini.it/
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1 – Introduction

Chapter 5 lists, also using Unified Modeling Language (UML) diagrams [5], the general require-
ments to build an academic Cyber Range, focusing on technical, non technical and team-based
requirements. In the same Chapter some possible use cases are proposed for giving an idea of who
and in which way will benefit from building an academic platform for cyber security training.

Chapter 6 deals with the design of the infrastructure, leveraging on the GARR Italian network
[6] to interconnect the various nodes by using VPN technologies (see Figure 1.2).

Chapter 7 is focused on the design of each single node, leveraging on advanced virtualization
techniques.

Chapter 8 proposes and discusses a virtual network emulating a SCADA system.

Chapter 9 gives some conclusions and discusses both the reached goals and possible future
works and developments.

Figure 1.2. General Overview on the proposed architecture: nodes spread over the National level
are connected through the GARR [6] network. The high-level architecture of the PoliTO node
is presented as use case: Virtual Machines cooperate to create a composite environment. Further
details about technologies used for interconnecting the nodes and for building the local environment
will be given in following Chapters.

3



Chapter 2

Cyber Risk

Today our life revolves over technology: technology influences everything, from the way we socialize
to the one we conduct business. On one side the explosion of technology opens a wide range
of possibilities for human progress, on the other side it also makes it more vulnerable to cyber
incidents.

Computer networks are intrinsically insecure: lack of communication encryption, broadcast
communications in local networks, lack of authentication in many systems, but the most important
problem is probably the lack of awareness in many people and companies that seem not to care
about cyber security, frequently neglecting staff training. In addiction, software still have a lot of
bugs that could become an entry point for attackers: systems are not frequently updated with new
patches and they are not well configured.

In this Chapter we give a definition of cyber attack and a general overview on the main types
of attack: malware, social engineering and hacking attack.

Figure 2.1. Anatomy of Cyber Attacks: Reconnaissance aims at discovering organizational struc-
ture, software, security credentials and any misconfigurations of the target; Weaponization often
means trojanizatization of an application with malicious code; Malware Injection is often realized
through phishing, pharming or driveby pharming; Assault is the actual execution of an attack;
Destroy is the attacker's attempt to destroy all traces of attack process [7].

4



2 – Cyber Risk

2.1 Cyber Attacks

A cyber attack [8] consists in an action carried out by means of a computer network aiming at
disjointing, destroying, degrading or preventing access to computers and network. A point of great
interest emerges from this definition: both the weapon and the target of the attack are computer
networks and information within them. The term cyber attack (Figure 2.1 shows the typical related
phases) includes a vast range of hostile techniques that can be implemented through different tools.
Among the tools, one of the most used is the malware [9]. A malware is a software program intended
to cause widespread damage such as disturbance of network operations, subtraction of information,
unauthorized access to networks or systems. DDoS (Distributed Denial of Service) [10] is another
example of attack, less sophisticated than malware, but not less effective. This is an attack whose
purpose is to prevent a system (i.e. server) to provide the services of competence to the requesting
systems (i.e. client). Figure 2.2 classifies attacks in categories and gives some definitions and
examples.

Figure 2.2. The Table presents a classification of the attack vectors into seven distinct categories [7].

The goal of a cyber attack is typically double-fold: extrapolating information and causing
damages. A cyber attack can cause physical damage as it happened in the case of Stuxnet [11],
a malicious program can affect systems that control the most critical infrastructures [12]: these
systems are responsible for the airport traffic, the distribution of gas or water, nuclear and chemical
power plants, dams openings, just to give some examples. A cyber attack can be perpetrated in
isolation or in support of conventional attacks, in order to simplify its completion or to maximize
its effects a malware can be used to disable the anti-aircraft defense systems of a state, to allow
more effective penetration of the attacker’s air force [8], just to give an example.

Another attack category is represented by the social engineering attacks [13]. Social engineering
can be considered as a psychological manipulation that causes the victim to behave in a certain
way or reveal personal information and confidential data without really realizing it. This kind of
hacker attack can take several weeks before the first results are obtained, but it can be much more
incisive and fruitful than malware infections.

A social engineering attack consists of several phases. First of all there is the phase of the

5



2 – Cyber Risk

study: cyber criminals must study the behavior, habits and preferences of the victim to get in
touch with him gaining his trust. Subsequently, different techniques will be applied depending
on the psychological and social profile of the person to be hit. The hacker can put in place the
authoritativeness (i.e. proving himself an expert in a specific sector) or leveraging fear or sense of
guilty to induce the victim to act according to his will and his goals.

As an alternative, other techniques can be used if psychology does not lead to the desired
results. One of the most used is phishing: by sending falsely counterfeit emails, and in line with
the psychological profile of the victim, it is possible to get desired information and data [14].

To give an example, in 2014 a spear-phishing attack was reported by the ICS-CERT [15]
that started from a social media account in the form of a professional application. Using this
account, hackers were able to collect information directly from employees, such as the name of
the company's manager and versions of software used by the company. Subsequently, an email
was sent to employees with the curriculum of the presumed candidate, attached as ’resume.rar’.
The attachment contained malware that could infect the user system but also impact on control
systems, remaining undetected.

Other hacking attacks aim at compromising the integrity of a system. This is the case of brute
force attacks and the use of backdoors: the former regards the access to a system by trying all
combinations of possible credentials [16], the latter concerns flaws (in authentication software or
in hardware [17]) in an information system that enable a hacker to silently access it. Another
problem about cyber attacks is the fact that the skills required to do damage is decreasing as
shown in Figure 2.3.

Figure 2.3. Skill level needed by Attackers in relation to Attack Sophistication is changing with
the passing of time. Attackers can do more damage needing less skills.

6



2 – Cyber Risk

2.2 Example of attacks against communication and service
infrastructures

In the following paragraphs we give an analyses of several famous cyber attacks to critical infras-
tructures. Figure 2.4 provides an overview of the most famous recent offensive cyber operations [18].

Figure 2.4. An overview of some of the most important cases of offensive cyber capabilities
(OCC) divided by category [18].

2.2.1 Case study: Stuxnet

Stuxnet [19] is a malware used in 2009-2010 to implement a targeted attack. This attack gained a
lot of attention, in both the media and research community. Stuxnet was specifically crafted
to propagate into and compromise the Siemens-branded Industrial Control System (ICS) [20]
network of the Iranian nuclear power plant in Natanz. Stuxnet managed to infect many ICS-
managed facilities thanks to a zero-day vulnerability (exploit of unknown software vulnerabilities),
a Windows rootkit, a PLC rootkit and many other advanced evasion and replication techniques.
The goal of Stuxnet was to modify the functioning of Programmable Logic Controllers (PLCs),
essential hardware components in SCADA systems, in order to alter the operation of the equipment
sabotaging the entire facility and causing serious damage in the physical systems (e.g., explosions,
radiation). Stuxnet probably infected the system through a USB drive belonging to an Iranian
engineer and then it propagated via the internal network, stealthy damaging the control system.

2.2.2 Case study: Aramco

On 16 August 2012, Kaspersky Lab [21], followed by several other vendors and researchers, de-
scribed a new computer worm, which was called Shamoon [22]. The malware was part of an
escalation of cyber espionage and sabotage attacks in the Middle East area (along with the pre-
viously described Stuxnet). Shamoon is not famous for its spreading mechanisms which exploit
shared drives and folders, but for its payload. Once a system is infected, Shamoon gathers files
from specific locations on the system, sends the collected information to the attacker, and replaces
the files and the master boot record of the system with a cropped image taken from a picture
with an American flag in flames. The self-styled Cutting Sword of Justice [23] group claimed
responsibility for using Shamoon against 30,000 Saudi Aramco workstations, causing the company
to spend a week restoring their services.

7



2 – Cyber Risk

2.2.3 Cyber Attack Against Ukrainian Critical Infrastructure

On December 23, 2015, Ukrainian power companies had unscheduled power outages with an impor-
tant impact on customers [24]. In addition, BlackEnergy (BE) malware [25] was found on several
Ukrainian companies computer networks involved in critical infrastructure sectors. The cyber at-
tack was chacterized by good synchronization and victim networks had been deeply studied before
the execution. Both remote administration tools and remote ICS client software (Virtual Private
Networks) were used by attackers to penetrate the system. At the end of the attack, systems
were wiped by executing the KillDisk malware [26] which is able to delete selected files and cor-
rupt the master boot record. The attackers also rendered Serial-to-Ethernet devices at substations
inoperable by corrupting their firmware. Spear phishing emails with malicious Microsoft Office
attachments had been used to initially spread BlackEnergy that probably has been used as initial
access vector to acquire legitimate credentials.

2.2.4 WannaCry

WannaCry [27] is a ransomware, a particular type of malware that makes computer data inacces-
sible and asks for a ransom (typically in bitcoins) to restore them. This malware hits Windows
computer connected to the network, since the malicious software propagates thanks to EternalBlue,
a tool that exploits the vulnerability of SMB (Server Message Block) [28], a file sharing protocol
used by Microsoft Windows systems.

WannaCry is made up of two main components:

• An exploit that uses SMB vulnerability to attack the target system;

• A ransomware that performs file encryption.

There are two possible scenarios to perpetrate the attack:

• Phishing emails (i.e. containing fake invoices, credit notes etc.). These are the typical and
most frequent attack vectors for most ransomware;

• Direct attack through SMB protocol in systems not updated.

Once entered a system, WannaCry automatically propagates to other computers (even if not
connected to the Internet) through communication ports 139 and 445, by exploiting the SMB
network sharing service. Then it performs a file encryption, using a 2048-bit RSA encryption [29].
The encrypted files are renamed by adding the extension .WNCRY (i.e. a picture.jpg file will be
changed to picture.jpg.WNCRY). According to Internet Security Threat Report of July 2017 by
Symantec [30], around 500 people payed the ransom to the WannaCry organization and hackers
obtained more than 140.000 USD.

WannaCry has worried because of its easiness to spread in the world and to reach a large
number of victims. The problem was that despite Microsoft quickly distributed security patches
able to eliminate the EternalBlue exploit, this update was not installed by everyone.

8



Chapter 3

SCADA System

This Chapter aims at describing SCADA systems and related network features, highlightening
their weak points and security threats; the secure network design proposed in last section will be
used as a reference in Chapter 8 to build the virtualized network in the node of Turin.

9



3 – SCADA System

3.1 Overview

SCADA system, starting from the meaning of the acronym, stands for Supervisory Control and
Data Acquisition, explaining the three fundamental functions performed by this system. In a
SCADA data acquisition is functional to the development of supervision functions: this is the
observation of the evolution of the controlled process and the management of the transitions
between the states in which the controlled process can be found.

• Data acquisition is a support function for supervisory and control functions, in fact it al-
lows the knowledge of the state in which the process and the control action are, giving the
possibility to change the parameters of the process. Data acquisition actually means data
exchange in both directions: from the process to the system and vice versa;

• Supervision is the SCADA function that gives the possibility to observe the evolution of
the states of the controlled process. All display features belong to this function including
information on the current status of the process, log data management, management of
exception states compared to the normal evolution of the controlled process.

• The control function allows SCADA system to make decisions depending on the evolution of
the status of the controlled process.

Figure 3.1. SCADA typical architecture with control center and its substations [31].

SCADA architecture is presented in Figure 3.1. Today SCADA systems are typically used as
an interface, both by operators through HMI (Human Machine Interface) and by other systems,
within industrial control systems and are characterized by the presence of:

• Sensors or actuators, which perform measurements and/or change physical quantities within
the system;

• Microcontrollers, which may be Programmable Logic Controllers (PLCs) or microcomputers
(i.e. Raspberry Pis). Their role is to make measurements using the sensors they are connected
to and store the measured values in a local memory;

10



3 – SCADA System

Figure 3.2. Communicatoin protocols used in SCADA systems [32].

• A communication system between PLCs and the supervisor. It can be a computer network,
or a set of serial cables; In the last 10 years, due to the containment of costs and the ever more
pressing request for integration with heterogeneous systems, old telecommunication carriers
are being replaced by Ethernet networks or in any case based on the TCP-IP protocol (Figure
3.2);

• One or more supervisor computers (masters), which periodically collect data from PLCs,
process them to extract useful information, store data on disk, possibly trigger an alarm,
allow to select and to view on screen current and past data also in graphical format, and
eventually send selected information to the company information system.

3.2 SCADA networks

SCADA systems typically incorporate sensors, actuators, and control software that are deployed
in widely dispersed locations. In the past, SCADA systems used to have primitive serial proto-
cols and communication infrastructures for connecting SCADA components and for transporting
control and data messages, but they were considered safe because SCADA components were phys-
ically and logically isolated from other networks. Most major industrial control protocols now
include standards for transporting SCADA messages using TCP/IP to increase efficiency, enhanc-
ing interconnectivity, and leveraging on COTS (commercial off-the-shelf) hardware and software.
The Modbus-TCP [33] is a clear indication that TCP/IP is becoming the predominant protocol in
modern SCADA networks. TCP/IP is also facilitating interconnections between previously isolated
SCADA networks, corporate information technology and communications infrastructures raising
serious security issues.

Industrial Control Systems (ICSs) include several control components organized in a hierarchical
way each layer is characterized by different network components 3.3.

11



3 – SCADA System

Figure 3.3. The Figure shows the two main SCADA network components: the control center
and the controlled plant (Local Sites and Remote Sites). The control center is the headquarters
of SCADA network operations. Its components include human machine interfaces (HMIs), plant
data historians, databases, engineering workstations. In the control network, sensors have the
job of measuring process parameters, while actuators perform control actions to properly change
the behavior of the process. [34].

3.2.1 Security Issues

As we have seen, SCADA systems have evolved to the modern systems that include standard com-
puters and operating systems, support TCP/IP-based communications, and access to the Internet.
The threat exposure has further increased by the common practice of linking SCADA networks to
business networks and the use of COTS hardware and software to develop devices for operating in
the SCADA network.

Main security problems regarding SCADA systems (Figure 3.4) are:

• Lack of authentication and authorization facilities. The absence of proper authentication
and authorization schemes can let an intruder create false control messages causing concerns
for the correct operation of the system and possibly leading to dramatic consequences for
public safety and health. This situation shows that SCADA systems need key security
properties such as authentication, authorization, confidentiality, integrity, availability and
non-repudiation [32];

• Lack of protocol protection mechanisms. Another source of vulnerability for control systems
is represented by software bugs (i.e. input validation bug) in SCADA devices. For this
reason, securing SCADA systems requires extensive testing for software vulnerabilities [35].

• Weak security of the embedded devices. The security of the different embedded devices that
compose a control system must also be considered. Embedded devices could expose specific
vulnerabilities that could be exploited to compromise the whole system. The management of
such devices is not managed as happens in regular computers. For instance an unprotected
firmware upgrade utility in SCADA field devices could be used by an attacker to remotely
install a malicious firmware. In this way, the attacker would have full control over the
device and its interactions with the rest of the system, compromising the whole Critical
Infrastructure.
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Figure 3.4. Typical threats for SCADA systems.

Physical isolation does not guarantee network security and SCADA network is not an exception.
There is always a possibility of having a connection from the local network to the outside world
either through a phone line or through an intranet connecting the local network to the company
network or to a business partner's network [36].

Attackers aim at compromising SCADA networks security properties such as integrity, confi-
dentiality, authentication, or availability [37].

• Sniffing data transmitted across the network is an example of an attacker trying to gain
access to confidential information, since many SCADA protocols do not support any kind of
cryptography;

• Attacks could also target stored data compromising integrity. An attacker might gain unau-
thenticated access to devices and change their data set points. This can cause devices failure
at a very low threshold value or non expected alarm activation.

• It is also possible to block or reroute communications to cause significant denial-of-service
attacks.
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Figure 3.5. Proposed secure SCADA network configuration after Maroochy disaster [39].

3.2.2 A study case: the Maroochy case

The internal worker who knows the system can be one of the largest threats, in fact this may
be motivated to damage or disrupt the SCADA system or the utility's physical system. What
happened in Maroochy Water Service in 2000 is an exemplary case. It was managed by a SCADA
controller system with more than 140 pumping stations over 1150 square kilometres. In March
2000, the infrastructure experienced various problems with its wastewater system: communication
by radio to wastewater pumping stations were lost and pumps did not work properly. Afterwhile,
Millions of liters of sewage were released into the river and in coastal waters: it was the result of
Vitek Boden's revenge. The 49 years old engineer had failed to get a full time job and decided to
use his laptop to create the enormous damage within the infrastructure. This paper [38] contains
some considerations in relation to this critical event and Figure 3.5 is the result of the mentioned
considerations.

3.3 Secure SCADA networks

The NISCC Good Practice Guide on Firewall Deployment for SCADA and Process Control Net-
works [40] provides guidelines for firewall configuration and deployment in industrial environments.
The main point is network segmentation: dividing the SCADA or the process control network
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Figure 3.6. Secure Network Configuration for SCADA system. A demilitarized zone (DMZ) is
placed between the SCADA system and the corporate network. A firewall is placed between the
SCADA system and DMZ: direct connections from the Internet are eliminated, corporate network
access is restricted and the entire network traffic is filtered [40].

(PCN) into a number of Virtual Lan (VLANs) [41] allows for inter-VLAN communication that can
be controlled with simple packet filters in Layer-3 switches. Below the Layer-3 switch is a number
of VLAN-capable Layer-2 switches that allow direct communication between devices on the same
VLAN, but force all inter-VLAN traffic back to the Layer-3 switch for filtering.

The goals of the proposed security architecture (Figure 3.6) are to prevent or minimize system
attacks while reducing overhead that could impact control functions. It incorporates security
mechanisms and the application of policies and procedures to create a secure SCADA environment.

3.3.1 Best Practises in SCADA network

Another step in securing SCADA systems is the implementation of information resources manage-
ment best practices. Key examples include: procurement and licensing of trusted hardware and
software systems; on time patching of systems. Other effective countermeasures against possible
attacks are:

• Application Whitelisting (AWL) [42] can detect and prevent attempted execution of mal-
ware uploaded by malicious actors. Database servers and Human Machine Interface (HMI)
computers can be used to implement such a policies;

• There should be almost complete isolation between ICS networks and other untrusted net-
works. All unused communication ports should be locked down and all unused services turned
off.

• Remote Access functionality should be limited, in particular remote persistent connections
should not be allowed into the control network. Time limitation and strict control on remote
access should be applied and multi-factor authentication protocols [43] should be enforced.

ICS-CERT provides a complete list of recommended practices for control systems on its web
site [44].
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3.4 Conclusions

Since the Maroochy Water Services breach, government agencies, academic researchers, vendors
and operators have moved to improve SCADA security. SCADA systems control vital assets in
every critical infrastructure sector. Given the ubiquity of SCADA systems and their well-known
vulnerabilities, strong efforts should be taken to secure SCADA systems, especially those including
legacy components, proprietary hardware and software, which make the entire system vulnerable
to external attacks.

In Chapter 8 some of the discussed security guidelines will be used to build a simplified, but
realistic SCADA network by using virtualization techniques.
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Chapter 4

A Survey on the Existing Cyber
Ranges

There are basically two types of Cyber Ranges: emulation driven and simulation driven Cyber
Ranges.

In emulation driven Cyber Ranges, real hardware or software are used to build testbeds. Emu-
lation Cyber Ranges are capable of performing high fidelity and repeatable experiments. The only
limitation is a complicated infrastructure which leads to an increase in the cost. Virtualization
and resource sharing could help in this situation.

In simulation based Cyber Ranges, software models of real world objects are used, making
simulation scalable and flexible, but at the same time making difficult to verify whether the solution
is feasible or not to have realistic scenarios. The use of pure simulation for cyber security research
and development was initially very popular because cost effective, instead at the moment other
types of Cyber Range have gained in popularity. Main reasons behind this choice are:

• Simulators never really demonstrated the fidelity and complexity of actual cyberattacks;

• Hardware has become more affordable and virtual technology more available: large scale and
realistic testbed are no more a utopia;

• Open source and commercial penetration testing tools and cyber-attack databases simplify
the use of real attacks in a testbed: the availability of real attacks reduces the need to create
simulated attacks.

All these considerations create the conditions for the rise of a third type of Cyber Range:
the hybrid Cyber Range. It has both of previously mentioned characteristics: purely emulated
structures are mixed with simulated components to create a very composite environment.

4.1 Military and Government

Military and governmental organizations are obviously very interested in building Cyber Ranges,
the problem is that most of the technical details are not reported and related software is generally
not available, due to classified nature of the topic. In the following sections we give a high level
description of some of the existing governmental Cyber Ranges.

4.1.1 DARPA National Cyber Range

DARPA National Cyber Range (NCR) [45] is probably the most famous and ambitious project for
cyber defence training.
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It aims at simulating cyber attacks on computer networks to help the development of defensive
strategies. The NCR is planned to be built on a large scale to emulate the complexity of defence
and commercial networks. This should allow new cyber technologies to be tested and validated
in a representative environment. The four main components of the NCR are: a secure facility,
a unique encapsulating security architecture 4.1, integrated tools for cybersecurity testing, and a
multi-disciplinary staff.

Among the requirements of the NCR we can find:

• Simple experiment design tools;

• Automated range built to match experiment;

• Real-time data visualization tools;

• Complete sanitization of the environment (at layer 1) and simultaneous testing at multiple
security levels.

The NCR reaches these goals by creating a realistic Internet-like scenario by using a multitude of
virtual machines and physical hardware with traffic emulation, port/protocol/service vulnerability
scanning, and data capture tools [46].

Figure 4.1. NCR can be seen as a system of systems [45].

4.1.2 StealthNet

A Cyber Range funded by the US Army called StealthNet is a Live-Virtual-Constructive (LVC)
framework for cyber operations test, evaluation and training [7]. Considering the Army's massive
use of wireless communications for tactical operations, StealthNet has first used for representing
the impact of jamming and DDoS in electronic war scenario.

Successive plans are to simulate computer hosts with OS and browser vulnerabilities. Stealth-
Net has many goals including the ability to assess the impact of cyber threats on tactical networks
and net-centric systems under test. Real equipment can be connected to the virtual network and
real sensor feeds can be sent through it. The impact of cyber attacks can then be observed and
assessed in relation to operational systems and missions. Figure 4.2 shows some elements of this
infrastructure:
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Figure 4.2. StealthNet overview [7].

• Simulated network architecture (tactical radios, network hardware and software);

• Interfaces from the simulated network to other Live Virtual Constructive (LVC) elements
including real network hardware (routers, firewalls, etc);

• Live intrusion detection or intrusion prevention systems (e.g. Snort [47]);

• Real C2 (Command And Control) systems under test;

• Cyber threat models to launch various attacks against the network architecture, as well as
simulated physical attacks to exploit vulnerabilities (e.g. Metasploit, Nmap).

4.1.3 Military Academy Cyber Ranges

Several Military Academies use Cyber Ranges to train cadets in cyber security [48]:

• The Information Warfare Analysis and Research laboratory is a US military academy isolated
network used to create exercises in cryptography, encryption and access control methods, and
simulate attacks such as trojans, vulnerability scanners, viruses, worms, DoS and password
cracking.

• The Royal Military College of Canada Computer Security Laboratory operates an isolated
network for education. It uses virtualization to allow multiple guest operating systems to
run on each physical host. Despite its lack of automated simulation software it is considered
a valid platform to train cadets;

• CANVAS is a single day penetration testing [49] exercise organized by the Academy Centre
for Cyberspace Research (ACCR) for US cadets. Students must penetrate a complex system
to simulate real test-cases (i.e. e-voting platform or social network). A public repository [50]
includes software and data used during CANVAS exercises;

• DefEX was a cyber security exercise designed for undergraduate students across academic
institutions in USA. This paper provides a quite detailed description of exercises [51]. Several
techniques and threat were analyzed: code hardening, digital forensics, reverse engineering,
wireless hacking. The common points of these exercises was to provide users with initial face
to face lessons and successive hands-on experiments.
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National Security Agency (NSA) annually organizes the ’Cyber Defense Exercise’ to train stu-
dents and cadets in Computer Network Operations (CNO). Each involved organization participates
with a blue team that must defend an infrastructure from the attack of a red team under the su-
pervision of a white team, whose purpose is the configuration of scenarios and the establishment of
final scores. The blue teams must be able to effectively reconfigure their infrastructure according
to security principles and fix vulnerabilities.
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4.1.4 NATO Cyber Range

North Atlantic Treaty Organization (NATO) conducts cyber training, exercise and education in
a secure environment. The annual cyber defense exercise ’Cyber Coalition’ is one of the largest
international cyber defense exercises and it helps cyber experts to develop their capabilities through
realistic challenges. The Cyber Range can implement electronic warfare, test and rehearsal, mission
refinement capabilities by using various tools, techniques and procedures and encouraging red and
blue teams to participate in various cyber exercises [52].

4.1.5 JIOR

From the war-fighter perspective, U.S. Department of Defense (DoD) has focused its major network-
centric developments at Joint Forces Command (JFCOM). JFCOM has particular focus on infor-
mation technology concept development and experimentation. JFCOM [53] has developed the
Joint Information Operations Range (JIOR): it aims at reproducing realistic environment to train
soldiers in TTP (tactics, tecniques and procedures).

Experiments can be executed by multiple sites using encrypted links and there is a combina-
tion of traffic generators, Computer Network Operations (CNO) labs, computing infrastructure,
telecommunications equipment, Electronic Warfare platforms, threat systems and red teams, com-
munications systems, SCADA systems and other models and simulations. JIOR can be seen in
a wider perspective with respect to Cyber Range: an Information Operations (IO) range mainly
used to test combat effectiveness.

4.2 Academic and Commercial

Cyber Ranges have captured the attention not only at a government level, but also in the academic
world and in companies that feel the necessity to safeguard their security.

4.2.1 Michigan Cyber Range

The cloud-based Michigan Cyber Range (MCR) Secure Sandbox [54] simulates a real-world net-
worked environment with virtual machines that act as web servers, mail servers, and other types
of hosts. Users have the possibility to choice pre-configured virtual machines or build their own
virtual machines accessible through web servers. It offers courses including Penetration Testing,
Ethical Hacking, Vulnerability Assessment, Secure Coding and Digital and Networking Forensics.

4.2.2 Virginia Cyber Range

The Virginia Cyber Range [55] was designed to promote education in cybersecurity. The isolated
servers and machines are deliberately attacked for educational purpose. It is a defense training
center that encourages analysis of simulated attacks and also provides hands on exercise to students
through their web browsers. It is a cloud hosted virtual environment, based on Amazon Web
services [56].

4.2.3 Cisco Cyber Range

The Cyber Range developed by Cisco uses realistic conditions in a war gaming environment to
help staff build skills and experience to combat cyber incidents [48]. The Cyber Range has four
components: operations based models to respond to threat scenarios, platform based security
tools, simulations for real applications, continuous updating and upgradation and a cloud hosted
environment. The infrastructure supports wired, wireless and remote access along with client
simulator, server simulator and application simulator. The Cyber Range utilizes hundreds of
malware samples, ransomware and attack cases to deal with the realistic cyber-attack scenarios.
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4.2.4 Northrop Grumman's Federated Cyber Range

Northrop Grumman [7] is used by the Australian military to develop, test and evaluate cyber
technologies. It provides a dedicated cyber test range with capabilities they have developed since
1999. Figure 4.3 shows the potentiality of this platform.

Figure 4.3. Core of Northrop Grumman's Federated Cyber Range: this grid is transformed into
a representative model of the system to be tested. Tools to record, analyze, and replay network
traffic as well as high-volume network traffic generators are used to simulate the environment [7].
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4.2.5 KYPO Cyber Range

KYPO Cyber Range is a Czech project [57] funded by the Ministry of the Interior of the Czech
Republic as part of the Security Research Program of the Czech Republic. The Objectives of the
KYPO Project was to create an environment for researching and developing methods for mitigating
attacks on critical information infrastructure in the Czech Republic. It is cloud-based and various
operating systems can be used (e.g., Linux, Windows, and Android). It automatically collects
information about the machines and network traffic in the scenario and the machines may be
either connected to or isolated from the internet. This paper shows a pratical experience in which
KYPO Cyber Range is involved [58].

Figure 4.4. KYPO platform: example of two isolated sandboxes [57].
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4.2.6 EDURange

EDURange is a cloud-based framework for creating interactive cyber security exercises funded
by the U.S. National Science Foundation and developed by Evergreen State College, Olympia,
Washington. EDURange aims at teaching ethical hacking to undergraduate students. The open-
source software has a web front-end based on Ruby and a back-end deploying virtual machines
and networks hosted at Amazon Web Services [56]. The single exercises are defined by a YAML-
based [59] Scenario Description Language and can be proposed by the instructor to a group of
students. EDURange supports Linux machines which can be accessed via SSH.

4.2.7 Lightweight Platforms

Other platforms allow cyber training in a lightweight sandbox environment. Both sandboxing (or
partial virtualization) and full virtualization are ways to provide traffic isolation, although the
latter provides complete isolation, while the former provides just a partial isolation [60]. In the
case of sandboxing, the Operating System kernel is shared with the host, so an exploit of the kernel
would defeat the whole host system.

As opposite, in full virtualization the application runs with its own full kernel and other OS
resources within a single Virtual Machine: a possible malware infection in kernel or in applica-
tion will not affect other Virtual Machines in the host, remaining contained in its own virtual
environment.

Figure 4.5. Overview on different technologies used to build secure environment. Also
ease of deployment is considered [60].

The reason why Cyber Ranges generally do not rely only on sandboxes is because testing of
malwares inside virtual machines is safer than testing it in sandboxes 4.5. As sandboxes provide
only partial isolation, they are not suitable for testing sophisticated malwares which could affect
the periphery. As opposite, since virtual machines provide complete isolation, there is limited
contact to other applications, browsers and storage.

Two examples of lightweight cyber security platforms are:

• Avatao [61] is an e-learning platform offering IT security challenges which are created by
an open community of security experts and universities. It is a cloud-based platform using
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lightweight containers (such as Docker [62]). Hosts and services within the virtual environ-
ment are accessed by common network tools and protocols such as Telnet or SSH.

• Hacking-Lab [63] is an online platform for security training and competitions. The platform
consists of a web portal and a network with vulnerable servers emulated using Docker con-
tainers. Each team administers a set of vulnerable applications and has to perform several
tasks simultaneously such as attack the applications of their competitors, keep their own
applications secure, find and fix vulnerabilities and solve security challenges.
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Chapter 5

Requirements for building a Cyber
Range

5.1 General Requirements

The creation of a National Cyber Range is not a trivial task: it includes a long and complex
developmental and evaluation cycle as can be seen in Figure 5.1.

Figure 5.1. Representation of the complex developmental test and evaluation steps required to
build an efficient Cyber Range platform taken by DARPA National Cyber Range paper [45].

The first step regards the identification of the must-have requirements, functional, non func-
tional and team-related, that influence the building of the academic Cyber Range platform. In
general, functional requirements includes the services the system should provide, how the system
should react to particular inputs and how the system should behave in particular situations, non
functional requirements are also called Quality requirements and they are all the constraints on
the services or functions offered by the system [64], lastly team-related requirements are connected
to the tools and facilities that teams involved in exercises should have.
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One of the main general prerequisite is that Cyber Range must be very dynamic compared
to other systems (i.e. cloud environment) because it must support short-lived activities during
which a large number of systems are activated and deactivated as well as regularly modified: this
difference has a huge impact on the requirements.

Other general and high level requirements include:

• The Cyber Range should be designed as a modular distributed system for giving the oppor-
tunity to develop different parts of the technical environment independently of others. The
modular approach enables administration to bring new features and functionalities as a part
of the environment faster and more cost-effectively. The modular structure also enables the
use of templates as a basis for building different exercise scenarios and environments;

• Virtualization is the key technology to improve scalability and availability [65]. The use
of virtualization and Network Function Virtualization (NFV) [66] gives the possibility to
create more complex and realistic IT environments and neworks for the exercises. However,
the use of virtualization does not exclude the need of physical devices interconnected to the
virtualized resources;

• The Cyber Range should be be accessed through web browser;

• For other entities the Cyber Range shall be accessible over VPN connections [67] to create a
federated environment, this aspect will be further investigated in the next Chapter;

• The Cyber Range should be provided with the full documentation necessary for its mainte-
nance, a version control system, a testing environment, and a corpus of unit and system tests
that can be used to validate future updates. Documentation and training material should
also describe the best practices for the usage of the Cyber Range.

5.1.1 Functional Requirements

Functional Requirements of our architecture include:

• Safe environment to securely conduct exercises: the technical environment of cyber exercises
should be isolated from other networks and the Internet to prevent unintentional attacks
outside of the exercise environment. The technical environment should be isolated because
in many countries running malicious code in live production networks is forbidden as well as
dangerous. On the other hand, integration with (or connection to) external systems should
be achieved with reasonable effort;

• Pre-configured tools should be provided to users to validate technology for cyber defense;

• Built-In Monitoring: the platform should natively provide both real-time and post-mortem
access to detailed monitoring data. These data should be related to individual exercises,
including log data and captured packets from the network links;

• The Cyber Range should be implemented in a way that supports high-availability through
redundancy. Disaster Recovery capabilities should be part of the system to quickly restore
the reachability of the Virtual Machines in case of failure.

5.1.2 Non-Functional Requirements

Non-Functional Requirements of our architecture include:

• Flexibility: the platform should support the creation of arbitrary network topologies, ranging
from single node networks to multiple connected networks. For the topology nodes, a wide
range of operating systems should be supported (including arbitrary software packages). The
creation and configuration of such topologies should be as dynamic as possible;
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• Scalability: the platform should scale well in terms of the number of topology nodes, process-
ing power and other available resources of the individual nodes, network size and bandwidth,
the number of isolated virtualized computer networks, and the number of users without
changing the design;

• Easy access: Nowadays the training should not be locked in a specific location. The users de-
mand that they can access the training environment anywhere. Moreover, the environment's
usage should be made as user-friendly as possible;

• Service-Based Access: since the development effort and maintenance costs of a similar plat-
form are non trivial for a typical security team or a group of professionals, our goal is to
provide transparent access to the platform in the form of a service.

5.1.3 System Management and Security

Other requisites have been collected in relation to how the system should be managed and main
security principles to follow:

• The Cyber Range should provide instruments to manage users, groups, communities, and
roles;

• The Cyber Range should collect operations performance data and provide tables, charts and
graphs via its Graphical User Interface (GUI) of various aspects of its performance in order
to allow the administrator to identify performance issues and report on system usage;

• The Cyber Range should provide the means to export various user-specified performance
reports;

• The Cyber Range should provide an alert notification functionality for resource usage and
any other type of error or failure;

• The Cyber Range should provide an automated mechanism to apply patches and appropri-
ately handling error conditions;

• The Cyber Range should provide the means to mutually authenticate users (e.g. username
and password or the more complex approach of certificate-based authentication) and other
components, the service should be modular and replaceable with a different one in the future;
authentication should be provided for all interactions among users, agents and communica-
tions;

• Privacy for users and their data should be guaranteed through fully compliance to the General
Data Protection Regulation (GDPR) [68].
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5.2 The Red and Blue Teams

In the military field, the so-called Red teams were born as specialized groups organized to play the
role of the adversaries in contrast to ’friendly’ teams called Blue Team. While the Red Teams use
their skills to explore the alternatives in planning operations and methodologies of attack assuming
the perspective and the mentality of the attackers, the Blue Teams are used as a ’defensive measure’
and they are trained to detect, respond and mitigate the attacks brought by Red Teams. Figure
5.2 shows a Use Case Diagram with Red Team and Blue Team as actors.

Cyber security has adopted these concepts: the Red Team attack actions are translated into
sophisticated ’penetration testing’ [49] activities whose final aim is to carry out a valid assessment
of the defensive capabilities of an organization and to test the general security capabilities.

The job of Blue Team will consist of log data access, threat intelligence, network traffic and
data flows analysis: the Blue Team must know the phases of the incident response and its tools, but
it must also be able to intercept the suspicious traffic patterns and know how to use an Intrusion
Detection System (IDS) [69], perform forensic analysis on different operating systems. On the
other hand, the Red Team must be well aware of the so-called TTP (Tactics, Techniques and
Procedures) of the attackers [70]: the Red Team will have to master attack tools (i.e. Metasploit
[71]), understand what is an SQL Injection [72], know the tools for scanning target networks such
as Nmap [73], use scripting languages, know the commands of routers and firewalls.

Figure 5.2. UML use case diagram for Blue and Red Teams. Grey arrows indicate activities
shared between the two parties.
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5.2.1 Requirements for a Blue Team

Blue Team's environments are typically realistic copies of enterprise environments, they can repre-
sent one or multiple sites including offices, data centers, research environments and/or production
facilities.

Blue teams aim at maintaining production while preventing attackers from gaining access and
from interfering on the network (e.g. stealing data, altering the production processes). Participants
of the Blue Team need to prevent illegitimate activities by mitigating potential vulnerabilities or
attack surface and recovering from breaches when discovered. This definition of responsibilities cre-
ates the needs to have functional tools for monitoring and managing the infrastructure. Adopting
a network centric approach to cyber exercises, Blue Team process is presented in Figure 5.3.

Figure 5.3. The Blue Team processes: detection is the core activity.

By studying practice and defence methods used during cyber attacks, actions involved in cyber
defence exercises are [74]:

• Security policy creation;

• Security state implementation;

• Security state monitoring;

• Security state testing;

• Security improvement.
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Blue Team's skills strongly influence the overall exercise organization: [74]:

• The participants could receive the required requirements and services and they must develop
their own defense systems;

• The participants could receive default installations for specific systems and services to provide
and they must configure them in order to be protected;

• The participants could receive already installed and configured systems and they must protect
them. In this approach, the attacker can be the instructor or an external party.

The first statement states that participants need to have a capability to build their own infras-
tructure as a part of the exercise's technical environment, the second possibility can be considered
as a partial ready-made blue team environment which would include different pre-defined tools, the
third statement defines the need for a technical environments which can be quickly put in action.
These different environments can be constructed as templates (i.e. using pre-configured virtual
machines).

In a training environment many targets can be considered to be tested and attacked:

• Computer networks;

• Public services;

• Humans;

• System Security state;

• Trust relationships;

The computer network targets must be a part of the Blue Team environment which includes
internal services (DNS servers management, Email servers), publicly available services (e.g. web
services), and communication systems. Blue team internal services can be located in one network
segment or they can be divided into several segments based on the objectives and scenario of the
exercise.

Blue team should be able to use tools for preventing, detecting, handling, and recovering from
cyber incidents, tools should include at least: Firewalls, log analysis tools, Intrusion Detection and
Prevention (IDS/IPS) systems, network and servers monitoring, incident handling, backups, and
network analysis tools. The specific tools depend on scenarios and objectives of the exercise and
participating personnel. Existing tools are an important instrument to conduct cyber exercise, but
participants should be also able to implement and integrate their own tools as part of the exercise
environment creating ad-hoc virtualized systems.
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5.2.2 Requirements for a Red Team

Red Teams mimic the mind-set, actions, and operations of the attackers to test an organization's
cyber security capabilities, i.e. emulating the behavior of a cyber terrorist [75] (Figure 5.4).

Tools commonly used in penetration testing and information security testing are essential in
Red Team's activity [76].

Figure 5.4. Typical cyber terrorist attack process [77].

The relationship between Red Team and Blue Team is fundamental in a cyber exercise context.
The Figure 5.5 indicates the functional tasks that the Red Team should perform during cyber
security exercises, also in this case a network centric view is adopted.

Red Team's goals are to defame, perform reconnaissance, invade, and eventually break targets.
This approach determines different requirements for tools and possibilities.

To perform realistic cyber attacks, Red Team should be able to perform actions that mimic a
real situation:

• Reconnaissance;

• Network malicious scanning;

• Phishing via email;

• Malicious code injection;

• Gain access or perform Denial of Service attack;

• Escalation of privileges;

• Cover tracks and place backdoors.

In the following paragraphs there is a description of what Red Team should be able to do in
an exercise scenario.
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Figure 5.5. Red Team processes anayzed through a network centric perspective: red arrows points
to the allowed network activities. Some network activities are in common between the two Teams.
Red team must establish a connection to the target network to gain and maintain access [77].

Network attacks

Examples of common network attacks that Red Team should be able to implement in the Cyber
Range environment are ARP Spoofing, Border Gateway Protocol (BGP) Man in the Middle (MitM)
attack and Distributed Denial of Service (DDOS) attack:

• The ARP spoofing attack (see Figure 5.6) usually tries to convince end user workstations to
think that attacker's machine is the gateway for the LAN segment. The attack is performed
forging IP address and corresponding MAC address. From a Blue Team perspective, the
detection of ARP spoofing attack can be performed using real-time traffic analysis of the
networks [78].

• Border Gateway Protocol (BGP) Man in the Middle (MitM) attack [79] utilizes the global
Internet Service Provider (ISP) architecture. Attacker tries to re-route the target's public IP
blocks on a different path and intercept the traffic with modified BGP updates of the target's
IP address block. BGP MitM is quite widespread, so it is important that the technical
environment provides this opportunity in exercise scenarios.

• Reflection DDoS attacks (see Figure 5.7) are attacks that send floods of requests to third party
servers. The reflection attack uses the intended target's IP address as a spoofed source IP
address to which the third-party servers will direct the responses, exhausting the resources
of the victim. This kind of attack utilizes the characteristics of the connectionless UDP
protocol [80]. To enable this type of attack, source IP address spoofing should be possible at
least on certain parts of the technical environment.
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Figure 5.6. ARP spoofing attack is a Man in the Middle attack used by an attacker that sends
ARP messages on a local network in order to associate its MAC address with the IP of another host
(for example the default gateway), intercepting all traffic destined to it.

Figure 5.7. Reflection DDos Attack: Target node 36 may be subject to a reflection DDoS
attack, which is initiated by an attacker node 40 in network 28. In a reflection DDoS attack,
the attacker sends multiple request packets innocent nodes in network 28, which are referred
to as reflector nodes 44. The IP headers of the request packets sent by the attacker to the
reflector nodes are forged to contain the IP address of target node 36 as the source IP address.
As a result, when the reflector nodes reply to these forged requests, their response packets are
sent to the target node. Thus, the target node is flooded with a large number of illegitimate
false response packets sent by the reflector nodes [81].

Botnets and Malware

A botnet is a group of infected computers, mobile devices, and servers that are connected together
through the Internet. It has three main elements: the bots (i.e. computers, mobiles, and servers),
Command and Control servers, and the bot-master. The infected bot machine becomes part of a
botnet without the machine owners knowledge. The bots and the botnet are under control of the
botmaster that sends orders to the entire botnet. The aim of the botmaster is to carry out the
malicious activities [82].

The technical environment should have a ready-made architecture of botnets that can gather
information on targets, conduct attacks, and spread malware (i.e. building a traffic generation
botnet from lightweight containers [62]).

Figure 5.8 shows a cyber kill chain to attack SCADA systems using Command and Control
servers.
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Figure 5.8. Cyber Kill Chain to attack SCADA system by using Command and Control servers:
Red Teams should be able to reproduce it with their own tools.

Web Exploitation

Web exploitation can have various forms [83], the Red Team should at least be able to perform
some basic types such as SQL injection and Cross Site Scripting (XSS) ( [84] to try it). In order
to do this, the system must provide a series of tools in pre-configured Virtual Machines.

5.2.3 Exercise control requirements (White Team)

White Team acts as supervisor on exercises involving Blue Team and Red Team. Main points
regarding White Team control functions are:

• Centralized web services: the exercises should have web based service for scenario and events
management, allowing control team to handle the flow of events and information about
participants.

• State awareness of the exercise: cyber security exercises control is essential to ensure that
the exercise is conducted according to the scenario and the prefixed objectives. Technical
environment should provide real time state awareness of the exercise testing the various
involved systems.

• The exercise's control team should be able to control actions done by participating teams.
The use of specified and formalized action record about team's actions should be implemented
as a part of the technical environment for evaluating the actions after the exercise.
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5.3 Cyber Range Use Cases

The Cyber Range can be used for various different applications that correspond to as many Use
Cases [85]:

• Cyber research, development, and testing;

• Cyber security education and training;

• Digital Forensic Analysis.

All these use cases have a similar set of requirements, but they differ in scenario-specific tools,
the availability of pre-defined content, user interactions and expected knowledge, skills, and effort
level of the users. However, flexibility given by virtualized environment allows the realization of
different templates (i.e. Virtual Machines with different tools can be provided, from empty Virtual
Machines for researchers to pre-configured Virtual Machines for a complex cyber security exercise)
to meet the different needs.

The following sections introduce differences among the three use cases, using the Unified Mod-
eling Language (UML) [5] as a tool for describing behaviors and functionalities.

Figure 5.9. Possible scenario for a cyber security testbed: the involved actors are administrators,
trainers and challengers. Among the security challenges there are Web Exploitation, Forensics
Analysis, Cryptography and Stenography (hiding data) [86].

5.3.1 Cyber Research and Development

The first presented use case supports research, development, and testing new methods or systems
for the detection and mitigation of cyber attacks in network infrastructures. Network traffic and
host based statistics should be monitored and stored within Cyber Range's infrastructure, where
they are immediately available for analysis. Analytic tools can be used to evaluate experiments
deployed into the Cyber Range infrastructure. The timed network topology visualization should
especially be provided to keep track of real-time developments in the virtual machine.

This use case is addressed to security researchers and experienced network administrators be-
cause it requires an advanced level of knowledge in networking, virtualization technologies and
host configuration. Regarding the Cyber Range user roles, researchers play the role of scenarist,
organizer and supervisor.

36



5 – Requirements for building a Cyber Range

5.3.2 Digital Forensic Analysis

The second use case is connected to the previous one and covers basic forensic analysis [87], which
can be partly automated using tools deployed in the Virtual Machines. In this use case, users can
deploy virtual images of unknown or malicious machines in the predefined network and run a set
of automated dynamic analyses. The Virtual Machine must provide pre-configured tools and an
environment for rudimentary forensic analysis as can be seen in the UML component diagram in
Figure 5.10. This use case supports security incident teams and forensic analysts in focusing on
the subject matter avoiding the waste of time required by the setup of an analytic environment.
The actors involved in this use case are practically the same as the previous case.

Figure 5.10. UML component diagram for Digital Forensics. Actors have available a set of tools
to analyze networks and systems.

37



5 – Requirements for building a Cyber Range

5.3.3 Cyber Security Education and Training

The last use case covers a different type of educational hands-on activities, such as security chal-
lenges, web exploitation, capture the flag games, and attack/defence cyber exercises.

Figure 5.11. UML use case diagram for scenario setting. Involved actors are adiminis-
trator and Cyber Range server.

In this case, the platform needs to provide additional features, mainly in the terms of user
interactions, in order to support both the challengers and trainers in their activities. Another
difference with previous use cases is that some customized content must be created in order to fit
particular activities, while remaining reusable (e.g. templates for Virtual Machines, exercise data
stored in Virtual Machines, tools for various exercises).

Some activities should be designed to be held without much direct input from educators: the
assignments for the learners should be inserted into the platform where the game is deployed, in-
cluding additional instructions and an evaluation of the submitted solutions. The learners should
choose individual tasks and scenarios (see Figure 5.12) having the possibility to submit the re-
quested data to the platform which immediately should provide a feedback. Trainers should be
able to control the flow of activities based on automatically acquired status information about the
simulated infrastructure in the Virtual Machine and also manually trigger tasks for learners, and
evaluate their actions and reports.

User prerequisites about infrastructure, virtualization technologies and other advanced concepts
should be minimal. In such a way, challengers can focus only on the subject of the exercise.

With regard to user roles, challengers follow the scenario roles assigned to them, and interact
with predefined web user interfaces. Trainers and administrators have supervisor privileges to
keep track of activities done by learners and to be able to intervene in their activities. In contrast,
substantial preparation effort and technical skills are required from trainers and administrators
who create the scenario and the exercises, allocate resources and manage the preparation and
execution phase.
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Figure 5.12. UML Use case diagram for Cyber Range exercise. Actors involved are
administrator and challengers.

5.4 SCADA Cyber Range Requirements

Focusing the attention on Industrial Control Systems (ICS) architecture, there are also other
aspects to consider for building a training arena. The identified requirements are:

• The architecture of the Cyber Range should represent as much as possible the real architec-
ture;

• The type of PLCs/RTUs/IEDs should be identical to those deployed in real systems;

• The internal ICS communication should be similar to the real one;

• The communication and defense solutions including routers, switches, firewalls, should be
same;

• The master control center type, the HMI screens and alarm indications should be similar;

• Communication protocols, type of encryption, authentication process should be the same;

• The remote access by authorized users should be protected in the same way as the real ICS.
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In order to satisfy the listed requirements, the realistic demo developed in our laboratory [4]
has been substituted by a real SCADA system managed by Niagara software and hardware [88].

The new platform will be used for several purposes:

• Training of operators;

• Testing software updates and application patches in a secure environment before installing
on real systems;

• Conducting proof of concept (PoC) for proposed modifications;

• Penetration testing to detect security vulnerability;

• Testing the operation actions needed to respond to cyber-attacks (Incident Response Team
training).

5.5 Conclusion

Conducting cyber security exercises is a challenge for the technical environment used as platform
because an exercise can take many forms and scopes. Rapid changes and flexibility are required in
order to conduct realistic cyber threats and defence exercises. For this reason, with the increase of
complexity of the system, stakeholders and users involved in the development and testing process
should establish a collaborative environment with constant feedback, following the principles of
Agile Software Development (ASD) [89], in such a way humans and interactions will be at the
center of development and the platform will quickly respond to new needs.
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Chapter 6

Cyber Range Deployment:
Connecting nodes

To interconnect the nodes on the Italian territory, site-to-site Virtual Private Networks (VPNs) [90]
can be used to encrypt traffic and implement user authentication and integrity checking, for a
remote user that wants to connect to the system, and finally to allowing the nodes to securely
share resources and information (Figure 1.2).

6.1 Choosing the layers

By adding secure protocols to the existing protocols which are used in the internet, it is possible
to provide secure data tunnels over an insecure network, implementing Virtual Private Networks
(VPN). A VPN can be built at several layers [67]. Therefore multiple options exist to interconnect
the nodes: layer 1 physical interconnection, layer 2 using the Multi Protocol Label Switching
(MPLS)-enabled IP network, layer 3 (IPSec [91] or MPLS), but also upper layers such as Secure
Sockets Layer (SSL) VPNs [92].

Physical interconnection should be excluded because too expensive and challenging to imple-
ment and to manage. Layer 2 and 3 interconnections are easier to achieve and could potentially
be the solution to create interconnections among nodes.

Layer 2 VPNs emulate the behaviour of a LAN across an L2 switched, IP or MPLS-enabled IP
network, allowing Ethernet devices to communicate with each other as they were connected to a
common LAN segment. Building a layer 2 VPN assumes cooperation between the Internet Service
Provider (ISP) and the customer (peer model): gateways within the infrastructure participate
in the creation of the VPN and interact with each other for obtaining better routing and more
scalability.

In this case MPLS is the key technology: MPLS VPNs can be done at 2 layers:

• MPLS L2VPN: works at layer 2 (Pseudo Wire Emulation End-to-End);

• MPLS L3VPN: works at layer 3 (Border Gateway Protocol (BGP) has been extended to
internal BGP and external BGP to support the realization of VPNs over MPLS).

Also IPSec VPNs [91] allow customers to create secure communication link between two different
networks located at different geographic locations. Traffic like data, voice and video can be securely
transmitted through the VPN tunnel. IPSec VPNs have good characteristics in term of security,
but also some drawbacks. Among the advantages:

• Public telecommunication lines are used to transmit data, so there is not need of buying
dedicated and expensive lease lines from one site to another;
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• The internal IP addresses of both the participating networks and nodes remain hidden from
each other and from the external users.

• The entire communication between the source and destination sites is encrypted, lowering
chances of information theft.

Disadvantages are:

• IPSec enabled router or appliance is required at each site to play the role of VPN server.

• Risk of reduced communication speed due to router overhead: these are the only responsible
for encapsulation, decapsulation, encryption and decryption;

• Manual re-configurations needed if one end of the tunnel is behind a Natwork Address Trans-
lation (NAT) because of known incompatibilities between NAT and IPSec [93].

• The worst characteristic is that configuration process of site-to-site IPsec VPN is very com-
plex.

If we had not the possibility to build a provisioned provided VPN, the SSL protocol would be
the best choice to build (pseudo) VPNs because they are easy to configure and they also provides
authentication at the application level. In our case, however, there is the possibility of using the
existing academic network GARR (Gruppo per l’Armonizzazione delle Reti della Ricerca) [6] as a
backbone to connect the nodes. For this reason, an overview on MPLS technology and on GARR
network main features will be given in the next paragraphs.
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6.2 MPLS Technology: A Brief Review

Figure 6.1. Example of nation-wide MPLS network.

MPLS (Multi Protocol Label Switching) forwards packets at Layer 2 typically within a service
provider network without using Layer 3 routing. As defined by IETF RFC 3031 [94], by using
MPLS, the ingress router modifies IP packet headers by adding a 4-byte label: the label establishes
the forwarding path of the traffic flow within MPLS network and is removed by the egress router. In
this way, MPLS builds a sort of tunnel across a routed IP network creating a fixed and predictable
path for packets.

Label-switched tunnels separate traffic between different customers on a service provider net-
work offering a method of forming VPNs. MPLS also offers a way of encrypting IP packets following
the MPLS label providing secure VPNs. Main advantages of MPLS technology are reported in
Figure 6.2.
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6.3 Overview on the GARR Physical Infrastructure

GARR (Gruppo per l’Armonizzazione delle Reti della Ricerca) is the Italian national computer
network for universities and research. The main objective of GARR is to design and manage a high-
performance network infrastructure that delivers advanced services to the Italian academic and
scientific community. The GARR network is connected to other national research and education
networks in Europe and the world (such as GEANT [96] and FEDERICA [97]), is an integral part
of the global Internet, and thereby promotes the exchange and collaboration between researchers,
teachers and students worldwide.

The network extends over Italy with more than 50 points of presence (PoP) that are the active
nodes of the network, they host the transmission and routing equipment and allow the network to
work; all locations that are part of the network are connected to the PoPs.

GARR network is structured in three functional levels:

• Physical Level (Layer 1) mainly realized through Dense Wavelength Division Multiplexing
(DWDM) technology [98];

• Transport Level (Layer 2) realized through Multi Protocol Label Switching (MPLS) (see
Figure 6.3);

• Routing Level (Layer 3), using Open Shortest Path First version 2 (OSPFv2) [99] protocol
and Border Gateway Protocol (BGP) protocol [100].

Network is designed to be meshed and redundant to prevent and mitigate possible malfunctions:
each PoP router is generally connected to two distinct backbone PoPs.

Figure 6.2. Main advantages in MPLS: Traffic Engineering, Traffic Protection and Fast Rerouting,
IP VPN with the creation of virtual paths, Layer 2 Services [95]
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6.3.1 GARR Services

GARR provides to its user community both operational (see Figure 6.4) and application services;
the former are closely connected to the management and evolution of the network, while the latter
are oriented to end users.

Operational services include configuration and management of network equipments, manage-
ment of network failures, prevention and response to security incidents, domain name registration,
allocation of IP (v4 and v6) addresses.

Further services are: Certification Authority (CA) (for an overview on Certification Systems see
[102]), support to user mobility (Eduroam), and Authentication and Authorization Infrastructure
(AAI) [103].

GARR offers end-to-end connectivity services to make direct physical or virtual links between
two or more locations in order to geographically extend their data centers or to segregate specific
application data and share resources. This can be done at different layers:

• Layer 2 VPN: the private virtual network service based on MPLS network infrastructure,

Figure 6.3. IP/MPLS high capacity backbone: virtual routing and forwarding (VRF) allows the
creation of virtual tunnel, Customer Edge (CE) routers peers with Provider Edge (PE) routers and
exchange routes with the corresponding VRF inside the PE [95]

Figure 6.4. GARR services: IPv4 and IPv6 connectivity, layer 2 and 3 VPN MPLS, Multicast
IPv4 and IPv6, Quality of Service (QoS) [101].
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Figure 6.5. Layer 2 MPLS VPNs (or pseudowire [104] VPNs).

provides layer 2 (data-link) point-to-point private virtual connectivity of layer 2 type (data-
link layer), between two locations placed in distinct sites (Figure 6.5 and Figure 6.6);

• Layer 3 VPN builds a private network on a shared infrastructure. User traffic can be trans-
ported securely between locations on a public network in separate VPN Routing and For-
warding table (VRF). It is based on MPLS and BGP. (Figure 6.7).

Figure 6.6. VPLS: It is an Ethernet-based service that allows point-to-multipoint (LAN-type)
virtual connectivity of layer 2 (data-link layer). The VPLS allows to connect to the same LAN
network devices located in geographically distinct sites using MPLS as a backbone [95].
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6.4 Connecting nodes to the GARR

Building MPLS VPNs assume cooperation between Internet Service Provider and customers for the
identification of addressing space of subnetworks belonging to the VPN. In this context, the GARR
will provide connectivity to enable the building of an interconnected network of nodes, acting as
backbone for the academic federated Cyber Range. In this way each of these nodes can specialize
in a particular system (i.e. Water Supply Systems, Power Grid, etc.) providing connectivity and
sharing information with other nodes.

6.4.1 Layer 3 VPN MPLS implementation across GARR

Figure 6.7. Building a Layer 3 MPLS VPN, a service provider's Edge Label Switch Router (ELSR),
which is the classical Provider Edge (PE), establishes a peering relationship with a Customer Edge
(CE) router (neighborship). Routes learned from the CE router are sent to the remote PE router
in the MPLS cloud (using BGP), where they are sent to the remote CE router.

Each node can allow other nodes to access their own resources through layer 3 MPLS-BGP
VPNs 6.7 in which BGP is used to spread VPN routing information across the ISP backbone while
MPLS is used to forward VPN traffic across the backbone to other VPN sites [105].

This technology is based on two main points:

• Label Distribution Protocol (LDP) used by downstream nodes to communicate the label
associations to upstream nodes establishing Label switch Path (LSP) among Provider Edge
(PE) routers.

• Extended Border Gateway Protocol (e-BGP) used between Customer Edge routers and
Provider Edge router: downstream nodes include a new field that communicate labels to
upstream nodes (only for protocol-driven label binding); the new field is included in BGP
routing messages, used to announce new destinations.

A disadvantage of this technology is that Layer 3 VPNs require more configuration by the
service provider, whose Provider Edge (PE) routers must store and process the customer's routes.
L3 MPLS VPN also implies the introduction of a logical interface on the existing physical interface
for termination of the VPN link (the same physical port on Customer Edge will host different
logical channels).
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Figure 6.8. Example of layer 3 MPLS cloud used together with NSX to extend a data center. NSX
will be introduced in the next Chapter about local environment.

6.4.2 Results

To work in a national environment with different functionalities of site-to-site nodes, high band-
width and low latency VPN connection technologies can be used to assure high availability and
fault tolerance of shared services. In our particular case, layer 3 MPLS based VPNs have been
identified as a feasible solution in terms of flexibility, scalability and costs compared to other VPN
solutions [106].

GARR network will give the possibility to share tools, scenarios, configurations and user profi-
ciency in order to do security exercises in a controlled environment. Federated Cloud Platform is
another service offered by GARR to share resources: it could give the opportunity to improve the
collaboration between Universities sharing data among different cyber security platforms [107].
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Chapter 7

Cyber Range Deployment: Local
Environment

In this Chapter we describe the identified solution to build the local environment in the first
node of the academic Cyber Range in Turin. Due to high flexibility needed for such a training
infrastructure, virtualization has been identified as the most appropriate solution to build a training
platform.

There are two types of virtualization [108] with different characteristics. For our purposes,
the type of hypervisor (a sort of Operating System of virtualized systems) should be bare-metal,
instead of a hosted solution in order to get best performance and advanced features. Bare-metal
hypervisors (i.e. VMware and KVM [109]) are more scalable than container-based hypervisors (i.e.
Docker [62]), which could be used for specific tasks in our context (i.e. building a traffic generation
botnet).

In the following sections we introduce the concept of virtualization, the main characteristics
of Network Function Virtualization (NFV) and Software Defined Network (SDN) [110] and finally
the virtual environment provided by VMWare.
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7.1 What is Virtualization

In traditional computer world, a computer corresponds to single operating system, with a 1:1
ratio between hardware and operating system. This combination involves a waste of hardware
resources because systems have long times of inactivity or reduced use of resources: it is estimated
that physical servers use on average 5-10% of their capacity [111]. Virtualization technology allows
hosting multiple operating systems within the same physical machine (see Figure 7.1), rationalizing
and optimizing hardware systems thanks to mechanisms for a proper distribution of available
resources; in this way it is possible to execute heterogeneous systems directly interacting with the
underlying hardware.

Figure 7.1. From Classical to Virtualized Architecture [112]

Virtualization makes it possible to abstract hardware elements (hard disk, ram, CPU, net-
work interfaces) making them available as virtual resources. The set of virtual resources is called
Virtual Machine and a different operating system can be installed on each Virtual Machine with
relative applications. In such a way, multiple virtual machines can run simultaneously on the same
physical machine (called host), sharing resources while they remain isolated each other. Virtual-
ization is possible thanks to a software layer called hypervisor, whose purpose is the allocation and
management of resources to allow the execution of multiple Virtual Machines. Virtual Machines
communicate through hypervisor for standard operations between client and server (North-South
traffic) and for communications within virtualized servers (inter-Virtual Machine communications,
or East-West traffic). There are two types of hypervisors as shown in Figure 7.2).

Figure 7.2. Types of Virtualization: on the left bare-metal virtualization: a single hypervisor
executes directly on the hardware and other operating systems run on virtual machines; on the right
hosted virtualization: a traditional operating system runs directly on the hardware and executes
the hypervisor which is seen as a regular program on the host operating system [113].
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7.1.1 Network Virtualization

Network virtualization [114] abstracts network operations from the underlying hardware creating a
distributed virtualization layer 7.6 as server virtualization does for processing power and operating
systems. Virtual networking and virtual switches allow the connection of different virtual machines
interfacing them to the physical network. Every Virtual Machine has one or more virtual NIC ,
MAC address and IP address, therefore, from the network point of view, they are exactly the same
as physical computers. Virtual switches can be connected to physical network by associating them
to one or more network interface available in the host (uplink).

Network virtualization aims at transferring in the virtual environment all the intelligence typical
of a network infrastructure, up to now essentially made of hardware. This process tends to reduce
physical network to a pure backbone for the transport of packets obtaining network management
entirely software-guided 7.3.

Figure 7.3. High level view of Virtual Networks: a Network Hypervisor offers hardware indepen-
dent provisioning and management of virtual networks.
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7.2 VMware VSphere Overview

VMware vSphere has been used to create our virtual environment. It is a suite of software, features
and services originally designed for cloud computing and it uses full server virtualization, storage
and network providing a full array of virtualization functionalities [115]. In the following sections
we will focus on the hypervisor ESXi and on NSX, the solution provided by VMware to deploy
Network Virtualization.

7.2.1 Hypervisor: ESXi

ESXi is the operating system designed by VMWare for full virtualization. It allows the creation of
a series of Virtual Machines equipped with different operating system sharing the physical server
resources. As shown in Figure 7.4, the VMkernel is the main component in ESXi architectures. The
VMkernal is responsible for allocating memory, scheduling CPUs and providing other hardware
abstraction and operating system (OS) services for each Virtual Machine [113].

Figure 7.4. VMkernel allows abstraction of physical resources to provide
them to Virtual Machines. [113].

52



7 – Cyber Range Deployment: Local Environment

7.3 Virtual Networking in VMware: NSX

NSX is an example of overlay Software Defined Network (SDN) where applications are tunnelled
over an existing physical network, as opposed to underlay SDN where the underlying network is
reconfigured to provide the paths required to provide the inter-endpoint SDN connectivity [116].

The main concept in NSX is the separation of the logical plans of the network (see Figure 7.5).
In computer network Data plane refers to all functions and processes that forward packets/frames
from one interface to another; Control plane refers to all the functions and processes that determine
which path to use: i.e. routing protocols, Spanning Tree; Management plane is the set of functions
used to control and monitor devices within the network.

Figure 7.5. NSX provides separation of control and forwarding functions and centraliza-
tion of management. The Figure shows NSX components responsible for the management
of each network plane.

In a classic hardware device, such as a switch, a router or a firewall, this separation does not
exist, in fact the management of such a device is entirely provided by its operating system at a
local level, and it is totally independent of that of all other devices. The same happens with control
structures, such as the level 2 or level 3 forwarding tables, and with traffic forwarding functions
that derive from them (Data plane). Using virtualization logical plans can be separated allowing a
centralized control. For example, in switching or routing functionalities, control structures can be
partially or completely centralized in some elements of the virtual infrastructure while the traffic
forwarding functions can be completely distributed. To reach this goal, NSX provides several
virtual objects, Figure 7.6 represents a schematic view of the functional components, while Figure
7.7 provides a high level picture of NSX components interacting with ESXi servers.
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Figure 7.6. VMware NSX can be seen as a network hypervisor offering hardware independent pro-
visioning and management of virtual networks. VMware NSX combines Software Defined Network
(SDN) and Network Functions Virtualization (NFV) to achieve the decoupling of the underlying
network hardware. The core components of VMware NSX are reported in Figure.

7.3.1 Main NSX Features

Among NSX features, some interesting ones are:

• Dynamic security policy: NSX Service Composer [117] enables network administrator to
assign network and security services to applications. Service Composer can be also used to
create dynamic security groups with filters applied to the single Virtual Machine;

• Virtual private network (VPN): NSX includes site-to-site and remote access VPN capabilities.
NSX supports user access to private corporate applications and connectivity between NSX
Edge entities and remote NSX sites. By using L2 VPN, it is possible to expand the datacenter
to permit virtual machines to retain network connectivity with the same IP address across
geographical boundaries;

• Switching: NSX logical switches use unique Virtual Extensible LAN (VXLAN) network
identifiers to create a logical overlay extension for the L2 network, to which applications and
Virtual machines can be logically wired. These logical broadcast domains enable flexibility
and faster deployment, without the limitations imposed by classical VLAN;

• Routing: NSX logical routers provide an important enhancement to traditional routing be-
tween L2 broadcast domains. By utilizing dynamic routing at the host level, information
forwarding between different L2 broadcast domains allows for direct VM-to-VM commu-
nication without traversing a centralized gateway. At the same time, NSX also provides
north/south connectivity, thereby enabling workloads to access public networks.

• Distributed firewalling: The NSX distributed firewall is a hypervisor kernel-embedded fire-
wall placed in ESXi host. It allows to create custom firewall policies, which are implemented
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Figure 7.7. NSX components: logical switches are integrated in the Hypervisor Kernel modules
which work on the Data plane, they are used to enable distributed switching, routing and firewalling
activities. Distributed Routers contain the routing control plane and distribute the data plane to
kernel modules of each host. The NSX Edge performs classic L3 routing and firewalling functions.

at a very granular level (the virtual network interface card) to enforce stateful firewall services
for Virtual Machines and increase visibility and control for virtualized networks and work-
loads. Edge firewall, instead, behaves like traditional physical firewall providing centralized
protection for North-South traffic and facilitating creation of Demilitarized Zones (DMZs),
i.e. using VPNs.

• Microsegmentation: The distributed firewall provides microsegmentation [118], which ad-
dresses many security challenges such as Virtual Machines segmentation according to their
attributes, names, user identities. Each related group of virtual machines can be isolated
using a distinct logical network segment, allowing traffic filter from one segment of the data
center to another (East-West traffic). This feature limits attackers ability to move laterally
in the data center (for seeing an attack to NSX via MetaSploit Toolkit, visit [119]).
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7.3.2 VXLAN

An essential role for the decoupling between the physical transport network and the virtual net-
work is played by Virtual eXtensible Local Area Network (VXLAN) [120]. The idea is to create
a virtual L2 domain whose traffic can be transported through a generic L3 network present in the
physical network giving the possibility to compose various L2 domains independently from un-
derlying physical network architecture while the L3 domain behaves as a backbone, transporting
traffic from one point to another of the data center and out of it. The technique for obtaining this
decoupling is tunneling as shown in Figure 7.8. In NSX terminology a VXLAN is equivalent to a
Logical Switch (in the physical domain a switch guarantees the access to an L2 network).

Figure 7.8. VXLAN encapsulates layer 2 frames within layer 4 UDP packets. The Figure
describes the steps required to establish layer 2 communication between Virtual Machines
leveraging on the VXLAN overlay functionalities.

This technology eliminates some technical limitations between sites, such as lack of VLANs
and re-usability of IP subnets. Many data centres face the problem of VLAN starvation with only
4094 different usable VLANs. VXLAN protocol allows major improvements in scalability enabling
up to 16 million segments and providing built in security. VXLAN has the positive effect to make
Cyber Range environment easier to interconnect, scale and manage.
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7.3.3 Distributed Logical Routing

VXLAN gives the possibility to build structured L2 domains of Virtual Machines, the next step is
to connect these domains through IP routing services. The implementation of a routing mechanism
among virtual L2 domains could be done through a Virtual Machine with interfaces on the various
segments to be routed. However, such a centralized solution results inefficient since it generates
not optimized traffic paths in the data center.

Figure 7.9. The Figure shows hair-pinned traffic in both inter host communication and host-
to-host communication: the introduction of distributed virtual switches increases the efficiency
of communications reducing latency, number of hops, and the need to enforce Access Control
Lists (ACLs) on a centralized gateway.

The solution to the problem is the introduction in the datacenter of a distributed routing (DLR)
function: the Data Plane is placed directly on each host. Figure 7.9 shows the the advantages of
distributed routing compared to centralized solution.

If the ’horizontal’ routing (East-West routing) takes place in a distributed way through specific
kernel modules installed in each hypervisor, the ’vertical’ one (North-South routing) is instead
guaranteed by a specific Virtual Machine called Edge Service Gateway, that acts at a centralized
level. The overall logical scenario is shown in Figure 7.10.

Figure 7.10. Edge Services Gateway allows centralized policy management of static
physical environment.
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7.3.4 Distributed Firewall

Concepts we have already mentioned about routing, are also valid for firewalling functions (i.e.
traffic screening), that are deployed at hypervisor level according to centralized rules. The NSX
Manager Virtual Machine collects all firewall rules and communicates them to the hosts. Therefore,
the application of firewall rules is done through the dedicated kernel module with consequent dis-
tribution of processing load. Figure 7.11 shows another achieved result using Distributed Firewall:
microsegmentation [121].

Figure 7.11. Microsegmentation through Distributed FireWall.

Distributed firewalling model allows to apply security policies on single Virtual Machines, re-
gardless their position inside the datacenter. The concept of traffic isolation becomes extremely
flexible, an isolated virtual network may consist of Virtual Machines distributed in any way within
the datacenter and security policies are no more strictly linked to the physical topology of the net-
work, making this feature ideal for the Cyber Range. Also in logical firewalls East-West protection
and a North-South protection can be distinguished (Figure 7.12).

Figure 7.12. Distributed FireWall (DFW) and Edge Service Gateway: the former manages East-
-West traffic, the latter North-South traffic.
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7.4 Problems

Virtualization brings a lot of benefits, but there are also some critical points. The risks brought
by virtualization to a system such as lack of visibility into and control over virtual networks,
hypervisor security and unauthorized access to hypervisor are explained in ’Best Practices for
Mitigating Risks in Virtualized Environments’ [122].

7.5 Conclusions

The main identified benefits brought by virtualization both in servers and network to build a Cyber
Range are:

• Possibility to create pre-configured virtual machines provided of realistic tools reusable in
different exercises and scenarios.

• High flexibility in the creation of typical cyber exercise scenario, involving Red teams, Blue
Teams defending targets, Storage and Backup and Management systems (see Figure 7.13).

• The ability to create L2 domains within the datacenter without asking the physical network
infrastructure for anything except packet transport;

• The ability to distribute routing and firewalling functions throughout the data center, even
with the centralization of their management; this is translated in a strong traffic isolation
among different L2 domains.

Figure 7.13. Possible exercise scenario in VMWare environment.
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Chapter 8

SCADA Network Emulation

As we have seen virtualization techniques allow multiple virtual servers running on a single physical
machine and offer many solutions for building virtual architecture and virtual networks. Apply-
ing this concept to SCADA/HMI (Supervisory Control and Data Acquisition/Human Machine
Interface) systems that are running on such a virtual architecture, it is possible to have interest-
ing results in terms of management and security. Important results can be achieved via VMware
vSphere and NSX functionalities using previously introduced concepts such as Logical Switch, NSX
Edge, Distributed Firewall, Microsegmentation [123] and Disaster Recovery. Putty [124], an SSH
and telnet client, has been used in order to test avilability of various network components within
VMware environment.
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8.1 Our System

The implemented emulator of the real Water Supply System 8.1 is controlled by Rasbperry PIs
[125], and equipped with sensors and actuators to perform the control operations.

Figure 8.1. Overview of the system realized in our laboratory: measurement data are collected by
the master that is also responsible for control command transmission to SCADA slaves.

The SCADA master collects measurement data and transmits control commands from/to
SCADA slaves in the system via the communication network; SCADA slaves, in turn, interact
with various control devices. Using NSX, the communication network shared by the SCADA
master, SCADA slaves, and control devices can be controlled by the NSX controller, reproducing
network segments (layer 2 subnets) using logical switches.
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8.2 Virtual Network Deployment

A virtual SCADA network has been implemented. It uses Virtual Machines to emulate master,
slaves (PLCs) and storage (SCADA Data Base) interacting on the SCADA network (see Figure
8.2).

Figure 8.2. SCADA virtual network in NSX: a logical switch is used for SCADA control network
and another one for the DataBase. A Distributed Logical Router allows the two segments to
communicate within the transport zone without traversing a centralized gateway while the NSX
Edge is used as interface with physical router to communicate with public network. In our scenario,
master, slaves and DB are on three different hosts.

In the following sections we will show the steps required to create logical switches, then we
will use NSX Distributed Logical Router (DLR) to ensure L3 communication among L2 domains
and lastly we will use Edge Services Gateway features to deploy a L2VPN, emulating a connection
between corporate network and control network.

8.2.1 Layer 2 Broadcast Domain

As we have seen in the previous Chapter, logical switch creation (in NSX equivalent to VXLAN
creation) implies the implementation of a layer Broadcast 2 domain. In this section we will apply
this feature to create a segment (subnet) including the SCADA slaves and the SCADA master
enabling the use of MODBUS/TCP protocol among them.
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Figure 8.3. Creation of a Transport Zone to define the span of the logical network: it include
Virtual Machines representing PLC1, PLC2 and MASTER.

Figure 8.4. Logical Switch creation, Unicast mode assures that VXLAN control plane is
managed by NSX controller.
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Figure 8.5. Logical switch SCADA LOGICAL SWITCH needs an interface for connecting
to the NSX Edge that is the Logical Router placed on the border with the rest of Internet.
It provides connectivity from/to outside the network and allows the creation of filter rules
for North-South traffic.

Figure 8.6. Virtual Machines are attached to the created virtual switch.

Figure 8.7. Verify availability inside the domain by using PUTTY.
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Figure 8.8. Isolated Layer 2 networks selected to be connected by using the Distributed Logical Router.

To support the communication across these isolated layer 2 networks, routing support is es-
sential: the Distributed Logical Router allows to route traffic between logical switches entirely in
the hypervisor East west traffic. In our particular case the Distributed Logical Router allows Db
Tier logical switch to communicate with SCADA logical switch. After the interfaces of both the
logical switches are configured on the same Distributed Router, the interface configurations are
automatically pushed to every host in the environment and routing between VMs (SCADA control
network components and DB) will be handled by the Distributed Routing (DR) Kernel loadable
module in each host.

The next step is Edge Firewall Configuration: it monitors North-South traffic to provide perime-
ter security capabilities.

Edge Firewall offers different policies such as:

• Accept: Traffic matching a rule with this action will be passed normally;

• Deny: Traffic matching a rule with this action will be discarded, and no notification will be
provided to the traffic’s source;

• Reject: Traffic matching a rule with this action will be discarded similar to a Deny, but an
ICMP Unreachable message will be sent to the Source IP address of the originating packet.

8.2.2 Security Features Deployment

In this section we will use VMware NSX security features, including Distributed Firewall and
Service Composer, to manage in-bound and out-bound traffic involving emulated SCADA network.
We will see that there is the possibility to impose very strict rules according to several criteria such
as obects name, security groups, security tags, services. The following figures summarize the main
steps required for creating a security group including master and slaves and allowing only secure
communications (SSH and HTTPS) from any external source.

Figure 8.9. First step: Default Rule is set to Block.

65



8 – SCADA Network Emulation

Figure 8.10. Creation of a security group named SCADA SECURITY GROUP.

Figure 8.11. Virtual Machines included in the security group: PLC1, PLC2 and SCADA MASTER.

Figure 8.12. Creation of Security Rule applied to SCADA SECURITY GROUP.
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Figure 8.13. From any source to SCADA SECURITY GROUP.

Figure 8.14. Allowed services: only HTTPS and SSH traffic will be accepted from any external source

With these operations, SCADA control network is reachable only by using secure protocols.

8.2.3 L2VPN Configuration

In this section, we will utilize the L2VPN feature of the NSX Edge Gateway to extend a L2
boundary between two distinct zones that can represent the corporate network in the SCADA
system (L2VPN Corporate) and an L2VPN Client on the SCADA-MASTER-REGION (simulates
Scada master) cluster and test the tunnel status to verify a successful configuration. This solution
could also be applied to an engineering workstation that must securely access the control network
(see Figure 8.15).
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Figure 8.15. L2VPNs give the opportunity to directly access the control network in a secure way.

The required steps include the creation of a new Edge Service for both sites involved in commu-
nication: an L2 VPN server (Control SCADA network) and an L2 VPN client (corporate network)
(to see the complete procedure [126]).

Figure 8.16. Creation of a new Edge Service (Edge Service Gateway) for Corporate Network: a
new cluster is created to simulate another site.
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Figure 8.17. Enable SSH access.

Figure 8.18. Select ECDHE-RSA-AES256-GCM-SHA384 as the Encryption Algorithm.

Figure 8.19. Creation of interface on SCADA MASTER network.
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8.3 Disaster Recovery capabilities

This Section aims at introducing an important but often overlooked feature regarding business
world and critical infrastructures: Disaster Recovery. VMware supports this feature through NSX
and Site Recovery Manager [127] which can be applied to SCADA systems in order to guarantee
service continuity despite unexpected malfunctions.

8.3.1 Disaster Recovery definition

Disaster Recovery refers to the set of technological and logistical organizational measures that
enable the recovery and continuation of infrastructure and services despite malfunctioning and
emergencies that undermine their regular activity.

8.3.2 Our case

Disaster Recovery is vital in critical infrastructure where an attack, and successive possible mal-
function, could have disastrous economical and environmental consequences, but also an impact
on people life.

An application to SCADA system can be the realization of a secondary data center located in
a different area as shown in Figure 8.20. If a disaster happens in the main data center (SCADA
FIRST SITE), SCADA can continue its operations using the secondary site (SCADA RECOVERY
SITE).

Virtual networks provide disaster recovery (DR) capabilities. Using a virtual network platform
such as VMware NSX, it is possible to move the network and security configuration to a recovery
site if there is a failure in the protected (main) site. IP addresses are automatically reconfigured
and security policies deployed without the need of synchronizing configurations across different
physical sites [128].

Figure 8.20. VMware NSX provides Disaster Recovery capabilities that can be applied to SCADA
system. A vCenter server (VSphere's headquarters running on a Virtual Machine) must be deployed
at each site and a high-speed dedicated network connection is requested between sites. The recovery
site must be able to support the Virtual Machine workloads contained in the first site with sufficient
hardware, storage and network resources.

In addition to NSX, VMware offers Site Recovery Manager (SRM) as solution to enable applica-
tion availability and mobility across sites. There are two possibilities for data center migration and
SRM supports both of them: one is based on Virtual Machine migration and the other on storage
migration [129]. The former is done at hypervisor level and is typically used for small-medium
infrastructures, in the latter the replication takes place at storage level (it replicates at the the
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Virtual Machine File System (VMFS) level [130]): it is the best solution for large entities because
it allows faster and more substantial Virtual Machine migration but requires the same third-party
storage array type on both protected and replicated sites.

This property results fundamental in a real world scenario, but some considerations must be
done in relation to it: a critical aspect is represented by application dependencies that must be
clearly defined because IP addresses of virtual machines may change in case of migration to another
site; another issue is that physical parts of the infrastructure are not involved in Site Recovery
Manager features: disaster recover planning must include SRM just as part of a more general
strategy to guarantee the survival of the infrastructure in case of critical attacks or failures.

As we have seen in Chapter 5, Disaster Recovery property must be extended to all Cyber
Range platform as a general requirement: if an attack makes the exercise platform to fail, Virtual
Machines must be restored as soon as possible through a Disaster Recovery strategy.

8.4 Security Challenges

While enabling simple recongurability, the separation of the control and data planes in software
networking may cause additional challenges in defending against attacks. The risk is that central-
ized control plane, which gives management and security benefits, will became the bottleneck of
the system. In particular, attackers may specifically target the control plane of communication
networks for sabotage. Because of the centralization of network control, an SDN is susceptible to
a compromised SDN controller and/or the SDN applications on top of it. Compromised SDN con-
troller and applications may maliciously change the configurations of the communication network,
with the goal of weakening the performance of SCADA control applications or even destroying the
whole network.

Also Denial of Service attacks can be accelerated by centralized control: the disproportionate
network bandwidth and processing capability between the control and data planes may significantly
elevate the magnitude and the speed of DoS attacks.

8.5 Conclusions

This Chapter discusses the opportunities that NSX may bring to SCADA systems for improving
resilience, and the corresponding challenges that still remain. The Chapter shows the potential
of SDN (and in particular of NSX) in strengthening the resilience of SCADA systems and several
beneficial properties have been identified by using NSX platform:

• Fault: NSX enables the implementation of mechanisms for increasing the resilience of SCADA
systems. The centralized view of the controller allows more efficient fault detection, isola-
tion of affected components, and remediation of abnormal operation with Disaster Recovery
features;

• Accounting: the measurement capabilities of the controller provides the ability to collect
metrics and statistics about the network traffic;

• Performance: SDN can facilitate the use of Quality of Service (QoS) policies in SCADA
systems, to perform load balancing among communication links;

• Security: The controller permits the implementation of new security measures acting at a
very granular way;

• Ease of management: centralized control plane gives the opportunity of configuring networks
more easily and faster than traditional physical network.
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Virtualization technology can be a big addition in supporting HMI/SCADA technology and
applications. We have designed and implemented network and software architecture using VMware
vSphere Platform and virtualization benefits, which were applied in the realization of a virtual
network focused on HMI/SCADA control. Other purpose was to realize a system to be tested
within the context of the Cyber Range (see Figure 8.21) with the future aim of extending the
reachability also to other nodes of the academic Cyber Range.

Figure 8.21. Example of exercise scenario using virtual SCADA network: an Access Point gives the
teams access to the network. Blue Team is responsible for management and protection of SCADA
control network, Red Team is on a different subnet and can use a Kali Linux Virtual Machine [131]
to attack SCADA subnet, in the meanwhile the White Team acts as a supervisor.
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Chapter 9

Conclusions and future
developments

The purpose of this Thesis was to give an overview on what is a Cyber Range and design principles
and requirements that can be followed to build it within an academic environment, therefore it can
represent a starting point to realize an infrastructure shared through academic centres in Italy.

A first experience is currently being finalized in Turin (this node is still under development and
unlinked from the public network). The purpose is to provide users with case studies emulating
real cyber physical systems and critical infrastructures: users will have the opportunity to try to
alter, through cyber attacks, the regular functioning of the infrastructures, also evaluating the
correct functioning of the defenses and the implemented cybersecurity solutions.

The creation of an academic Cyber Range is not a trivial task. We have split the problem
in two main parts: the former concerning how to interconnect the nodes within the network, the
latter concerning how to architect a single node, which in our architecture is done by making
use of virtualization techniques provided by Vmware. A case study scenario has been provided
by using NSX features to emulate a SCADA network with security principles typical of critical
infrastructures.

Next steps in order to effectively realize the project include the interconnection of various nodes
that requires the agreement with the Service Provider (in our case GARR network): this aspect
will be discussed in a short time.

Other techical aspects to keep in consideration will be the introduction of techniques to identify
and detect anomalies (advanced Intrusion Detection and Prevention Systems based on machine
learning) and the creation of Virtual Machines provided with all penetration testing tools to test
the resilience of the SCADA network realized through NSX platform and subsequently test the
real SCADA.

As a last recommendation, established that one of the critical aspect of Cyber Ranges is the
proper use and sharing of resource and the mantainance/update of attack/defense scenarios, the use
of a Digital Library [132] to collect different reusable assets (i.e. texts, images, video, configuration
files, scripts, executables, Virtual Machine images) could be a proper solution.
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