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Introduction

The twenty-first century has been one of the most revolutionary periods in the context of social
interactions. The exponential rise and evolution of the available technology, in particular the
explosion of the World Wide Web and smartphones, has allowed the birth and the popularization of
several social media platforms. In parallel to this kind of evolution there has been an unquestionable
trend in the field of computer science: the ever-increasing interest and development in the subjects
of machine learning, artificial intelligence and in general of data science. The two trends are
intimately connected by the availability of big data providing researches with the needed tools to
applies the techniques born in the field of computer science to the source of data coming from the

aforementioned social dynamics.

Among the possible research interests emerging from this intersection, social influence analysis
is becoming a cardinal one [10]. This is the result of a growing interest for the context of social
networks. These networks represent an intricate web of social interactions between a collection of
individuals, which in the academic framework are referred to as agents. The relations between these
agents are the key element describing ultimately how the actions of an individual may influence
the actions of the other agents. The key challenges in social network analysis can be summarized
into three broad categories [11]: modeling, analysis and control. Modeling has the aim of finding
a coherent mathematical description of the interactions underlying the social network. Analysis,
starting from this mathematical model, serves the purpose of describing the dynamic evolution
governing the interactions among the agents. Finally, control wishes to identify which are the

most influencing agents in the network and to insert external agents able to direct its evolution.

The building of a mathematical model capable of explaining the interactions between the agents
of a network has received a considerable amount of interest in the recent years from the control
community. For example, the model developed by Friedkin and Johnsen [12] is able to explain the
dynamic evolution of an opinion discussed inside groups of small and medium size. Other models

deal with the emergence of a shared agreement , denominated consensus [13] or the disagreement
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in networks where agents are present who never change their initial opinion [14]. One category of
problems in which the social influence analysis framework reveals to be essential is in the description
of trust among agents [15]. Networks are able to expose the degree of familiarity expressed between
the agents and consequently explain the collective action undertook by the agents to reach an
agreement.

To build and validate the model explaining the network it is of vital importance to correctly
infer the influence that the agents exert on each other while shaping the dynamics of the social
relationships. This is of particular interest when the influence is coming from a specific ideology
to which the agent may be attached [16]. This kind of collective behavior is observable in a variety
of different contexts, not only the one of social media, and one particular case of interest is the
one of agents participating in politics [17]. The role of social networks in the context of political
behavior has been subject of study for more than half a century, particularly in the United States
of America [18, 19]. Recently the European Parliament has been interested by a similar analysis
[34]. However, the Italian Parliament has never been subjected to this kind of studies.

From these considerations we have drawn the prime motivation of this work of thesis: we wish
to apply this field of research to the Italian Senate. The Italian political scenario represents a
very interesting case of study for its intrinsic complexity, compared to the foreign deliberative
institutions. The variable political ideology characterizing the political members of the Italian
Parliament provides an interesting and stimulating research challenge. To fulfill this challenge, we

followed a machine learning approach.

The general task of machine learning is to derive from a set of sampled data the mathematical
model used to describe data and eventually make predictions and decisions [20]. It is a broad
field encompassing several disciplines [21] with statistics being the fundamental one and is mainly
categorized in two settings: supervised and unsupervised learning [22]. In the supervised learning
setting, the algorithm responsible to generate the model infers it from a labeled set of training data
consisting of pairs composed by an input object and a corresponding output. The generated model
can then be used to classify a new set of unknown data. On the other hand, in the unsupervised
learning setting, the algorithm has to work with a set of data that has not been classified. In this
sense, it has to learn the similarity embedded in the data, a task mainly linked to the extraction
and explanation of data features, with a feature being a measurable propriety characterizing the
data being observed.

We mainly drew the mathematical tools adopted in this thesis from this subfield of machine

learning and in general from the broader pool of parametric statistical models. In particular, a
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seminal work in the context of American political analysis [27] has led to the development of a
parametric model denominated NOMINATE, which is a family of statistical techniques especially
crafted for the analysis of political data. We combined this model with the more general algorithm
of Principal Component Analysis (PCA) [31] to extract the features of our data. This process is
called dimensionality reduction and it allows the model to better explain the data. Furthermore,
to add a layer of physical interpretability to this process we also implemented the sparse variation
of this algorithm knows as Sparse PCA [35, 37]. This algorithm directly extracts only the most
relevant features corresponding to the most influencing voting sessions we collected.

A second category of techniques has been adopted to identify the outliers in the data. In the
context of our research, the outliers are the legislators exposing the most interesting degree of
influence in the network and can be used to empirically evaluate how well the model is capable of
explaining the data. Since our data is naturally organized in groups (or clusters), corresponding
to the political groups formed in the Senate, we decided to adopt several clustering techniques.
The first is the k-means algorithm, which is probably the most famous unsupervised learning
technique used to separate data into a predetermined number of clusters [48]. From the field of
convex optimization, we adapted the minimum volume ellipsoid (MVE) [55] covering a finite set of
points as a supervised learning technique to easily spot the outlying Senators. The last clustering
technique has risen during the research process and involves the discovery of outliers by applying
the Sparse PCA algorithm.

This toolbox of mathematical and statistical instruments allowed us to achieve the main result
and correspondingly the main contribution to the research field of social influence analysis. This
contribution is the introduction of a new influence measure based on the extracted data features
that we denominated the Political Data aNalytic Affinity (Political DNA) of a Senator. This
measure is based on an information-theoretic ground, by modeling the votes as outcomes of a
mizture of random Gaussian variables and by reformulating the computation of Political DNA
as an estimation of class posterior probabilities. This measure is interpretable as an index of
similarity exposing the degree of rebellion or conversely of discipline to the ideology of the group.
By examining the results obtained applying the model on the data of the XVII Legislature and
the ones obtained by testing the model also on the present Legislature, they reflect the political
structure underlying the Italian Senate and so we can reasonably affirm that we fulfilled our

declared goal.
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Outline

The work has been organized in the following way:

e In Chapter 1 we briefly explain how the Italian Parliament operates and how the Italian
Senate is organized (1.1). We also explain how we mined the data from the public Open-
Parlamento (1.4) platform, in which way we derived the list of Senators and their nominal

affiliation (1.4.2) and how we preprocessed it in preparation for our analysis (1.4.3).

e In Chapter 2 we describe the techniques we adopted to reduce the dimensionality of our
dataset. More specifically, we expose the NOMINATE algorithm (2.1.2), which is the present
state of the art tool in political science analysis and PCA (2.2.2) and Sparse PCA (2.2.3),
two of the most representative techniques of unsupervised learning. In particular the sparse
variation is very useful to also add a layer of interpretability to our results. The data has

been reduced to 2 or 3 dimensions allowing us to represent it graphically.

e In Chapter 3 we expose the group of techniques that we adopted to identify the outliers, i.e.
those Senators who expose a political affinity considerably different from the nominal one.
These techniques too belong to the field of machine learning. They are the k-means algorithm
(3.1), Minimum Volume Ellipsoids (3.2), adapted as a supervised learning technique, and
Sparse PCA (3.3). For the Senators identified at the end of this analysis we show their

individual Political DNA, the computation of which is described in the fourth Chapter.

e In Chapter 4 we introduce the stochastic model implemented to infer the influence measure
for the Senators, which is a Gaussian Mixture Model (GMM) (4.1). By applying the GMM
on the dimensionality-reduced dataset, we can derive a probability vector 7 for each Senator.
This probability vector is the measure we developed to measure the degree of influence exerted
on the Senators that we denominated Political Data aNalytic Affinity (Political DNA). We
then expressed this measure as a convex combination of the vertices of a regular polytope.
In this way we can represent it graphically both on a plane, producing a political map of the
Italian Senate (4.2.1), and on a line, exposing the Political DNA for the individual Senators
identified as outliers (4.3). At the end of the Chapter we also evaluate the model with the

data of the present XVIII Legislature (4.4).

e Finally, in Appendix A we expose the complete list of the Political DNA of all the Senators
of the XVII Legislature and in Appendix B the Political DNA computed for each group as

an average of the belonging Senators.
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Adopted notation

In this work the following notation has been adopted. Column vectors are denoted with lower-case
letters and matrices with upper-case letters. Given a matrix X, its transpose is denoted with X .
X;j is the element corresponding to the i-th row and j-th column. The i-th row is indicated by

z(® associated to a column vector while the j-th column is indicated by xj, i.e.

LT
X = E :[xl,...,xn]
Given a vector z = [21,...,2,] € R", ||z]|, represents the standard Euclidian norm
121, =

llz|l; the ¢;-norm

Il =3 2,

i=1
and ||z||, the fy-pseudonorm which is the number of non-zero elements of z. Given a matrix

X € R™", || X|| represents the Frobenius norm

where tr(-) is the trace of a square matrix X € R™", i.e. the sum of the elements on the main
diagonal: tr(X) =" | X;;. Given a vector z € R", with the symbol supp(z) = {i € {1,...,n}:
z; # 0} we denote the set of non-zero elements of z.

R denotes the set of real numbers and N denotes the set of natural numbers. S7 and S7,
denote respectively the sets of semi-positive and positive definite symmetric n X n matrices. A set
is denoted by an upper-case calligraphic letter, e.g. X'. Given a non-empty set X', we denote the

cardinality of the set as |X|.
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Chapter 1

The Italian Senate

In this Chapter we briefly illustrate the Italian Parliament, what is the role of the Senate and how
it is internally composed. We also show how a bill can be proposed to and processed by the Italian
political system. We then expose the U.S. Congress study case, pointing out the differences with
respect to the Italian Senate that have inspired this work of thesis. After that we explain how
the OpenParlamento platform works and the data mining procedure we performed to build the
dataset in a raw format. Finally in the last section we explain how we encoded and standardized

the data in preparation for our analysis.

1.1 Parliament organization and basic functioning

The Parliament is one of the main constitutional institutions of the Italian political system and
it is the one holding legislative power, i.e. the faculty to create new laws. It is structured with a
perfect bicameralism: it is assembled by two chambers, the Chamber of Deputies and the Senate,
both having equal powers and responsibilities. The Senate is composed by 321 members: 315
elected Senators, the former Presidents of the Republic and the Senators for life which can be
nominated by the President of the Republic. The Senate is chaired by the President of the Senate,
who is elected by the assembly and whose responsibility is to assure the proper operation of the
Senate. Internally the Senators form political groups that organize the presence of political parties
in the Senate. These political groups can form and disband during the whole Legislature and the
Senators are free to migrate from the original political group to another.

In Table 1.1 it is shown the list of the political groups active at the end of the XVII Legislature,
which lasted from the 15th of March 2013 to the 22nd of March 2018. In case of a political group

1



1 — The Italian Senate

containing multiple parties, only the most indicative has been indicated in the name:

Political groups of the XVII Legislature

Name Acronym Political orientation
Alleanza Liberalpopolare-Autonomie ALA-PRI Center
Nuovo Centrodestra AP-CPE-NCD-NCI Center-Right
Liberi e Uguali Art.1-MDP-LeU Left
Per le Autonomie AUT(SVP-UV-PATT-UPT)-PSI Center
Popolo della Liberta FI-PdL Center-Right
Grandi Autonomie e Liberta GAL-UDCeDC Center-Right
Lega Lega Center-Right
Movimento 5 Stelle M5S Independent
Gruppo Misto Misto Mixed
Noi con L’Italia Necl Center
Partito Democratico PD Center-Left

Table 1.1: List of the political groups active at the end of the XVII Legislature

In our analysis we only consider the following political groups (for simplicity we only expose in
the acronym the most indicative political party): PD (Partito Democratico), M5S (Movimento 5
Stelle), Lega, PdL (Popolo della Liberta), NCD (Nuovo Centrodestra) and LeU (Liberi e Uguali)
while the remaining ones have been collected in the “Other” group.

Since both Chambers are politically symmetrical, a law can be proposed to either one of them.

When proposed, the law undergoes an iter composed of four basic steps [6] (see Fig. 1.1):

1. The law is proposed to one of the two Chambers (Deputies or Senators) by the Government,
the National Council for Economics and Labour (CNEL) or a group of citizens (at least

50,000). At this stage the law is commonly referred to as a legislative proposal (a bill).

2. The bill is discussed in the Chamber to which it has been proposed. While examining the
bill, it is firstly analyzed by a Commission performing a preliminary assessment and then it
is discussed in the Assembly.

3. When the bill has been approved by one of the Chamber, it is sent to the other one for the
approval under the identical formulation. In the case that the other Chamber modifies the
text of the bill, it is sent back to require the approval of the proposed modifications (this is
the so called navette). This cycle is repeated until both Chambers agree on the formulation

of the bill.

4. After the bill has been approved by both of the Chambers is submitted to the President of
the Republic. The President can apply a veto on the bill requiring it to undergo again the
same process of before. After the final approval, the bill is published on the Official Gazzette

and the law becomes active 15 days after the publication.

2



1 — The Italian Senate

CHAMBER OF DEPUTIES
Presentation ’ Deputies | Sent back for revision
= COMmMIssions Approval
with modification
Assembly
// & \\\
Government ,
Region PRESIDENT LAW
CNEL OF THE REPUBLIC Approval
Citizens '
Sources of law proposal s
femllpy  Commissions

Approval Approval
Assembly

SENATE

Figure 1.1: Simplified process for the presentation and approval of a law

1.2 The U.S. Congress study

The Congress of the United States of America has already a relevant history of research and study
attached to it. A cardinal tool in the analysis of the U.S. Congress is the website GovTrack [1]
launched by Joshua Tauberer in 2004. GovTrack enables its users to track the members and the
bills in the Congress while providing comprehensive open data. Tauberer proposed to analyze the
data by means of a mathematical model, in particular by assuming that a hidden Markov chain

underlies the political dynamics in the Congress [23].

Mainly the research activity has focused on searching for spatial and network models to describe
this kind of data. Poole developed the NOMINATE model [27] which has become the central
reference to generate a spatial model of the U.S. political data and visualize them as a political
map. An example is shown in Fig. 1.2: each point on the map represents a Senator in the U.S.
Congress. It is immediate to notice that the Democrats (in blue) and the Republicans (in red) are
well separated. The axes have not a physical meaning and are subject to the interpretation given
by the viewer. In this case the horizontal axis can be a measure of the political orientation of the
Senators (Democrats are located on the left while Republicans on the right). The vertical axis in

this particular case has been interpreted as the closeness of a Senator to region or social issues.

Other kind of probabilistic models have been proposed, for example Clinton et al. [24] elab-

orated on the model proposed by Poole developing a Bayesian statistical framework to interpret

3



1 — The Italian Senate

the U.S. political data. There has been also great deal of interest in the identification of an under-
lying network of influence among the members of the Congress. Scaglione et al. [25] applied the
DeGroot model with stubborn nodes (i.e. agents who never change their initial opinion) to study

the evolution of opinion dynamics during the voting sessions of the U.S. Congress.

o |
|
o
w
Q
=
w
-
q
o o |
C o
L
=
K]
o
(7]
o
o |
Q
R
.
) T T T T I
-1.0 -0.5 0.0 0.5 1.0
D=Nocrthern Democrat, S=Southern Democrat
R=Republican

Figure 1.2: W-NOMINATE coordinates of members of the 111th House of Representatives [9]

Since this kind of analysis has never been applied outside the scope of American politics, this
thesis has drawn inspiration from this line of research to gain insight on the political composition
of the Italian Senate based on the data collected by the OpenParlamento platform. The Italian
Senate however presents some intrinsic difficulties and differences with respect to the Congress case,
rendering the analysis more challenging and calling for some adaptions. In particular, the higher
number of legislators and their high fragmentation among several political groups have required a

sensible effort while exposing some interesting results.

1.3 Openpolis and OpenParlamento

Openpolis is a no-profit foundation launched in 2008 with the purpose to promote in an open and
simplified way access to public data, especially political and economical data. One of the main
projects of the platform is the OpenParlamento platform [2]. On this platform it is possibile to
access the vote history for each Senator, their membership to a political group in the Senate in

a simplified fashion with respect to the official website of the Italian Senate [3]. The platform
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1 — The Italian Senate

publishes also a series of custom data analytics (e.g. the amount of rebel votes, i.e. votes who were
different with respect to the one casted by the political group to which the Senator belongs). The
votes are organized between the Chamber of Deputies and the Senate, organized first by legislature

and then by Government, including the key votes. Each session is exposed in a page containing:

(a) The number of the session

(b) The date of the session

(¢) The name of the bill

(d) A description of the bill

(e) The final outcome of the session (if the bill has been approved or rejected)

(f) A summary exposing the total percentage of favourable, contrary and abstained votes

(g) The list of the political groups with their percentage of favourable, contrary and abstained

votes

(h) The list of Senators with their political affiliation, their vote and their regional district

The collected data useful for our purposes are (a), (b), (c), (d) and (h) and the collection process
is exposed in Section 1.4. (e), (f) and (g) data can be inferred from the others and thus have been
ignored. The core of the dataset is represented by the votes casted during the XVII legislature.
Since a voting session implies to vote also on the amendments, sub-amendments and single articles
composing a particular bill, it has been decided to reduce the redundancy in the dataset by limiting
our analysis on only the “final votes” which ultimately determined if the proposal has been accepted
or rejected by the Senate.

The votes are divided in four segments:

1. Key votes: This subset of the voting data, extending across the three governments, represents
the most important votes during the legislature both for topic relevance and political value.

They are 160 in total.

2. Letta government: This is the first government of the legislature with Enrico Letta as prime
minister (from the 28th of April 2013 to the 22nd of February 2014). The votes are 52 in

total.

3. Renzi government: This is the second government of the legislature with Matteo Renzi as
prime minister (from the 22nd of February 2014 to the 12th of December 2016). The votes

are 249 in total.
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4. Gentiloni government: This is the third and last government of the legislature with Paolo
Gentiloni as prime minister (from the 12th of December 2016 to the 1st of June 2018). The

votes are 74 in total.

Since the key votes span across all the three governments, for their importance they can be
assumed to be a reasonable summary of the legislature and are the part of the voting data on

which we decided to focus our analysis.

1.4 Mining the Italian Senate

1.4.1 Data extraction

To extract the data presented on the OpenParlamento platform a web crawler (or spider) has been
developed in Python adopting the Scrapy framework [4]. A crawler is a software used to extract
specific data from website in an automated fashion. The spider works essentially implementing the
following cycle (see Fig. 1.3):

e Opens a connection to the OpenParlamento website

o Generates the list of links representing the pages containing the needed data (the key votes)

« Iterates through each one of the links, filtering the data to extract only the Senate data

o Exports the extracted data to a MongoDB collection

A 0 ‘\

¢ Closes the connection

PYTHON Exporting MONGO DB MATLAB
Scraping SPIDER to database COLLECTION
&) g =it LN
b3 =
(Scrapy library) File

OpenParlamento

Platform R

(For WNOMINATE
analysis)

Figure 1.3: Chain representing the mining process of the Italian Senate

MongoDB [5] has been chosen because it is a document-oriented database and this kind of im-

plementation allows for our case an easier data management with respect to a traditional relational
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1 — The Italian Senate

database. A collection is a grouping of documents in the MongoDB framework, equivalent to a ta-
ble in a relational database. From the database the data has been exported as a JSON (JavaScript
Object Notation) file to easily import it into MATLAB and R for our analysis purposes. Before
proceeding with the analysis, the data is arranged in a matrix structure, with the bills present on
the columns and the Senators on the rows. Each element Z;; of this matrix represents the vote

that the i-th Senator casted on the j-th bill and its construction is exposed in the following section.

1.4.2 Building the vote matrix

The first step to build the vote matrix is to obtain the list of all the Senators present during the
XVII legislature from the dataset acquired at the end of the acquisition chain illustrated before.

The operation is summarized in Algorithm 1.

Algorithm 1 Obtaining the list of all Senators present during the legislature

Set M, as the maximum number of Senators present over all the sessions
for each voting session j in {1,...,n} do
Obtain the list of all Senators S; present at session j
Obtain the total number of Senators M; present at session j
if Mj < Mtot then
Fill S; with (Mo, — M;) zeros
end if
end for
Obtain the total list of Senators S as U7_;S;
Remove the 0 element from S
Return the total list of Senators as S = {s1,....8m}
Return the total number of Senators as |S]|

The next step is to retrieve for each Senator also their most recent political affiliation in the

Senate, i.e. to label the data. This operation is summarized in Algorithm 2.

Algorithm 2 Associating each Senator to their most recent political group

Set v as the most recent voting session
while there is a political group missing do
for each Senator s; in S do
if the i-th group g; is not missing then
Skip the cycle
else if s; has voted in v then
Assign g;
else
Assign g; as missing
end if
end for
Set v has the immediately previous voting session
end while
Return the total list of political groups as G = {g1,...,9m}
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The set of labeled data is then obtained as Sp, = {(s1,91),- -, (Sm,gm)}. To easily obtain the
vote expressed by a Senator during a voting session, each session has been organized as a map data
structure (see Fig 1.4). A map stores information in the form of key-value pairs, without allowing
duplicates. By accessing the map with a key we obtain the value corresponding to that key. In
our case the key is the Senator’s name and the value is their vote. In case that the Senator was
not present during the session, a missing value is returned. It also compensates for the fact that
the Senators may be listed in a different order for different sessions. This kind of data structure
allows to quickly build the vote matriz. Each Senator is placed as a row on the matrix and each
session (or bill) is placed as a column. By querying iteratively each map, at the end we obtain a
filled matrix where each element Z;; represents the vote expressed by the i-th Senator upon the

j-th bill.

Rossi “Favorevole” Value:
Key: Senator’s vote
Senator’s name : . —
(identifier) Verdi Contrario
-OR -
Value:
) MISSING

Figure 1.4: Associative map to obtain the preference expressed by a Senator

1.4.3 Vote matrix encoding

At this stage Z;; denotes a verbal preference, which can be one of the following:

Unencoded elements of the vote matrix

“Favorevole” Approved the proposal
“Contrario” Rejected the proposal
“In missione” Not present for institutional reasons
“Assente” Not present
“Astenuto” Abstained from voting
“Voto segreto” Secret ballot
“Presidente di turno” President of Senate
“Richiedente la votazione e non votante” Requested the voting and doesn’t vote
N.A. Not present in legislature

Table 1.2: Meaning of the verbal preferences present in the unencoded vote matrix.

The N.A. case is reserved for the Senators who started their mandate after the beginning of the

8
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legislature or for those who left the Senate before the legislature ended (e.g. deceased Senators).
The result is a matrix belonging to a m x n space, where m is the number of senators and n the
number of bills. Before proceeding we need to encode the matrix to convert the verbal preferences
into numerical values, obtaining the dataset that will be analyzed in the next sections. The first

kind of encoding is the following one:

Standard encoding of the vote matrix

“Favorevole” 1
“Contrario” -1
“In missione” 0
“Assente” 0
“Astenuto” -1

“Voto segreto”
“Presidente di turno”
“Richiedente la votazione e non votante”
N.A.

o O OO

Table 1.3: Codification of the vote matrix adopted for PCA and Sparse PCA.

In this case +1 has been assigned for a favourable vote, a —1 for a contrary one and 0 in
the other cases. Note that, following the Senate ruling active during the legislature, abstention
has been considered equivalent to a rejection. A different kind of encoding has been adopted

particularly for the NOMINATE procedure, as suggested by [29]:

NOMINATE-style encoding of the vote matrix
“Favorevole” 1
“Contrario”
“In missione”
“Assente”
“Astenuto”
“Voto segreto”
“Presidente di turno”

“Richiedente la votazione e non votante”
N.A.

[esiVeliNeRiNe M ) IiNeliNe B )]

Table 1.4: Codification of the vote matrix adopted for the NOMINATE procedure.

In this case it is possible to discriminate between an abstention and a missing Senator in
legislature. At the end of the encoding procedure we obtain a matrix Z € {—1,0,1}" in the first
case and Z € {0,6,9}™" in the second one. The final step is to clean and standardize the dataset.
Before the cleaning procedure the total number of Senators is m = 339 and the total number of
bills n = 160. The cleaning is performed by removing all the rows and columns equal to 0 from
the vote matrix. Rows equal to 0 correspond to Senators who never voted during the legislature,

while columns equal to 0 correspond to bills that have been voted in a secret ballot (i.e. they were

9
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not observable). At the end of the cleaning procedure the total number of Senators is m = 335
and the total number of bills is n = 155. After that we perform the standardization procedure, i.e.
we both remove the mean value from the columns and we normalize their norm. This is a usual
preparatory step especially for PCA analysis [30, 32] since centering and scaling the data prevents

the formation of spurious results. Formally,

X, = Zij = Liea Zig
iy = — 1 — 5 .
\/Zi:l(zij — o 2aim1 Zij)

At the end of this process we obtain the standardized vote matrix X € R™", which will be the

fundamental data object undergoing our analysis. To expose the information embedded inside this
matrix we need to reduce its dimensionality, limiting it to the least amount necessary to obtain
enough insight on the data. This is achieved by projecting the dataset on a k-dimensional subspace

(with & < n) with one of the techniques exposed in the next chapter.

10



Chapter 2

Dimensionality Reduction

The main goal of this Chapter is to introduce the techniques adopted to better describe our data,
i.e. to expose the political informations embedded inside the vote matrix. This is achievable by
reducing the dimensions of the data space, limiting them to the least amount necessary to gain
enough insight on the data. Brigadir et al. illustrated a similar analysis applied on the votes of
the European Parliament [34]. There are two approaches that may be followed: one is to use a so-
called scaling method, in particular NOMINATE and its variant W-NOMINATE that are a family
of multidimensional scaling techniques developed especially for roll-call data. These are illustrated
in Section 2.1, denominated Multi-dimensional Scaling. The alternative is to adopt more general
approaches derived from the domain of modern algebra, such as PCA and Sparse PCA, to obtain
a reduced dataset by projecting the n-dimensional data on a k-dimensional subspace (with k < n).

They are exposed in Section 2.2 that has been denominated Feature Projection.

2.1 Multi-dimensional Scaling

Multi-dimensional scaling (MDS) is a technique adopted to visualize the amount of similarity
between the elements of a dataset by performing a dimensionality reduction. It operates by placing
the each element of the dataset in a k-dimensional space while preserving the distance between the
elements as much as possible. The number of dimensions k is specified a-priori and can be freely
chosen. However, it has been shown [40] that k = 2 is the usual upper limit to optimize the data
plot, in particular k = 2 optimizes the visualization on a scatterplot. Values of k > 3 are rarely
used since they hinder visualization. In the next Sections we will focus on NOMINATE, which is

a technique of MDS especially developed for political analysis.

11
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2.1.1 The spatial model of roll-call data

A widely known and used method to visualize parliamentary roll call data is the use of spatial
maps generated by a geometrical representation of the legislators and the votes. The idea is to
represent each senator by one point and each law proposal by two points: one for "Favorevole" (Y)
and one for "Contrario” (N). At the end, a spatial map is formed that summarizes and allows for the
visualization of the information embedded in the vote matrix. This theory was first introduced by
Downs [26]. A comprehensive summary on the theory of modeling legislative preferences through
a spatial model has been produced by McCarty [41]. From this spatial maps a scaling method
can be implemented allowing us to identify these geometrical points and predict the outcome of a
voting session. This is possible since in the statistical approach to the spatial model, it is assumed

that the legislator preference on one of the outcomes respects the following two basic proprieties:

1. Single-peakedness: For all the possible outcomes, the legislator cannot have two preferences
ranking higher then all the other alternatives. In other words, a legislator can always choose

a single preferred outcome identified by a point, which is the legislator’s ideal point.

2. Symmetry: If two outcomes have equal distance from a legislator’s ideal point, the legislator
is indifferent between the two. The assumption that the legislator will always choose the

outcome that is the closest to their ideal point is called sincere voting.

From these assumptions, each roll-call (i.e. each bill column x; of the vote matrix) can be char-
acterized by a cutting line dividing the ideal points of the legislators supporting the Y outcome
from the ones supporting the N outcome. In the mono-dimensional case, the cutting line is simply
a point, called a cutting point. An example is offered in Table 2.1, where each row represents a

possible voting pattern during a voting session.

Vote | Senator A | Senator B | Senator C
1

2= 2| 2| <] =<
ZI| 2| <| <] =2

SIS
ZI <<=z =2

Table 2.1: Example of roll-call voting patterns

Each of these patterns can be explained by a simple spatial model as indicated before: each
Senator can be assigned to an ideal point and a cutting point can be assigned to each vote to

divide the Senators who voted Y from the ones who voted N. For example, a possible model using

12
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the ordering C > B > A is illustrated in Fig. 2.1, explaining all six of the voting patterns.

@ O O O @°
6 C 1-4 2-3

B A °
Figure 2.1: A possible 1-D spatial model for the vote patterns in Table 2.1

The Senators’ ideal points are represented by their letters (in blue) while the votes cutting points
are represented by their number (in green). For simplicity the points representing the Y and N
outcome for each vote are not shown.

Other Senators’ ordering (e.g. C < B < A) are capable of explaining the patterns as well.
When two or more ordering are possible, they are formally equivalent. A choice can be made
by the researcher exploiting a-priori information about the political orientation of the Senators
(e.g. left-wing or right-wing legislators). On the other hand, any kind of ordering incapable of
explaining all the votes is inconsistent with a one-dimensional spatial model for Table 2.1 and
should be discarded. It is immediately clear that unanimous votes like 5 and 6 are explainable by
any kind of Senators’ ordering. As such they are statistically irrelevant and should be discarded
as well. It is also worth noticing that this kind of data is unable to produce a preference scale: we

are unable to know whether A is closer to B than B is to C.

The problem arises when some patterns can not be explained by a consistent spatial model.

For example, a row like

Vote | Senator A | Senator B | Senator C
7 Y N Y

cannot be explained by the model in Fig. 2.1. When there a few cases like this, it is reasonable
to assume that they may have been generated by a stochastic behavior (i.e. a noise source) casting
the model into a probabilistic framework. In this kind of framework, a Senator i with an ideal
point x; is assumed to choose the outcome of an alternative z; according to an utility function
U(x;, z;) + €i; where g;5 is a stochastic error term. In this framework, the identification of the
ideal points and the vote locations is sensitive to both the structure of the utility function U and
the distribution of the error terms. The main advantage of the probabilistic framework however
is the possibility to generate a cardinal ideal point measurement, allowing to deduce how much
a Senator is closer to or farther from another Senator. This is possible because, by assuming a
stochastic behavior of the error terms in advance, the closeness of two Senators is related to the

improbability (or probability) that these random events have led them to vote in the same way.

13



2 — Dimensionality Reduction

In the mono-dimensional case, the utility functions for voting Y or N can be written as

Uz, y;) + &Y
SO (2.1)

Ulwi,ng) + ey,
where z; is the ideal point of the i-th Senator, y; the spatial location of the Y outcome for the j-th
bill and n; the spatial location of the N outcome. The quantities 5? and £7 are the random error
terms for the Y and N utilities, respectively. Within this framework, the assumption is that each
Senator will vote for the outcome that maximize their utility function. Furthermore, by specifying
a functional form for the error terms, it is possible to derive the choice probabilities and so the
likelihood function of the observed votes. This kind of analysis has been mainly developed by Poole
and Rosenthal through the NOMINATE (Nominal Three-step Estimation) procedure and exposed

in their seminal paper [27]. Tt is illustrated in Section 2.1.2.

2.1.2 NOMINATE

For the analysis of the NOMINATE procedure we will consider for simplicity the mono-dimensional
case. Defining the two possible outcomes of a vote as y; and n; for Y and N respectively, we can

compute the middle point

my = U (2.2)
in one dimension. This is what we previously called a cutting point. When the spatial voting
is perfect (i.e. sincere), all the Senators to the left (or right, polarizing the point doesn’t affect
generality) of the cutting point will vote Y (or N) and all the Senators to the right will vote for
the opposite.

The computation of the legislator ideal point is discussed in [28] and exposed through a four-step

process:

1. Compute the agreement score matrix: the agreement score between two Senators is the
proportion of times they voted the same across all the considered bills. It is a symmetric

matrix.

2. Convert the agreement score matrix into a matrix of squared distance: this is done by
subtracting the agreement scores computed in the previous step from 1 and then squaring

them.

3. Double center the matrix of squared distances: the row and the column means are subtracted

14
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from each element of the matrix, then the matrix mean is added and finally divided by —2.

4. Take the square root of each diagonal element of the resulting matrix and divide the corre-

sponding column by this quantity.

The resulting values are the legislators ideal points. We can then define the two utility functions

for the Y outcome and the N outcome on the j-th bill in a similar fashion as we did in (2.1):

Uijy = u(xi,yj) + 6? = Ujjy + E? (2 3)
Uijn = u(l‘i, nj) + E? = Ujjn + 6?,

u is the deterministic portion of the utility function while ¢ is the stochastic one. Both of them
are assumed to be normal distributed. If Usj, > Ujjn, the i-th Senator will vote Y on the j-th bill.

That is, if the difference Uj;y — Usjn is greater then zero, i.e. if
Wijy — WUijn > €ijy — €ijn-

In other words the i-th Senator is assumed to vote Y on the j-th bill if the difference between the
deterministic terms of the utility function is greater than the difference between the random terms.

The same kind of reasoning can be done for the N outcome.

From here we can directly compute the probability that a senator will vote Y or N

P(Senatorivotes Y) = P(e;j, — €:jn < Uijy — Uijn)

P(Senator i votes N) = P(e;jy — €ijn > Uijy — Uijn),

where P(Senator i votes Y) + P(Senator i votes N) = 1.

Since the utility function of a Senator is a bell-shaped curve (having to respect both the
assumptions of single-peakiness and symmetry), two main kind of functions my be used: normal

and quadratic. The normal utility function is the most used [28] and will be the considered one.
The i-th Senator’s utility function defined by Poole and Rosenthal for the Y outcome on the
j-th bill is
1
Uijy = Bexp (—2wdij) : (2.4)
Similarly the function for the N outcome can be defined. In this way the difference between the
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deterministic terms of the utility functions becomes

1 1
Uijy — Uijn = {GXP <_2wd?jy) — eXp (—QWdzzjn) } )

where dij and d%jn are the squared distances between the i-th Senator ideal point and the Y

outcome and N outcome for the j-th bill, respectively. In the utility function expression we can
recognize the salience weight w, used in W-NOMINATE (Weighted-NOMINATE) flavor. This
coefficient allows for the weight of the bills and the Senators position to vary in each dimension the
case of multi-dimensional estimation. [ is a tune parameter used to compensate the noise level.
Both of these terms are determined during the estimation procedure.

Various kind of distributions (uniform, normal, logit) have been proposed also for the proba-
bilistic part of the utility function but, also in this case, the normal distribution has been chosen
for its proven advantages [28]. This can be motivated by the fact that statistically, the random
errors affecting the Senators’ choices should be a set of independent and identically distributed
random variables drawn from a known distribution. If €;;, and €;;, are random samples of the

error distribution, they should respect this conditions from a behavioral point of view:
e ¢€n and €;;5, should be symmetric and unimodal
e ¢€;n and €;;, should be uncorrelated

The normal distribution satisfies all of these criteria. Also, if €;;, and €;;, are normal, their
difference €;j, — €5, is normal too. Starting from (2.3) then, we can derive the overall utility
distribution:

Uijy = Uijn ~ N (uijy — tijn,0°). (2.5)
We can then rewrite the probability for the i-th Senator to vote Y on the j-th bill as

Pijy = P(Uijy > Uijn) = Pleijn — €ijy < tijy — ijn)
(2.6)
= @ [uijy — uijn] -

Adopting the normal utility function we can rewrite ® as

oo fow (L) o (202,)1)]. .

The final step is the identification of the parameters characterizing the distribution (2.6). We have

to identify:
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e The Senator ideal point z;
o The bill outcomes (both Y and N) y; and n;
e The utility function parameters g and w

The standard procedure is than to maximize the likelihood function L of actually observing

the vote data:

n m 2
L=TITI1I~S: (2.8)

i=1j=1r=1
where 7 is the index for Y or N, P;;; is the probability of voting for the 7 outcome and Cj;, is
equal to 1 if the Senator’s choice is actually 1 and 0 otherwise. Usually it is standard practice to

work with the log-likelihood function:
n m 2
log(L) =Y > Y Cijrlog (Pijr). (2.9)

As a further restriction, the outcome points are estimated in terms of the midpoint m; between
the two, as defined in (2.2), and the distance d;; between each outcome and m;.

Usually the maximization of the log-likelihood functions is done by taking the first derivatives
with respect to all the parameters, setting them to zero and solving each one of the resulting
equations. W-NOMINATE instead solves the problem in a more efficient way by adopting a

three-steps algorithm:

1. Estimate m; and d;;, keeping z;, 8 and w fixed.

ij
2. Estimate z;, keeping the other parameters fixed.
3. Estimate 8 and w, keeping the other parameters fixed.

This procedure is iterated until the current parameter set correlates at 99% or better with the
previous set.

To evaluate the quality of the model different statistic measures are possible. The first and most
immediate one is the percentage of correct classifications. This measure reflects the percentage of
cases where the choice of the Senator identified by the maximum estimated likelihood corresponds

to the actual vote

>~ (Correctly predicted votes)

S (Votes) - 100.

Classification Success =
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This measure has a main drawback. Suppose that a bill has passed with the votes expressed as in

the following table, with a majority vote of the 85%:

Senator | Vote
1 Y
2 Y
3 Y
4 Y
5 Y
6 N

Then, a naive model where all the Senators vote for the winning alternative (in this case
Y) has a classification success equal to 85%. If the winning margin increases then the baseline
classification rate will increase too even if the model is not explaining the additional data. For
this reason an alternative measure has been proposed called Aggregated Proportional Reduction

in Error (APRE). It is defined as

Minority votes - classification errors)

2
APRE = 3 (Minority votes)

(2.10)

Intuitively, it classifies how much better the model performs with respect to a naive majority
model. The APRE value can vary between 0 and 1. When the APRE is equal to 0, the model

cannot explain anything. When the APRE is equal to 1, perfect classification has been achieved.

A second measure called Geometric Mean Probability (GMP) has also been proposed. This
measure tries to compensate for the fact that both the classification success and APRE cannot
discriminate between a classification error close to the cutting point and an error with a larger

magnitude. It is defined as the anti-log of the average-likelihood

GMP = el/mn, (2.11)

where L is the likelihood value, m is the number of Senators and n is the number of bills. GMP
value lies between 0.5 and 1. The more the GMP is near 0.5 the more the model is behaving like
a completely random binary classifier (a coin flip). The closer it is to 1 the better the model is

fitting the data. Both APRE and GMP have been reported in our results.
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2.2 Feature Projection

2.2.1 SVD

The singular-value decomposition (SVD) is a particular kind of matrix factorization achieved start-
ing from its eigenvalues and eigenvectors. The principal component analysis technique illustrated
in Section 2.2.2 is strongly related to this factorization.

Specifically, given any rectangular matrix X € R™" it holds that

X=UxV", (2.12)

where
e U is a m x m orthogonal matrix,

e Y is a m x n rectangular diagonal matrix with non-negative scalars on the diagonal, i.e.

¥ 2 07"><(n—r) 7
0(m—'r)><r O(m—r)x(n—r)
with 3 = diag(oy,...,0.), o; all positive values and r equal to the rank of X,

e V is an xn orthogonal matrix.

We briefly remember that a matrix X is orthogonal if it holds that X ' X = XX T = I, where
I is the identity matrix. The columns {u;}™; of U are called left-singular vectors of X and are
the eigenvectors of X X T while the columns {v;}!_; of V are called right-singular vectors of X and
are the eigenvectors of X ' X. Finally, the terms {o;}/_,, where r is the rank of X, are called the
singular values of X and are the square roots of the eigenvalues of XX T and X T X.

A common way to interpret the SVD is by remembering that a matrix X € R™" can be seen
as a linear map going from R™ to R™ via the product w = Xv, where v € R™ and w € R™. Under

this perspective, this linear transformation is divided into three steps (see Fig. 2.2)
1. The input vector v undergoes an orthogonal transformation via the matrix VT,

2. A non-negative scaling is applied on the entries of the rotated vector, possibly adapting its

dimension,

3. Finally, the output vector w is obtained by performing a final orthogonal transformation via

the matrix U.
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’UGR” VT 1)—VTU 2 =20 w—UwE]R"'

Figure 2.2: Block diagram representing the SVD as a chain of transformations

A full decomposition is usually unnecessary in real applications, instead alternative versions of
the SVD are often used since they are faster and occupy smaller storage in comparison to a full

SVD. A typical variation is the compact SVD
X=U%"V",

where we consider only the first 7 columns of U and 7 rows of V' ' with r still the rank of X. The
remaining m — r and n — r vectors are not calculated. This is equal to considering only the first r

non-zero singular values of X. This is especially efficient when r < n.

The SVD, apart from allowing a direct solution to the problem of the PCA, is also a cardinal
tool providing important insight on the spectral proprieties of a matrix. From it we can derive
information, among other things, about the rank, the spectral norm and the condition number of

the matrix undergoing the factorization.

2.2.2 PCA

Principal component analysis (PCA) is a widely known technique used to find the most important
directions in a dataset [31]. These are orthonormal directions along which the data has the most
variation and are called the principal components (PC). The PCs are a new set of variables ordered
in such a way that the first few of them will retain the most amount of variation. Thus, by
discarding all but the first few directions the data can be modeled along a low-dimensional subspace
exposing the most relevant pieces of information. Recalling that dataset is composed by m Senators,
each one of them represented by an element in R™, our objective is to find w € R”, |Jw|l, =1, a

normalized direction along which the variance of our data is maximized.
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Figure 2.3: Example of the change of reference system obtained through PCA [31]

In Fig. 2.3 we can see an example of what is the aim of principal components analysis. In Fig.
2.3.(a) it is clear that there is a preferred direction among which the data is distributed. PCA
identifies this direction by defying a new orthogonal reference frame which is able to maximize the
expressed variance of the data. In Fig. 2.3.(b) the direction 25 can be discarded, reducing the data
on a mono-dimensional subspace identified by the axis z; which is still able to correctly explain

the dataset. To obtain the solution we firstly define:
G=aDTw, i={1,...,n},

which is the projection of (¥ along the the span of w i.e. the components of the data along the

w direction. Now we can define:

1 n n
— g Cf: g waixiTw:wTXTXw,
n

i=1

=1

that is the mean-square variation of the data along the w direction. To find w, we can cast an

optimization problem:

max w' X' Xw
wer™ (2.13)

s.t. lwl, = 1.
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To solve it we can start from the compact form of the SVD of X:
X = UTETVTT = Zaiuiv;,
i=1

then defining H = X " X, we can reformulate (2.13) as
max w' Hw
weR™

st Jully =1,

Where H € ST and its eigenvalues can be arranged from the maximum to the minimum one,
{OAmax(H) > ... > Anin(H)}. In the objective function we can recognize the maximization of a
quadratic form of the matrix H, which is directly linked to the Rayleigh quotient induced by H.
It is proven via the spectral theorem [33] that the maximum coincides with the largest eigenvalue
of H and the maximizer is the eigenvector associated to this eigenvalue. Since we can obtain the

spectral factorization of H starting from that of X
H=V,2?V,

the largest eigenvalue of H is 0% and the direction along which this variance is expressed is the
first column of the matrix V. i.e. v1. As such, v; is the first principal component of the matrix X.
To find the other principal components we can proceed by deflation. We first deflate the data by

removing the component along which we found the largest variation:
xgi) =@ v (2DTw)i={1,...,m}.

Repeating this computation for all the rows of X, we obtain the deflated matrix Xj

mgl)T
Xr = : =X - Xviv] =X —vv])

x?ﬂT
(2.13) can be recasted using X in the objective function

max wTXITXIw
weR™

st fuwll, =1
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To solve it, we can derive the compact form of the SVD of X starting from that of X:

s T
X = E Uiuw;— E aiuiviTvlviT
i=1 i=1

T
= E Jiuiv;—alulv;—
i=1
T
T
= g OiUiV;
=2

where in the second equation we exploited the notion that {v;}, form an orthonormal set, so the
product v;'v; is equal to zero for each i # 1. Defining H; = X, X7, we obtain a reformulation of
the problem similar to that of the previous case

max w' H Tw

wER™

st Juwlly =1,

where now the factorization of Hj is
2y, T
H;y =V.,%°V,,.

With V,., we are indicating the matrix V, deprived of the first column v;. Adopting the same
reasoning of before, the maximum is now obtained with the largest eigenvalue of H; which is 03
and the maximizer is the second column of the matrix V., i.e. v which corresponds to the second
principal component. This procedure can be iterated r times until r directions are found which
are in descending order of data variation. By choosing 1 < k < r we can project our dataset X
on these k principal components obtaining at the end a m x k reduced matrix X, = XV, € R™*,
where with V}, we mean the first & columns of the matrix V,.. It is worth to notice that the
principal components both captures the maximum variability among the columns of X and are
all uncorrelated to each other, allowing us to consider only one of them without referring to the
others. The number of chosen dimensions is a design parameter dictated primarily by the need to
visualize the data (see Section 2.3) and by the amount of variance present in the original dataset
needed to be explained by the reduced dataset, creating the need for a trade-off strategy. In this
regard it is useful to define a ratio

a%—&—...—!—a?
)
O’%-ﬁ-...—‘r—O’i
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which is the amount of variance retained by only keeping the first £ principal components, briefly

remembering that o? is proportional to the mean-square variation along the i-th direction. Rel-
atively high values of E-Var (which by experience are > ~30%) mean that the data observed on
the projected k-dimensional subspace has kept a fair amount of information with respect to the

original dataset.

2.2.3 Sparse PCA

The main issue with PCA is that each one of the computed directions is a linear combination of
all the elements in R™, i.e. they are a combination of all the bills belonging in our dataset. This
proves challenging when trying to obtain interpretability on the directions: in our case it would
be interesting to know what were the bills that played a major role in increasing variance and
separating the Senators. For this reason a sparse approach has been implemented based on the
work of Zou. et al. [35] adopting the SpaSM toolbox for MATLAB [36]. In the Sparse PCA method
a constraint is added to (2.13) in order to limit the number of non-zero elements composing the
principal direction:

max w' X' Xw
weR™

st Jwll, =1 (2.14)

wly < p,
where p is the desired level of cardinality of the PC imposed directly as a constraint on the /-
pseudonorm of w. This approach however is computationally impractical for a high number of
dimension since it is a hard combinatorial problem [38]. A relaxed approach is described by [35]
and is the one adopted in this work. Other kinds of relaxations have also been proposed, e.g. El
Ghaoui et al. [37] showed that the Sparse PCA problem can be approximated with a semi-definite
programming (SDP) optimization problem involving the maximization of the trace of a symmetric
matrix, which is then eventually subjected to truncation. To introduce our chosen approach we
have to reframe the classic PCA algorithm under a compression standpoint. Specifically, finding
the directions among which the variance of the data is maximized translates into the problem
of finding the matrix A which projects the data on a lower dimensional subspace such that the

projection made by AAT reconstructs the data point 2(*) as well as possibile. This can be casted as
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an optimization problem with the constraint AT A = I to impose the orthogonality of the solution

arg min HX—XAATHi,
4 (2.15)
s.t. ATA=1,

Where X € R™" and A € R™*, ie. we are projecting the data on a k-dimensional subspace
through the k columns of A with k& < n. The solution of (2.15) is A = Vi where V}, = {v;}F_;
are the first k columns of the matrix V obtained via the SVD of X. This is the same problem
exposed in Section 2.2.2. Zou et al. [35] describes a reformulation of (2.15) where the problem of
finding sparse principal components is translated into an elastic net optimization problem with a
sparse matrix B as argument. In general, an elastic net problem has a penalty term on both the
{5 and the £1-norm of the variables in the objective function. In this case, the ¢; penalization is
used to relax the cardinality constraint of (2.14) while the ¢» penalization is used to provide unique
solutions also when m > n [36]. Since both A and B are orthogonal matrices, we can estimate the

columns in a sequential way. For the i-th columns «; and §; the problem is casted as

. 2
arg min || X — XBia] || + 011815 + i 18l
@,B1 (2.16)
s.t. Al AL =1,

where Ay = [a1,...,ak]. 2.16 can be solved by the general SPCA algorithm explained by Zou
in [35]. In this work we adopted the variation of this algorithm which utilizes a soft-thresholding
rule to impose sparsity on the columns of B denominated the Gene FExpression Arrays SPCA
Algorithm. This algorithm, as the name suggests, was born in the context of gene analysis where
high-dimensional data have a number of observations higher than the number of variables, such as
in our case. Moreover, it is desirable to simplify the general SPCA algorithm to boost the numeric
computation of the solution. This is achieved by setting 6 = oo, causing the estimation algorithm
to turn into the soft-thresholding function (see Fig. 2.4) This procedure is exposed in Algorithm
3.
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Algorithm 3 Sparse PCA Algorithm in case § = oo for k PCs

Initialize Ay as the first k ordinary PCs
while the sparse vectors in B have not converged do
for each o; in Ay = [aq,...,a;] do

Ai
Compute 3; = (|oziTXTX - 2> Sign(a, X T X) (soft-thresholding function [35])
+

end for
Update the matrix Ay
end while
Normalize each 3; = Hﬁﬂln ,i={1,...,k}
{12

Return B = [y, ..., B

Ai/2 is the parameter regulating the sparsity value i.e. the cardinality p of each column f;.
It should be chosen to obtain a reasonable trade-off between sparsity and variance (see also the
Sparse PCA results in 2.3). Fig. 2.4 gives an illustration of how the soft-thresholding rule operates
with \;/2 = A. It should be noticed when analyzing the results that for our purposes we decided

to adopt the same coefficient \; for each column.

y

Figure 2.4: Illustration of the soft-thresholding rule y = (|z| — A), Sign(z) adpoted in Algorithm
3 [35]

The results for all three of the explained techniques are exposed in the following section.
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2.3 Results

These results have been obtained by projecting the data on a 2-dimensional and 3-dimensional
subspace for every techniques exposed in the previous section. For the Sparse PCA case also

different level of sparsity were considered. All the plots share the same following legend:

PD
M5S
Lega
PdL
NCD
LeU

Other

O<C P> X %%+

Table 2.2: Legend of the political groups adopted both in the DM and outlier analysis plots and
in the political maps

In Fig. 2.5 is shown the dataset reduced using the W-NOMINATE procedure. In particular
in Fig. 2.5.(a) is shown the dataset reduced considering k¥ = 2 dimensions and in Fig. 2.5.(b) the
dataset reduced considering & = 3 dimensions. As a mean of comparison the values of APRE and

GMP (see Section 2.1.2) have been specified for each plot.

In Fig. 2.6 is shown the dataset reduced using PCA. In particular in Fig. 2.6.(a) is shown the
dataset reduced considering k = 2 PCs while in Fig. 2.5.(b) the dataset reduced considering k = 3

PCs. As a mean of comparison the E-Var value (see Section 2.2.2) has been specified for each plot.

Finally, in Figs. 2.7 and 2.8 is exposed the dataset reduced using Sparse PCA and considering,
respectively, k = 2 and k = 3 sparse PCs, for different level of sparsity. Specifically, in Fig. 2.7 is
shown the plot obtained projecting the dataset on k = 2 sparse principal components enforcing a
degree of sparsity equal to p = 10 (Fig. 2.7.(a)), p = 30 (Fig. 2.7.(b)) and p = 50 (Fig. 2.7.(c)).
Instead, in Fig. 2.8 is shown the plot obtained projecting the dataset on k = 3 sparse principal
components enforcing a degree of sparsity equal to p = 10 (Fig. 2.8.(a)), p = 30 (Fig. 2.8.(b)) and
p =50 (Fig. 2.8.(c)). Also in this case the E-Var value has been specified for each plot as a mean

of comparison.

Some individual considerations for the various techniques are made in the following sections.
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2.3.1 W-NOMINATE
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Figure 2.5: Dimensionality reduction using W-NOMINATE in k£ = 2 and k = 3 dimensions.

Here we can see the dataset reduced to k = 2 and k = 3 dimensions via the scaling method

performed by the W-NOMINATE procedure. Some considerations that my hold are:

e The procedure has been able to explain the political structure of the Italian Senate, identi-

fying the aggregation of the various political parties. This is also supported by the relatively
high values of the APRE and GMP measures. It is worth to remember here that the algorithm

works on unlabeled data.

The k = 2 plot offers a possible interpretation of the axes direction. The vertical direction
can be thought as an indicator of the political ideology of the represented parties (see Table
1.1), with the right-wing parties placed on the positive values and the left-wing parties (with
the possible exception of the M5S group) placed on the negative values. The horizontal axis
may instead be interpreted as a separator between the ruling parties, in particular the PD
placed on the far right, and the opposition parties, in particular Lega and M5S placed on the

far left.

The additional dimension in the & = 3 doesn’t convey a significative amount of new infor-
mation. This can be seen both by the fact that third axis doesn’t offer any kind of new
interpretation of the data and that the values for the APRE and GMP measures on the third

dimension are very similar to those of the second dimension.
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2.3.2 PCA

0.6

a) PCA, k =2 (b) PCA, k=3
E-Var = 63.38% E-Var = 67.50%

Figure 2.6: Dimensionality reduction using PCA with k£ = 2 and k¥ = 3 PCs.

Here we can see the dataset reduced to k& = 2 and k = 3 dimensions by mean of PCA. Some

considerations that my hold are:

e PCA has been able to identify a political structure underlying the Italian Senate, in some
way similar to the one identified by the W-NOMINATE procedure (Fig. 2.5). This is also
supported by the relatively high E-Var value (more than 60%), indicating that by retaining

only k = 2 PCs the algorithm is capable of explaining a significative amount of data.

e An axes interpretation can be made similar to the one proposed in the W-NOMINATE case.

e The M5S group is the most compact one, with members that don’t spread out on the plot.
This is reasonable considering that M5S Senators have to follow a code of conduct preventing

them to go against the group guidelines [7].

e The LeU group is very close to the PD group: this is reasonable since the foundation of the

LeU group is linked to an internal split of the PD group.

e The third dimension added in the k = 3 plot, also in this case, doesn’t explain a significative
amount of additional data also in this case. This can also be seen by the E-Var value

incrementing of only about 4%.
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2.3.3 Sparse PCA

The main objective of the Sparse PCA analysis is to give a degree of interpretability to the principal
components. This is achieved by imposing sparsity on the elements of the PCs and we should focus
on the elements that are not set to zero by the algorithm. Since we are operating inside the bill
space, this elements corresponds directly to the subset of bills that are capable of explain the most
amount of information in the data. An example is shown in Table 2.3 where we list the bills

identified on the first PC with a degree of sparsity p = 10.

Date Description
26-11-2013 Stability Law 2014 - Vote of confidence
27-11-2013 Budget Law 2014 - DDL n. 1121. Final vote
05-12-2013 Decree Extending Military Missions
11-12-2013 Vote of confidence to the Letta Government
23-12-2013 Stability Law 2014 - Vote of confidence
24-02-2014 Vote of confidence to the Renzi Government
05-06-2014 IRPEF Decree
08-10-2014 Enabling act- Jobs Act
19-12-2014 [Legge di Bilancio 2015] Budget Law 2014 - Bill n. 1699. Final vote
25-06-2015 Bill "The Good School”

Table 2.3: Bills identified by Sparse PCA (k = 10, p = 10).

Regarding the plots, the analysis shares many aspects with the PCA case described in the

previous section. Some considerations can be done specifically for the Sparse PCA case.
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E-Var = 10.01% E-Var = 19.76% E-Var = 31.26%

Figure 2.7: Dimensionality reduction with Sparse PCA using k = 2 PCs and different level of
sparsity p.

e As expected, the E-Var value increase proportionally with the increment of the sparsity level.

o For high degree of sparsity (see Fig. 2.7.(a)) the Senators are not well separated. This kind
of behavior shows how the bills identified by the algorithm (see Table 2.3) have polarized the

political orientation of the Senate.
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e Also for the Sparse PCA case, the third dimension doesn’t seem to have a relevant role in
explaining the data. This can be primary seen by the E-Var value incrementing in average
of about 3% with respect to the k = 2 case for each plot. This finally suggests that for our

dataset only 2 dimensions are necessary to obtain enough insight on the data, justifying the

use of a 2-D polytope for the political maps shown in Chapter 4.

(a) Sparse PCA, (b) Sparse PCA, (c) Sparse PCA,
k=3, p=10 k=3,p=230 k=3,p=50
E-Var = 12.88% E-Var = 23.44% E-Var = 34.87%

Figure 2.8: Dimensionality reduction with Sparse PCA using k = 3 PCs and different level of
sparsity p.
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Chapter 3

Outliers Detection

Aim of this Chapter is to state a set of measures able to define how much a Senator is distant
from their nominal political group. This is basically the idea behind cluster analysis. The goal
of cluster analysis is to group a set of objects (in our case the Senators) in such a way that the
objects belonging to in the same group expose a degree of similarity between each other higher
with respect to the objects belonging to the other groups. It sees its birth in the anthropology
field [42] and has since expanded as a cardinal tool used in machine learning [43], image analysis

[44], gene expression [45] and several other fields.
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Figure 3.1: Simple example of the results following cluster analysis

There is not a specific algorithm that solves the problem of cluster analysis and the solution
can be achieved by mean of various techniques. One of the most common involves the use of a
centroid model, i.e. each cluster is represented by a single mean vector called a centroid. The most
representative algorithm belonging to the class of centroid models is the k-means algorithm, which

is exposed in Section 3.1. Another technique considered to perform the cluster analysis involves the
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computation of Minimum Volume Ellipsoids (MVE). Having a set of points lying in a geometric
space, a MVE is the one covering all the members of the set while minimizing the volume. Since in
our case the sets are represented by the political groups composing the Senate, the MVE algorithm
needs to work with labeled data. It is illustrated in 3.2. Finally, during the research leading to this
thesis an innovative method for the detection of outliers in a dataset reduced with Sparse PCA

has been developed and is explained in Section 3.3.

3.1 K-means

K-means is one of the simplest technique of unsupervised learning, i.e. the algorithm works on a
unlabeled set of data that has not been priorly classified: purpose of the algorithm is in fact to
associate a label (i.e. a cluster) to each of the data points. It is possibly the most famous and used
clustering algorithm in literature [48]. It has been initially proposed independently by Lloyd [46]
and Steinhaus [47]: the fundamental idea is to partition a population of N members into k sets
or clusters starting from a sample of the population. This has both the aims of finding outlying
members in the clustered population (such as in this work) and also to possibly reduce the size of
the starting dataset, e.g. by replacing one or more of the clusters with a representative to increase
the efficiency of subsequent numerical analysis.

To classify the observations into clusters, it is necessary to define a measure of distance in order
to evaluate the similarity between each pair of observations. If & = (z1,...,z,) and y = (y1,-.-,Yn)
are two elements of a n-dimensional normed space, the most general metric that can be defined

between the the two points is the Minkowski distance

n 1/p
dmink(T,y) = <Z |z; — :’h') . (3.1)

We are interested in particular for the cases where p = 1 and p = 2. For p =1 (3.1) becomes the

Manhattan distance (also called city block distance)

dman(xay) = Z |£L'1 - y1|3 (32)
=1

while for p = 2 it becomes the Euclidian distance

2 2
(u’Ui - yi) = ||5Uz‘ - yiH2 . (3-3)
1

deuc (xa y) =

n

7
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The choice of which distance to use to perform the cluster analysis is of critical importance,
influencing the shape of the clusters and so the labels assigned by the algorithm. It has been
shown [49] that for high dimensional data (3.2) performs better than (3.3). While it is true that
our dataset initially belongs to a high dimensional space, throughout this work we will intensely
adopt the dimensionality reduction techniques illustrated in Chapter 2, especially reducing the
data to a 2-dimensional space: as such, our distance of choice will be the Euclidian one which also

corresponds to that used in the standard k-means implementation.

K-means bases its approach on the problem of minimizing the sum-of-squared errors (SSE) [50]
between the data points and the centroids representing the clusters. Formally, given a dataset
X =[z1,...,2zy,] where x; € R", the goal is to find K sets C = {Cy,...,Cx} with K € N. These
sets are the clusters and they are determined such that the sum of the squared distances of the

elements in X from the nearest centroid j; of the j-th cluster C; is minimized

K

arg min SN e = wll (3.4)

Jj=1 IECJ'

where p; is the mean of the points in C; and the last term is the squared Euclidian distance.
The standard procedure is exposed in Algorithm 4, and is commonly referred to as the Lloyd’s

algorithm [46].

Algorithm 4 Lloyd’s algorithm

Choose K initial centroids (see later for details about initialization)
while the centroids have not converged do
for each data point z; do
Assign x; to the cluster with the least squared Euclidian distance i.e,
Build the i-th cluster as
2 2 . )
Ci =Aap : lzp — pally < llwp — pyll5, V5,1 <j < K}
end for )
Compute the new centroids as p; = [ > wiec; Ti

end while
Return the set of clusters C = {Cy,...,Cx}

Problem (3.4) is in general NP-hard in the Euclidian space and Algorithm 4 heuristically
computes a sub-optimal solution [51].

Regarding initialization, Celebi et al. [52] showed that the placement of the centroids in the
first iteration of the algorithm can drastically influence performance. In this work we adopted
the k-means++ initialization technique [53]. The idea behind it is intuitively simple: the first

K centroids should be spread out on the data space to ensure a good convergence. To obtain
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this spreading, the first centroid is chosen uniformly at random from the data points while the
successive ones are chosen from the remaining data points with a probability that is proportional
to the squared Euclidian distance of the from the closest existing centroids. The procedure is

illustrated in Algorithm 5.

Algorithm 5 K-means++ initialization

Choose the first centroid pq uniformly at random from the data points.
while K centroids have not been chosen do
for each data point z; do

Compute the distance d(z;) = ||z; — ,uj||§ where p; is the nearest existing centroid to x;
Choose a new centroid from the data point with a probability P proportional to d(z;)
end for
end while

Return the set of centroids M = {p1, ..., ux}

Finally, the choice of the number K of clusters is an important design parameter that heavily
influences the correctness of the algorithm. A tool that is able to analyze the consistency of
clustered data is Silhouette Analysis (SA) [54]. The silhouette value ranges from -1 to 1 and is
assigned to each element of the dataset. The closer the value is to 1, the more the data point
is well matched to the cluster to which it belongs and poorly matched to all the other clusters.
This means that if most elements have a high silhouette value, the clustering is well performed.
On the other hand if many elements have a low or a negative silhouette value there may been too
many or too few clusters describing the dataset. Formally, for each data point x; we can define

two quantities:

o a(x;), which is the average distance between z; and all the other points in the same cluster.
It represents how well z; is assigned to its cluster: the smaller is the value of a(z;) the better

is the assignment.

o b(x;), which is the average distance between x; and all the other points belonging to its
closest neighboring cluster. This is the cluster to which z; doesn’t belong but its average
distance is the smallest among all the other clusters, i.e. the cluster with the smallest average

dissimilarity with respect to x;.

The silhouette is then defined as

s(z;) = (3.5)

max{a(z;),b(z;)}

From the definition it follows that —1 < s(z;) < 1. In fact, if b(z;) > a(x;), the dissimilarity with

respect to the closest neighboring cluster of x; is high with respect to a(x;), bringing s(z;) close
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to 1. This implies that the x; is well matched to its assigned cluster. The opposite consideration
holds for values of s(z;) close to —1. In this thesis we analyzed the average silhouette value to
decide the number of clusters to be used with the k-means algorithm and the results are exposed

in Section 3.4.

3.2 Minimum Volume Ellipsoid (MVE)

The problem of covering a set of points with an ellipsoid having minimum volume is a classical
geometric problem, firstly addressed by Léwner in [55]. It then evolved primarily in the field of
convex optimization [56] where several applicative algorithms have been developed in the recent
years, e.g. [58, 57]. In particular, in the convex optimization framework the problem belongs to
the field of Semidefinite Programming (SDP) which involves the optimization of a convex objec-
tive function (in this case representing the volume of the ellipsoid to be minimized) over a set of
constraints represented by an affine combination of positive semidefinite matrices. This sub-field
of optimization problems embodies the most general representation of Linear Programming (LP)
problems. To cast the problem as an optimization problem, we firstly have to adequately charac-
terize the ellipsoid. An ellipsoid £ centered in the origin can be defined in the following way, as
described by [33]
E={reR": 2" P12 <1},

with P € S". The shape of £ is defined by the eigenvalues of P, which by definition are all positive
and act as scaling factors, and eigenvectors of P acting as the directions of the semi-axes of &.
Also, the volume of & is proportional to the determinant of P~!. Since P € S} also P~ € ST
and by the Cholesky decomposition there exists a matrix A such that P~' = AT A. In this way,
TP~z =T AT Az = || Az||5. Considering a generic point of R™ as the center of £, we can then
write:

£={zeR": Az +b||, <1}, (3.6)

interpretable as an affine transformation of the unit ball in the Euclidian space. The optimization

problem can then be casted in the following form

arg min log det A~!
A, b

.. | Az + b, < 1, (3.7)
A eSSy,
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remembering that any monotone increasing transformation of the objective function (such as taking
the logarithm) results in an equivalent optimization problem. Since both the objective and the
constrains are convex in A and b, (3.7) is convex and solvable for example under MATLAB adopting
the CVX toolbox, as in our case. The resulting ellipsoid parametrized by A and b is the MVE.
The adoption of the MVE as a clustering tool is already present in literature, e.g. [59]. In this
work we followed a customized interpretation of the problem, resulting in a simpler but less robust
algorithm. Advantages and disadvantages of our technique are shown in Section 3.4. Basically, the
chosen method involves the computation of the MVE covering only an arbitrary percentage a%
of the points in a set. In this way, the points left outside of the ellipsoid are directly the outliers.
With respect to the k-means algorithm exposed in Section 3.1, this can be seen as a technique of
supervised learning. In the supervised learning context, the algorithm has to work with a dataset
that has been previously classified, i.e. all the data points should be labelled. In our context
the data points, i.e. the Senators, have been labeled with their nominal affiliation to one of the
political groups of the Senate (see Algorithm 2). As such, we have to compute n, ellipsoids where

ng is the number of considered political groups. The procedure is illustrated in Algorithm 6.

Algorithm 6 Computing the ellipsoid covering the a% of the set

Choose the a% of the set to keep inside &
Compute the number k of points to be left out of £ as card(z) - «/100
Set the initial number w of outsiders to 0
Solve (3.7) for A and b
Check for which points ; the constraint is active, i.e. Az; —b=1
while w < k do
for each z; do
Remove z; from the set
Solve (3.7) for A; and b;
Compute the i-th volume V; as ﬁ
end for
Choose as solution A; and b; corresponding to the minimum V;
Update the value of w
end while
Return A;
Return b;

The chosen method is to firstly solve (3.7) and obtain the MVE. Then, we check for which data
points the constraint of the problem is active, i.e. which are the data points lying on the boundary
of the ellipsoid. We procede to remove each one of these data points from the set and solve the
problem again. From the resulting ellipsoids, we choose the one with the minimum volume. This
procedure is iterated until a% of the original points are kept inside the ellipsoid. The results

exposed in Section 3.4.
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3.3 Automatic outliers selection via Sparse PCA

In this section we show how the Sparse PCA technique (see Section 2.2.3) may be adopted to
automatically select the outlying Senators, i.e. those Senators whose voting behavior is not rep-
resentative of their nominal political group. The process has born during the research underlying
this thesis. The fundamental insight leading to the discovery of this technique was to consider the
transpose of the data matrix X T. X ' is a n x m matrix, with n being the number of bills and m
the number of Senators, where each datum z(*) now represents a bill in the m-dimensional space
of the Senators. Under this interpretation, the application of one of the dimensionality reduction
techniques exposed in Chapter 2 will result in the projection of the bills on a lower dimensional
subspace which directions are linear combinations of the Senators. If this kind of reduction is made
with the classical PCA, all the directions will be a linear combination of all the Senators present
in the dataset. By applying instead the Sparse PCA algorithm with a suitable level of cardinality
p, it is possible to limit this combination to a prefixed number of Senators. With great interest we
discovered that by adopting this methodology the principal components tend to naturally cluster
with respect to the political groups of the Italian Senate. The analysis is summarized through the

block diagram shown in Fig. 3.2.

Raw

Dota | Datachcoding 7/ Data X Sparse ~ \qk Outliers
g i > — {supp @)}c,—
Transpose Preprocessing PCA =

(support of the columns
of sparse matrix V)

Figure 3.2: Block diagram representing the automatic extraction of outliers using Sparse PCA on
the transposed matrix

The procedure is composed of the following steps:

e Firstly, the raw data acquired by mining the Italian Senate is encoded and cleaned.

e Then, the resulting matrix is transposed and encoded following the same method shown in

Section 1.4.3.

e To this matrix the Sparse PCA algorithm is applied, by retaining only k& = 10 principal

components each of them with a value of cardinality p = 50.

e Finally, from the columns of Vj which are now a linear combination of p = 50 Senators and

we extract only the non-zero elements.

The choice of k and p is also in this case a design parameter: & = 10 has been chosen to mirror

the number of political groups present during the Legislature while p = 50 represents a reasonable
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trade-off between the amount of E-Var (about 40%) and the degree of sparsity of the solution.
The results obtained at the end of these three techniques of cluster analysis are exposed in the

following Section.

3.4 Results

The results have been separated into the sections corresponding to each of the explained clustering
techniques. In Section 3.4.1 are shown the results obtained by applying the k-means algorithm.
In particular, in Fig 3.3 are shown the results of the cluster analysis made with k-means to the
dataset reduced via the W-NOMINATE procedure in k = 2 dimensions, and in Fig. 3.4 the results
obtained via k-means with the dataset projected on & = 2 principal components computed via
PCA. In Fig. 3.5 are exposed the results obtained computing the MVE for each political group
in the dataset reduced in a k = 2 dimensional subspace both via PCA and the W-NOMINATE

procedure. The adopted legend is the one exposed in Table 2.2.

3.4.1 K-means

The k-means results are exposed in this section for the dataset reduced both via the W-NOMINATE
procedure and with PCA. For the two cases, on left it is shown the evolution of the average value of
the silhouette by choosing a number K of clusters going from 1 to 10. This plot is used as a guide,
together with a visual inspection of the reduced dataset, to choose the K before proceeding with the
analysis. The clusters are shown on the right, separated by the color of the corresponding political
group (we apply the same legend of Table 2.2). The outliers have been indicated on the plot by a
full marker, keeping the shape of original political group but with the color corresponding to the
cluster to which the outlier has been assigned. The final values of the centroids are represented by

a black cross marker.
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Figure 3.3: Outliers identified by the K-means algorithm for the dataset reduced via
W-NOMINATE retaining k£ = 2 dimensions.

In Fig. 3.3 we can see the k-means results for the dataset reduced via the W-NOMINATE
procedure using k& = 2 dimensions. In Fig. 3.3.(a) we can see that for K = 7 we have a silhouette
value of about 0.88, which is a relatively large value indicating that with K = 7 clusters the
algorithm can perform well. This can be seen also in Fig. 3.3.(b): the considered political groups
have kept a shape on the plot that is very similar to that exposed before performing the clustering
procedure. As expected, the members of the Other group are the one exposing the largest number
of outliers, spreading out towards all the rest of the political groups. It can also be seen that M5S
is the one exposing the least amount of outliers, in accordance to how this political group is the

most cohesive of the XVII Legislature.
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Figure 3.4: Outliers identified by the K-means algorithm for the dataset reduced via PCA
retaining k£ = 2 PCs.
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In Fig. 3.4 we can see the k-means results for the dataset reduced with PCA procedure using
the first two principal components. The main difference with respect to the W-NOMINATE case
is that now for K = 7 the average silhouette value shown in Fig. 3.4.(a) is relatively small: almost
0.72 which is the minimum achieved by the function among all the possible values of K. This
can be understood by looking at Fig. 3.4.(b): by projecting the data on the first k¥ = 2 PCs,
LeU and PD almost coincide on the plot. This is not a contradicting result: both parties shares a
similar political ideology and LeU has been formed as a result of a separation from the PD party.
Considering this, we decided to adopt for this case a value of K = 6 corresponding to a mean
silhouette value of about 0.76. In this way all Senators of the LeU party are shown as outliers
inside the PD group. A notable exception is the Senator Campanella Francesco which instead
appears as an outlier of the M5S group. This result is coherent also with Sparse PCA analysis

exposed in Section 3.3.

3.4.2 MVE
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Figure 3.5: Outliers identified by the MVE procedure covering 90% of the points.

In Fig. 3.5 are shown the results of the MVE procedure with o = 0.9 applied to both the dataset
reduced with W-NOMINATE and with PCA. In both cases we retained k = 2 dimensions. The
main advantage of this kind of analysis is that it provides an intuitive way to graphically identify
the outliers of a political group, since they simply are the ones outside the ellipsoid covering their

nominal political group or the ones inside the ellipsoid covering one of the other political parties.
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We can see how the ellipsoid with overall minimum volume is the one covering the M5S, confirming
that it is the most compact party. Another advantage of this technique is that, since it belongs
to the domain of supervised learning, we don’t need to fix a-priori the number of clusters. They
directly are equal to the number of political groups considered during the analysis. The main
drawback of this algorithm is that it is not robust as much as k-means. The main reason behind
it is that the value of a has to be decided a-priori and is equal for all the groups. This is an issue
for those groups who are spread among the plot and have a relatively small amount of Senators.
An example is given by the NCD group in Fig. 3.5(a). For a = 0.9 the algorithm has to exclude

only one Senator, and the resulting MVE is intuitively not the best cluster.

3.4.3 Sparse PCA

In this section we expose the results obtained by applying the Sparse PCA technique for the
detection of outliers summarized in Fig. 3.2. In Table 3.1 we show for the first three PCs the

dominant composition, with the corresponding frequency percentage.

PC Most frequent party Percentage

1st PD 98%
2nd M5S 70%
3rd PdL 68%

Table 3.1: Political composition of the PCs obtained via Sparse PCA on the transposed matrix
with £ = 10 and p = 50.

As we already stated, the PCs are highly correlated with the parties, inducing a natural clus-
tering. It is worth remarking that the clustering induced by decomposition obtained with Sparse
PCA is robust against changes in the parameter p: the composition of PCs remain similar to the
ones listed in the table for larger values of p. Once identified the principal component with party,
we isolate the outliers, i.e. the Senators who are assigned to a principal component/party but who
belongs to a different nominal group. It should be noticed that the parties identified in the 3 first
PCs correspond to the 3 major parties present in the Senate during the XVII Legislature. More
precisely, the first PC corresponds to the largest political group, i.e. the PD. In this component
just one outlier is present, Fravezzi Vittorio. The list of outliers identified by the algorithm for the

second and third PC is exposed in Table 3.2.
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Outliers of the 2nd PC Outliers of the 3rd PC
BAROZZINO Giovanni - (Misto) BONFRISCO Anna Cinzia - (FL(Id-PL, PLI))
BIGNAMI Laura - (Misto) BRUNI Francesco - (NcI)
BOCCHINO Fabrizio - (Misto) CONTI Riccardo - (GaL-UDCeDC)

CAMPANELLA Francesco - (Art.1-MDP-LeU) D’AMBROSIO LETTIERI Luigi - (NcI)
CASALETTO Monica - (GaL-UDCeDC) FERRARA Mario Francesco - (GaL-UDCeDC)

CERVELLINI Massimo - (Misto) LIUZZI Pietro - (NcI)
DE CRISTOFARO Peppe - (Misto) MAURO Giovanni - (GaL-UDCeDC)
DE PETRIS Loredana - (Misto) MAZZONI Riccardo - (ALA-PRI)
DE PIETRO Cristina - (FI-PdL) PAGNONCELLI Lionello Marco - (ALA-PRI)
DE PIN Paola - (GaL-UDCeDC) PERRONE Luigi - (NcI)
MUSSINI Maria - (Misto) TARQUINIO Lucio Rosario - (NcI)
PETRAGLIA Alessia - (Misto) VILLARI Riccardo - (GaL-UDCeDC)
SIMEONT Ivana - (Misto) ZIZZA Vittorio - (NcI)

VACCIANO Giuseppe - (Misto)

Table 3.2: Outliers identified by the Sparse PCA algorithm on the 2nd and 3rd PCs.

Looking at the second PC, the one corresponding to M5S, we notice that the most frequent
membership of outliers is the Mixed group. Campanella Francesco is also present in this Table,
coherently with the results obtained before both via k-means and MVE analysis. The fact that
most of the M5S outliers are from the Mixed group is coherent with the behavior analyzed by a
recent report regarding the migration of Italian senators during the XVII legislature [8]. Finally,
in the third PC (corresponding to PdL) all outliers belong to parties whose political orientation is
in the center. We emphasize that most of the detected outliers are senators who belonged to the
party corresponding to the detected PC at beginning of the XVII Legislature and then migrated

to other groups. For some of these outliers we expose the individual Political DNA in Section 4.3.
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Chapter 4

Political Data aNalytic Affinity

(DNA)

In this Chapter we introduce the main contribution of this thesis to the field of research regard-
ing the inference of social and political influence. It is a measure, based on the data features
extracted via the techniques explained in Chapter 2, aimed to summarize the degree of affinity
(or equivalently that of rebellion) that a Senator exposes towards each political group. This index
of similarity summarizes the influence that each political group exert on the Senator and it has
been denominated the Political Data aNalytic Affinity (Political DNA) of a Senator. To infer this
measure, we build a probabilistic model which is a Gaussian Mixture Model (GMM), explained
in Section 4.1. We adopt this model to interpret the reduced dataset by modeling the votes as
a mixture of random normal variables. Then, by computing the a-posteriori probabilities from
the model density through the application of the Bayes’ theorem, we can generate a vector of
probabilities representing the Political DNA of a Senator. By creating a convex combination of the
elements of this vector and the vertices of a regular polytope we generate a visual representation
representation of the Political DNA called a political map, exposed in Section 4.2.1. Finally, by
adopting the Sparse PCA technique for outliers detection (see Section 3.3) we expose the individual

Political DNA of the outlying Senators in Section 4.3.

4.1 The Gaussian Mixture Model (GMM)

To introduce the concept of a mixture model, we can briefly recall the standard mono-dimensional

(univariate) Gaussian distribution. It is known that, because of the central limit theorem, the
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samples drawn independently from a random variable X of which the true nature is unknown
(e.g. a source of noise in a measurement process) can be modeled with a normal behavior when
the number of observations is large enough [60]. The probability density function (p.d.f.) of the

Gaussian distribution is )
R it )
e 20’2

V2ro? ’

where p is the mean value of the distribution and o2 is the variance. The distribution is typically

Ix (zlp, 0%) =

denoted with N (i1, 02). Knowing the p.d.f. we can derive the probability that a random variable X
assumes a range of values between a and b as ff fx (z) (where for simplicity we have not explicitly
stated the dependence from the distribution parameters).

It is often the case however that the data we wish to model under a probabilistic structure
is more complex. In particular the data may be composed by a mizture of several components,
each exposing a simple parametric model [61]. To represent this model mathematically we need
to introduce a set of latent or hidden variables z. These variables are identified by the algorithm
and can not be directly observed (hence, hidden). In general, given a dataset X = [z1,..., %]
which we wish to model in a mixture fashion, we assume that the points {z;}", are generated

in an independent and identically distributed fashion (i.i.d.) from an underlying density function

f(z;). If we assume that the model is composed by K components, we may write

K
F@il©) =) o fulw|z, Or), (4.1)

k=1

where:

. {ak}fle are the mixing weights. They represent the a-priori probability that the point x;
was drawn by the distribution fx. Since they are a vector of probabilities it holds that
Zszl ap = 1 with each oy > 0. For this reason the mixed distribution is a convex combina-

tion of the mixture components.

o {2} | are the hidden variables of the mixture model. They are mutually exclusive and
exhaustive, i.e. only one of the z; can be 1 while the others are 0. As such, they represent

the identity of the mixture component that generated x;.

o Finally, { fk}le are the mixture components. Each one of them is characterized by a set of
parameters 6. The mixture model overall is characterized by a complete set of parameters
e = {041,...,05[(,@1,...,9](}.
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In the case that {fi}1< | are all normal distributions, characterized by 0 = {y, ox}, (4.1) is called

a Gaussian Mixture Model (GMM). An example is exposed in Fig. 4.1.
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Figure 4.1: Example of a unidimensional Gaussian mixture with 2 components

The first component (in blue, dashed) is a Gaussian distribution A/(0,1) while the second
component (in red, dotted) is a Gaussian distribution A(3,0.5). The mixture (in yellow,
dash-dotted) is obtained by combining both components with equal weights, i.e. @; = ag = 0.5.

In the context of the Italian Senate, we are assuming that the underlying model is a GMM
where the generic mixture component f; is a multivariate Gaussian distribution. The multivariate
Gaussian distribution is a generalization of the univariate case. A m-dimensional random vector
X =[z1,...,2y] is said to be normally distributed if every linear combination of its components
has a univariate Gaussian distribution. It is expressed with the notation X ~ N (u, %), where p
is the m-dimensional mean vector p = [E[z1],...,E[z,,]] and ¥ € ST is the covariance matrix
S=E|(X —p) (X - M)T] E[] is the expectation operator.

The density of the multivariate normal distribution is the following

exp (=5 (X =077 (X )

(2m)ndet (%)

F(X) = (4.2)

As such we assume that the vote vector of the i-th Senator represented by the i-th column of
the vote matrix () is distributed as a multivariate Gaussian. In particular, the density of this

distribution is conditional to the class to which this vector belongs, which is the nominal political
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group of the Senator, classified as by Algorithm 2. The ¢-th class is characterized by its mean
vector e and its covariance matrix 3,. If we define Gy as the set of indices such as that the i-th
group g; is equal to £ ie. Gy = {i:g; = £}, with £ = {1,...,n,} and n, the number of considered
political groups (see Section 1.1), we can compute y; and ¥; by their maximum-likelihood (ML)

estimators [62]

- (®)
e T Z 7,
|G€| i€Gy
1 . T .
Y= Z (I(z) - Mz) (x(z) - ,uz) .
|G£| o 1€Gy
The a-priori probabilities {ai}?zgl can also be computed by means of the ML estimator oy = %,

where we are supposing that the largest political group is prioritized when deriving the probability
weights. By assuming that the data are realizations of a random variable generated in an i.i.d.

fashion from a finite mixture of £ normal distributions with n, components, we write the density

f (x(i)) = aufs (x(i)lzie,w, Ze) : (4.3)
r=1
Equivalently, the data sample z(*) can be modeled as:

N (p1,31), with probability o
e~ (4.4)

N (pn,Xn,), with probability ay,,,

and the hidden variable z;¢ is then determined as

1, if 2@ e group /
0, otherwise.

The GMM is fully characterized by the set of parameters {avy, i, ¥¢}re1,... n,}- A possible improve-
ment on this procedure is the implementation of an Expectation-Maximization (EM) algorithm to
further refine the model parameters, as shown by [63].

Once built the GM model, we can cast our problem as follows: for each Senator s € {1,2,...,m}
we want to infer their Political DNA i.e. a vector 7(¥) € [0,1]"s whose entries {wés)}gil represent
the influence of group g on Senator s with the propriety Z;il Wés) = 1. This vector can be derived

exploiting the hidden variable defined in (4.5) with the procedure explained in the following section.
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4.2 Computation and visualization of the Political DNA

The Political DNA is given by the a-posteriori probabilities computed on the hidden variable z;,:

Ty =P (Zil =1 \ ff(i); {Oéfa,ulvzf}ée{l,...,ng}) . (4~6)

This probability represents the posterior belief that the i-th Senator belongs to the ¢-th group
based on the GM model, given the evidence provided by the vote vector (). This probability is

computable by applying Bayes’ theorem

exp(—3(z—pe) " T (m—p0))

e V/det(3e)
AT (4.7)
Z@g a'eXp(*a(Ifﬂj) 27 (@—py))
J=1-J Vdet(5)

(4.7) is heavily dependent on the estimation of the group covariance estimation and its inversion.

This mainly generates two issues:

e The group covariance may suffer in accuracy if the group is too small, i.e. for parties with

too many few members.

e The covariance matrix may be singular preventing its inversion. When the covariance matrix
is not full rank, it is an indicator that the components are concentrated on a low dimensional

subspace [64].

Mapping the dataset on a low dimensional subspace has both the advantages of solving these

problems and allowing for a better diversification of the political composition of the Italian Senate.

Raw

I X )
Data Data Z Data X (Reduced) T Display Vs
> Encoding > Preprocessing t > GMM > political Map
|
|
|
|
|
\

- e e == = -
Dimensionality
Reduction

Selection of DR technique

Figure 4.2: Block diagram summarizing the inference procedure of the Political DNA

48



4 — Political Data aNalytic Affinity (DNA)

The procedure applied to compute the Political DNA is summarized in Fig. 4.2. The raw data
obtained at the end of the mining procedure (see Fig. 1.3) is encoded and standardized in the first
block, as explained in Section 1.4.3. Then, the output is mapped on a lower-dimensional space
via PCA, Sparse PCA or the NOMINATE procedure (see Chapter 2). The Gaussian Mixture
Model is built using side information on membership extracted from the raw data and the Political
DNA is computed via the posterior probability estimation (GMM block, Section 4.1). To produce
an interpretable visualization of the results, we represent the political positions of senators in a
2-dimensional space, building what we call a Political Map.

More precisely, we draw a regular polytope whose vertices represent the political groups. Since
the Political DNA is a vector that naturally sums to one, we express the political orientation of each
Senator as a convex combination of the positions of these vertices. Formally, given the coordinates
for each vertex {as}reqa,.. n,1 € R?, the Senator s is identified in the map by a point v, € R? given
by

Vs = Z Wés)ag. (4.8)

e{1,...,nq}
The parties are denoted by a different marker with the same legend as in Table 2.2. It is worth
remarking that how to place the groups on the polytope is in principle completely arbitrary. Here,
parties sharing the same orientation (left-right-independent) are placed on adjacent vertices (see
Table 1.1).
We discuss the plots in the following Sections and then expose some individual Senators Political

DNA (identified with the techniques described in Chapter 3) in Section 4.3.

4.2.1 Political maps

The following political maps have been generated adopting the procedure illustrated in Fig. 4.2.
In Fig. 4.3 are shown the maps obtained using W-NOMINATE as a dimensionality reduction
technique. In particular in Fig. 4.3.(a) is shown the map obtained considering k¥ = 2 dimensions
and in Fig. 4.3.(b) the map obtained considering k¥ = 3 dimensions. As a mean of comparison the
values of APRE and GMP (see Section 2.1.2) have been specified for each plot.

In Fig. 4.4 are shown the maps obtained using PCA as a dimensionality reduction technique.
In particular in Fig. 4.4.(c) is shown the map obtained projecting the data on k = 2 principal
components and in Fig. 4.4.(b) the map obtained projecting the data on k = 10 principal compo-
nents. In this case the comparison is made considering the value of the expressed variance (E-Var,

see Section 2.2.2) which has been specified for each plot.
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Finally, in Figs. 4.5 and 4.6 are shown the map obtained using Sparse PCA as a dimensionality
reduction technique. In Fig. 4.5 is shown the map obtained projecting the data on k = 2 sparse
principal components enforcing a degree of sparsity equal to p = 2 (Fig. 4.5.(a)), p = 10 (Fig.
4.5.(b)) and p = 50 (Fig. 4.5.(c)). Instead in Fig. 4.6 is shown the map obtained projecting the
data on k = 10 sparse principal components enforcing a degree of sparsity equal to p = 2 (Fig.
4.6.(a)), p = 10 (Fig. 4.6.(b)) and p = 50 (Fig. 4.6.(c)).

In the following sections some considerations on the plots are made, which are structurally
similar to the one made in Section 2.3. This can be a good indicator of how our model correctly

explain the data in a robust way.

W-NOMINATE

The political map generated starting from W-NOMINATE reduced data generally do not convey a
significative amount of new information with respect to the plot shown in Section 2.3 (see Fig. 2.5).
A possible reason is that, being it a MDS technique operating inside a probabilistic framework,

the reduced data is already optimized to be plotted directly.

(a) k=2 (b) k=3
APRE = [0.763 0.915] APRE = [0.764 0.914 0.959]
GMP = [0.841 0.924] GMP = [0.841 0.924 0.945]

Figure 4.3: Political maps obtained with W-NOMINATE using k£ = 2 and k& = 3 dimensions.

In any case, some considerations may be done:

e Both for the £ = 2 and the k = 3 cases the Senators appear to be compacted towards their
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nominal party, except for the Other group which, as expected, is scattered among the entire

map.

e The large similarity presented by the k = 2 and k = 3 cases suggests that the extra dimension
added in the latter case doesn’t explain a significative amount of additional data (see also

Section 2.3).

PCA

PdL
b
(a) PCA, k=2, (b) PCA, k =10,
E-Var= 63.38% E-Var= 78.79%

Figure 4.4: Political maps obtained with PCA using k£ = 2 and k£ = 10 PCs.

Regarding the maps generated from the PCA reduced data, some considerations that may hold

are:

o As expected, the E-Var of the data increases as a function of the number of PCs. The small
increment of about 15% with respect to the amount of PCs considered in the k& = 10 case
can be justified by the fact that the variance in the PCA components is distributed in a

decreasing fashion, with the first PCs explaining the highest amount of information.

e Larger values of k lead the Senators’ political positions to shift towards their nominal affili-

ation, hiding a possible diversification underlying the dataset.

e Also in this case, similarly to the W-NOMINATE one, the Other group is the first one to

spread out when projecting the data on a low-dimensional subspace. This is to be expected
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since this group is composed of a large amount of Senators of different ideologies with many
of them “migrating” towards other political parties. In this case the Political DNA may help

in recovering the original political identity of these Senators.

e The M5S is the most compact group i.e. is the one on which the least amount of influence
is imposed by the other groups. This is coherent with the statement made in Section 2.3

regarding their internal code of conduct.

Sparse PCA

mss @

(a) Sparse PCA, (b) Sparse PCA, (c) Sparse PCA,
=2,

p E-Var = 1.33% p =10, E-Var = 10.01% p = 50, E-Var = 31.26%

Figure 4.5: Political maps obtained with Sparse PCA using k = 2 PCs and different level of
sparsity p.

(a) Sparse PCA, (b) Sparse PCA, (c) Sparse PCA,
p =2, E-Var = 6.14% p = 10, BE-Var = 20.73% p = 50, E-Var = 45.60%

Figure 4.6: Political maps obtained with Sparse PCA using k¥ = 10 PCs and different level of
sparsity p.
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Regarding the results of the Sparse PCA analysis, many considerations may be shared with the

standard PCA. Other relevant considerations are:

e For low levels of p, the Senators are less separated. This is comparable to the results obtained

in Section 2.3 regarding the most important bills of the XVII Legislature (see also Table 2.3).

e As expected, the E-Var value increase proportionally with the number k of PCs and the
degree of sparsity p. With respect to the PCA case, for comparable amounts of sparsity (e.g.

p = 50) the E-Var has a more significant increase between the & = 2 and k = 10 case.

e The LeU group and PD group converge towards each other for increasing values of p. This
is reasonable given that the birth of the LeU group is linked to an internal separation of the

PD (see Section 2.3).

e In Fig. 4.5 we can see how a certain degree of influence is present between the M5S group
and the Other group. This can be expected in accordance to a recent analysis regarding the

migration of the Italian Senators to other parties [8].

e In Fig. 4.6 the PD is the first party to spread out, together with the Other group. This is
reasonable since the PD was the largest political party during the XVII legislature and so

the one with the most heterogeneous political composition.

Given all these considerations, we decided to adopt the model generated with Sparse PCA using
k =2 and p = 50 as the one used to illustrate the individual Political DNA of the Senators. This
choice has been made because this set of parameters represents a good comprise between the degree

of sparsity and how well the model is capable of explaining the dataset.

4.3 Outliers DNA

In this section we expose the individual Political DNA of some Senators whose political behavior
is not consistent with the one of their nominal political group, i.e. they present a heterogeneous
vector 7 of political influence. This Senators have been identified with the procedures explained

in Chapter 3.

SENATORS NOMINAL POLITICAL GROUP Political DNA
LeU
FRAVEZZI Vittorio Per le Autonomie 0.8593 - = nga
CAMPANELLA Francesco LeU 0.9926 | MSS
[ nep
BRUNI Francesco oicon Uiaie |5 2, 0.0954 oter
MARINO Ignazio Roberto Maria ~ PD [ozEe 0.3554 - o4

Figure 4.7: Political DNA of senators extracted via Sparse PCA with k = 2 and p = 50

53



4 — Political Data aNalytic Affinity (DNA)

In Fig. 4.7 we analyze in depth the individual Political DNA of some of outliers provided by the
algorithm. The learning is performed by using the procedure described in Fig. 3.2 with k = 2 and
p = 50 (see also the political map in Fig. 4.5.(c)). With these parameters the expressed variance is

around 30% guaranteeing a good compromise between sparsity and data explanations. They are:

e Fravezzi Vittorio, whose nominal group is Other, appears in the first PC corresponding to

PD. He has a strong influence from PD (0.855) and a small influence from LEU (0.136).

o Campanella Francesco, whose nominal group is Leu, appears in the second PC (M5S). This is

coherent with the fact that he has been elected with M5S at the beginning of the legislature.

o Bruni Francesco, whose nominal group is Ncl (in Other), is present in the third PC (corre-
sponding to the PdL). He has a strong influence from PdL (0.9341) and a small influence

from Other (0.0659) In fact, he was Member of PdL for almost the entire legislature.

We report also the Political DNA of Ignazio Roberto Maria Marino, whose nominal group during
the entire legislature was PD, but whose Political DNA shows a prevalent component from Lega
and a relevant component from PdL.

A complete list of the individual Political DN As of the XVII Legislature is available in Appendix
A. In Appendix B we also present the Political DNA for each political group. This measure has
been derived by averaging the individual Political DNA of the Senators belonging to the group.
This latter result is of particular interest: from it we can see how the trends that we analyzed in
the previous results are also present in the analysis made by looking at the groups as a whole. The
MS5S expresses the maximum cohesion, as it did also on the political maps. LeU and PD share
a significative amount of Political DNA| in accordance to how the LeU was formed following an
internal split of the PD group. It also interesting to see how the Mixed group has in effect the most
various Political DNA among all the groups. This kind of results, which well reflects the a-priori
knowledge we have on the political composition of the Italian Senate, indicates that overall our

model is capable of correctly interpret the data.

4.4 Testing on new data: the XVIII Legislature

To evaluate the robustness of our model we decided to test it on the data available for the XVIII
Legislature. The current Government started on the 30th of May 2018 and is still active with
Giuseppe Conte as prime minister. The organization of the Italian Senate is structurally different

with respect to that of the XVII Legislature. In particular, M5S and Lega are now the ruling
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parties and the Government has managed to be instituted because of an alliance between these

two groups. The considered groups in the analysis have changed to reflect the new composition of

the Senate.
+  PD | Partito Democratico (CSX)
¥ M5S Movimento 5 Stelle (Ind.)
*  Lega Lega (CDX)
X FI Forza Italia (CDX)
A Fdl Fratelli d’Italia (CDX)
O Aut. Per le Autonomie (CSX)
O Mixed Mixed group

Table 4.1: Legend of the considered political groups adopted for the XVIII Legislature

The amount of data available with respect to the XVII Legislature is relatively small. In total
n = 24 bills were acquired to identify the Political DNA of m = 313 Senators (already reduced by

the cleaning procedure).

M5S M5S

(a) PCA (b) PCA, (c) PCA,
k = 20, E-Var: 98.93% k=5, E-Var: 73.90% k =2, E-Var: 53.04%

Figure 4.8: Political maps of the XVIII Legislature obtained with PCA using different amounts &
of PCs

In Fig. 4.8 are shown the political maps obtained with PCA considering k = 20 (Fig. 4.8(a)),
k =5 (Fig. 4.8(b)) and k = 2 (Fig. 4.8(c)) PCs. The main consideration is that model is
able to explain the alliance between M5S and Lega. The Senators belonging to the two currently
ruling parties are heavily influenced by each other. Fig. 4.8.(b) evidently expresses the connection
between the Lega and M5S groups, which almost completely meet in the middle point of Fig.
4.8.(c). It is also interesting to notice that this behavior starts to appear considering a large
number of PCs (see Fig. 4.8(a)) that should instead hinder the visualization. Another notable
behavior is the connection between the Senators of the PD and the Senators of the Aut., since

both groups share the nominal ideology.
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(a) Sparse PCA, k = 20, (b) Sparse PCA, k = 20,
p =10, E-Var: 88.51% p =5, E-Var: 70.48%

(c) Sparse PCA, k =5, (d) Sparse PCA, k =5,
p = 10, E-Var: 64.04% p =5, E-Var: 44.61%

Fl Fl
(e) Sparse PCA, k = 2, (f) Sparse PCA, k = 2,
p =10, E-Var: 43.41% p =5, E-Var: 26.20%

Figure 4.9: Political maps of the XVIII Legislature obtained with Sparse PCA using different
amounts k of PCs and levels of sparsity p.
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A similar consideration can be made for the Sparse PCA case, shown in Fig. 4.9. In this case,
considering that only 24 bills were available, for each k we considered only two levels of sparsity
p =5 and p = 10. It is also interesting to notice that some of the members of the M5S group
seems to migrate towards the Mixed group, mirroring the behavior already present in the XVII
Legislature. Also, the PD group seems to have an affinity with the Aut. group. This is reasonable
since they are the only center-left parties present on the map.

The five most important bills identified by the algorithm are exposed in Table 4.2.

Date Description
18-07-2018 Electronic billing of gas stations Decree
26-07-2018 Bari court Decree
06-08-2018  [Milleproroghe 2018] “Thousand-extension” Decree-Law n.717. Final vote
07-08-2018 Dignity Decree

20-09-2018  [Milleproroghe 2018] “Thousand-extension” Decree-Law n.717-B. Final vote

Table 4.2: Bills of the XVIII Legislature identified by Sparse PCA (k = 20, p = 5).

Taking into considerations these results, the model seems to be able to explain the political

structure of the Italian Senate even with a limited amount of training data.
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Conclusions

Over the recent years the interest in the study of social systems by means of techniques drawn
from the areas of control theory and machine learning domain has risen significantly. In particular,
the analysis of social influence and opinion dynamics is one of the most representative in this field
of study. The building of models for the description of opinion dynamics and the identification of
the complex networks regulating the social interactions between several agents participating in a
collective behavior is of increasing interest in the academic community. Following this trend, in
this work we presented an automated numerical technique that, based on publicly available voting
data, is able to produce explanatory maps of hidden interconnections among voters nominally
belonging to a given number of political or ideological groups. The thesis has been inspired also
by an existing and solid research active on the U.S. Congress and the aim is to gain insight on
the social composition of the Italian Senate starting from the voting data of the XVII legislature.
With respect to the U.S. case, this has been proven challenging for the higher number of both
political members and parties involved in the Italian case. Our method is based on a Gaussian
mixture generative model that we use as a prior to compute a voter’s posterior influences (what
we have denominated the Political DNA), given evidence of its votes. We applied our method to
a data set pertaining to the votes of 335 members of the Italian Senate on 155 bills during the
XVII Legislature and tested the model on the available data of the XVIII Legislature, obtaining
consistent results. These results have also been compared with the one obtained applying the
NOMINATE procedure, which currently represent the state-of-the-art technique in the context
of political analysis. A possible goal for a future development of this work is to infer also the
underlying graph modeling the social interactions and the dynamics guiding the formation of a
political opinion between the Italian Senators. While the DNA approach is here presented in a
political analysis context, we believe that the kind of interpretability it offers makes it suitable to
broader application endeavors, such as in the qualitative and quantitative analysis of behaviors,

influence and preferences in a marketing context.
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Appendix A - Political DNA of the XVII Legislature by Senators

Political DNA - Key votes - k=10, p =50

Senators

Nominal Political Group

AIELLO Pietro

(AP-CPE-NCD-NCI)

AIROLA Alberto (M5S)

ALBANO Donatella (PD)

ALBERTI CASELLATI Maria Elis.. (FI-PdL)
ALBERTINI Gabriele (AP-CPE-NCD-NCI)
ALICATA Bruno (FI-PdL)

AMATI Silvana (PD)

AMIDEI Bartolomeo (Misto)
AMORUSO Francesco Maria (ALA-PRI)
ANGIONI Ignazio (PD)

ANITORI Fabiola

(AP-CPE-NCD-NCI)

ARACRI Francesco

(FL(Id-PL, PLI))

ARRIGONI Paolo (Lega)
ASTORRE Bruno (PD)

AUGELLO Andrea (FL(Id-PL, PLI))
AURICCHIO Domenico (FI-PdL)
AZZOLLINI Antonio (FI-PdL)

BARANI Lucio (ALA-PRI)
BAROZZINO Giovanni (Misto)
BATTISTA Lorenzo (Art.1-MDP-LeU)
BELLOT Raffaela (Nel)

BENCINI Alessandra (Misto)

BERGER Johann Karl (Aut(SVP-UV-PATT-UPT)-PSI)
BERLUSCONI Silvio (FI-PdL)
BERNINI Anna Maria (FI-PdL)
BERTACCO Stefano (Misto)
BERTOROTTA Ornella (M5S)
BERTUZZI Maria Teresa (PD)

BIANCO Amedeo (PD)

BIANCONI Laura (AP-CPE-NCD-NCI)
BIGNAMI Laura (Misto)

BILARDI Giovanni Emanuele  (FL(Id-PL, PLI))
BISINELLA Patrizia (Ncl)

BITONCI (Lega)

BLUNDO Rosetta Enza (M5S)

BOCCA Bernab (FI-PdL)
BOCCARDI Michele (FI-PdL)
BOCCHINO Fabrizio (Misto)
BONAIUTI Paolo (AP-CPE-NCD-NCI)
BONDI Sandro (Misto)
BONFRISCO Anna Cinzia (FL(1d-PL, PLI))
BORIOLI Daniele Gaetano (PD)

BOTTICI Laura (M5S)

BROGLIA Claudio (PD)

BRUNI Francesco (Nel)

BRUNO Donato (FI-PdL)
BUBBICO Filippo (Art.1-MDP-LeU)
BUCCARELLA Maurizio (M5S)

BUEMI Enrico

(AUt(SVP-UV-PATT-UPT)-PSI)

BULGARELLI Elisa

(MsS)

CALDEROLI Roberto (Misto)
CALEO Massimo (PD)
CALIENDO Giacomo (FI-PdL)
CAMPANELLA Francesco (Art.1-MDP-LeU)
CANDIANI Stefano (Lega)
CANTINI Laura (PD)
CAPACCHIONE Rosaria (PD)
CAPPELLETTI Enrico (M5S)
CARDIELLO Franco (FI-PdL)
CARDINALI Valeria (PD)

CARIDI Antonio Stefano (GalL-UbCeDC)
CARRARO Franco (FI-PdL)

CASALETTO Monica

(GaL-UDCeDC)

CASINI Pier Ferdinando

(AP-CPE-NCD-NCI)

CASSANO Massimo (FI-PdL)
CASSINELLI Roberto (FI-PdL)
CASSON Felice (Art.1-MDP-LeU)
CASTALDI Gianluca (M5S)

CATALFO Nunzia (M5S)

CATTANEO Elena

(Aut(SVP-UV-PATT-UPT)-PSI)

CENTINAIO Gian Marco

(Lega)

CERONI Remigio (FI-PdL)
CERVELLINI Massimo (Misto)
CHIAVAROLI Federica (AP-CPE-NCD-NCI)
CHITI Vannino (PD)
CIAMPOLILLO Alfonso (M5S)

CIOFFI Andrea (M5S)

CIRINNA’ Monica (PD)

COCIANCICH Roberto (PD)

COLLINA Stefano (PD)

COLOMBO Emilio

(Aut(SVP-UV-PATT-UPT)-PSI)

COLUCCI Francesco

(AP-CPE-NCD-NCI)

COMAROLI Silvana (Lega)
COMPAGNA Lui (FL(1d-PL, PLI))
COMPAGNONE Giuseppe (ALA-PRI)
CONSIGLIO (Lega)

CONTE Franco

(AP-CPE-NCD-NCI)
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Political DNA - Key votes

Appendix A - Political DNA of the XVII Legislature by Senators

-k=10,p=50

Senators Nominal Political Group
CONTI Riccardo (Gal-UbCeDC)
CORSINI Paolo (Art.1-MDP-LeU)
COTTI Roberto (M5S)

CRIMI Vito Claudio (M5S)

CROSIO Jonny (Lega)

CUCCA Giuseppe Luigi (PD)

CUOMO Vincenzo (PD)

D’ADDA Erica (PD)

D’ALI’ Antonio (FI-PdL)
D’AMBROSIO LETTIERI Luigi (Ncl)

D’ANNA Vincenzo (ALA-PRI)

D’ASCOLA Vincenzo Mario Dom..

(AP-CPE-NCD-NCI)

D’ONGHIA Angela

(GaL-UDCeDC)

DALLA TOR Mario

(AP-CPE-NCD-NCI)

DALLA ZUANNA Gianpiero (PD)

DAVICO Michelino (FL(Id-PL, PLI))
DE BIASI Emilia Grazia (PD)

DE CRISTOFARO Peppe (Misto)

DE MONTE Isabella (PD)

DE PETRIS Loredana (Misto)

DE PIETRO Cristina (FI-PdL)

DE PIN Paola

(Gal-UDCeDC)

DE POLI Antonio

(Gal-UDCeDC)

DE SIANO Domenico (FI-PdL)

DEL BARBA Mauro (PD)

DELLA VEDOVA Benedetto (Misto)

DI BIAGIO Aldo (AP-CPE-NCD-NCI)

DI GIACOMO Ulisse

(FL(1d-PL, PLI))

DI GIORGI Rosa Maria (PD)

DI MAGGIO Salvatore Tito (Ncl)

DIRINDIN Nerina (Art.1-MDP-LeU)
DIVINA Sergio (Lega)

DONNO Daniela (M5S)

ENDRIZZI Giovanni (M5S)
ESPOSITO Giuseppe (Gal-UbCeDC)
ESPOSITO Lucia (PD)

ESPOSITO Stefano (PD)

FABBRI Camilla (PD)

FALANGA Ciro (ALA-PRI)
FASANO Vincenzo (FI-PdL)
FASIOLO Laura (PD)

FATTORI Elena (M5S)
FATTORINI Emma (PD)

FAVERO Nicoletta (PD)

FAZZONE Claudio (FI-PdL)

FEDELI Valeria (PD)

FERRARA Elena (PD)

FERRARA Mario Francesco (Gal-UDCeDC)
FILIPPI Marco (PD)

FILIPPIN Rosanna (PD)
FINOCCHIARO Anna (PD)

FISSORE Elena (PD)

FLORIS Emilio (FI-PdL)
FORMIGONI Roberto (AP-CPE-NCD-NCI)
FORNARO Federico (Art.1-MDP-LeU)

FRAVEZZI Vittorio

(Aut(SVP-UV-PATT-UPT)-PSI)

FUCKSIA Serenella

(FL(1d-PL, PLI))

GAETTI Luigi (M5S)
GALIMBERTI Paolo (FI-PdL)
GAMBARO Adele (ALA-PRI)
GARAVAGLIA Massimo (Lega)
GASPARRI Maurizio (FI-PdL)

GATTI Maria Grazia

(Art.1-MDP-LeU)

GENTILE Antonio

(AP-CPE-NCD-NCI)

GHEDINI Niccolo” (FI-PdL)
GHEDINI Rita (PD)
GIACOBBE Francesco (PD)
GIANNINI Stefania (PD)
GIARRUSSO Mario Michele (M5S)
GIBIINO Vincenzo (FI-PdL)
GINETTI Nadia (PD)
GIOVANARDI Carlo (FL(1d-PL, PLI))
GIRO Francesco Maria (FI-PdL)
GIROTTO Gianni (M5S)

GOTOR Miguel

(Art.1-MDP-LeU)

GRANAIOLA Manuela

(Art.1-MDP-LeU)

GUALDANI Marcello

(AP-CPE-NCD-NCI)

GUERRA Maria Cecilia

(Art.1-MDP-LeU)

PALEOTTI Paolo (PD)
ICHINO Pietro (PD)
IDEM Josefa (PD)
IURLARO Pietro (ALA-PRI)
LAI Bachisio Silvio (PD)
LANGELLA Pietro (ALA-PRI)

LANIECE Albert

(Aut(SVP-UV-PATT-UPT)-PSI)

LANZILLOTTA Linda

(PD)

LATORRE Nicola

(PD)
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Appendix A - Political DNA of the XVII Legislature by Senators

Political DNA - Key votes - k=10, p =50
Senators Nominal Political Group | ]
LEPRI Stefano (PD) M Lega
LEZZI Barbara (M5S) M mss
LIUZZI Pietro (Ncl) M nep
LO GIUDICE Sergio (PD) M other
LO MORO Doris (Art.1-MDP-LeU) L 17.43% W0
LONGO Eva (ALA-PRI) M PdL
LONGO Fausto Guilherme (Aut(SVP-UV-PATT-UPT)-PSI)
LUCHERINI Carlo (PD)
LUCIDI Stefano (M5S)
LUMIA (PD)
MALAN Lucio (FI-PdL)
MANASSERO Patrizia (PD)
MANCONI Luigi (PD)
MANCUSO Bruno (AP-CPE-NCD-NCI)
MANDELLI Andrea (FI-PdL)
MANGILI Giovanna (M5S)
MANTOVANI Mario (FI-PdL)
MARAN Alessandro (PD)
MARCUCCI Andrea (PD)
MARGIOTTA Salvatore (PD)
MARIN Marco (FI-PdL)
MARINELLO Giuseppe Francesc.. (AP-CPE-NCD-NCI)
MARINO Ignazio Roberto Maria (PD)
MARINO Luigi (AP-CPE-NCD-NCI)
MARINO Mauro Maria (PD)
MARTELLI Carlo (M5S)
MARTINI Claudio (PD)
MARTON Bruno (M5S)
MASTRANGELI Marino Germano (Misto)
MATTEOLI Altero (FI-PdL)
MATTESINI Donatella (PD)
MATURANI Giuseppina (PD)
MAURO Giovanni (GaL-UDCeDC)
MAURO Mario (FI-PdL)
MAZZONI Riccardo (ALA-PRI)
MERLONI Maria Paola (Aut(SVP-UV-PATT-UPT)-PSI)
MESSINA Alfredo (FI-PdL)
MICHELONI Claudio (Misto)
MIGLIAVACCA Maurizio (Art.1-MDP-LeU)
MILO Antonio (ALA-PRI)
MINEO Corradino (Misto) o 2185%
MINNITI Marco (PD)
MINZOLINI Augusto (FI-PdL)
MIRABELLI Franco (PD)
MOLINARI Francesco (Misto)
MONTEVECCHI Michela (M5S)
MONTI Mario (Misto)
MORGONI Mario (PD)
MORONESE Vilma (M5S)
MORRA Nicola (M5S)
MOSCARDELLI Claudio (PD)
MUCCHETTI Massimo (PD)
MUGNAI Franco (FI-PdL)
TO (Ncl)
MUSSINI Maria (Misto)
MUSSOLINI Alessandra (FI-PdL)
NACCARATO Paolo (GaL-UDCeDC)
NAPOLITANO Giorgio (Aut(SVP-UV-PATT-UPT)-PSI)
NENCINI Riccardo (AUt(SVP-UV-PATT-UPT)-PS)
NUGNES Paola (M5S)
OLIVERO Andrea (AUL(SVP-UV-PATT-UPT)-PS)
ORELLANA Luis Alberto (Aut(SVP-UV-PATT-UPT)-PSI)
ORRU’ Pamela (PD)
PADUA Venera (PD)
PAGANO Giuseppe (AP-CPE-NCD-NCI)
PAGLIARI Giorgio (PD)
PAGLINI Sara (MsS)
PAGNONCELLI Lionello Marco ~ (ALA-PRI)
PALERMO Francesco (AUL(SVP-UV-PATT-UPT)-PSI)
PALMA Nitto Francesco (FI-PdL)
PANIZZA Franco (Aut(SVP-UV-PATT-UPT)-PSI)
PARENTE Annamaria (PD)
PEGORER Carlo (Art.1-MDP-LeU)
PELINO Paola (FI-PdL)
PEPE Bartolomeo (GaL-UDCeDC)
PERRONE Luigi (Nel)
PETRAGLIA Alessia (Misto)
PETROCELLI Vito (M5S)
PEZZOPANE Stefania (PD)
PIANO Renzo (AUt(SVP-UV-PATT-UPT)-PSI)
PICCINELLI Enrico (FI-PdL)
PICCOLI Giovanni (FI-PdL)
PIGNEDOLI Leana (PD)
PINOTTI Roberta (PD)
PIZZETTI Luciano (PD)
PUGLIA Sergio (M5S)
PUGLISI Francesca (PD)
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Political DNA - Key votes - k=10, p =50

Senators Nominal Political Group | ]
PUPPATO Laura (PD) M Lega
QUAGLIARIELLO Gaetano (FL(1d-PL, PLI)) ] mss
RANUCCI Raffaele (PD) M nep
RAZZI Antonio (FI-PdL) W other
REPETTI Manuela (Misto) M D
RICCHIUTI Lucrezia (Art.1-MDP-LeU) M PdL
RIZZOTTI Maria (FI-PdL)

ROMANI Maurizio (Misto)

ROMANI Paolo (FI-PdL)

ROMANO Lucio (Aut(SVP-UV-PATT-UPT)-PSI)

ROSSI Gianluca (PD)

ROSSI Luciano (AP-CPE-NCD-NCI)

ROSSI Mariarosaria (FI-PdL)

ROSSI Maurizio Giuseppe (Misto)

RUBBIA Carlo (Aut(SVP-UV-PATT-UPT)-PSI)

RUSSO Francesco (PD)

RUTA Roberto (PD)

RUVOLO Giuseppe

(GaL-UDCeDC)

SACCONI Maurizio

(AP-CPE-NCD-NCI)

SAGGESE Angelica (PD)
SANGALLI Gian Carlo (PD)
SANTANGELO Vincenzo (M5S)
SANTINI Giorgio (PD)
SCALIA Francesco (PD)
SCAVONE Antonio Fabio Maria  (Ncl)
SCHIFANI Renato Giuseppe (FI-PdL)
SCIASCIA Salvatore (FI-PdL)
SCIBONA Marco (M5S)
SCILIPOTI Domenico (FI-PdL)
SCOMA Francesco (FI-PdL)
SERAFINI Giancarlo (FI-PdL)
SERRA Manuela (M5S)
SIBILIA Cosimo (FI-PdL)
SILVESTRO Annalisa (PD)
SIMEONI Ivana (Misto)
SOLLO Pasquale (PD)
SONEGO Lodovico (Art.1-MDP-LeU)
SPILABOTTE Maria (PD)
SPOSETTI Ugo (PD)
STEFANI Erika (Lega)
STEFANO Dario (Misto)
STUCCHI Giacomo (Lega)
SUSTA Gianluca (PD)
TARQUINIO Lucio Rosario (Nel)
TAVERNA Paola (M5S)
TOCCI Walter (PD)
TOMASELLI Salvatore (PD)
TONINI Giorgio (PD)
TORRISI Salvo (AP-CPE-NCD-NCI)
TOSATO Paolo (Lega)
TREMONTI Giulio (Gal-UDCeDC)
TRONTI Mario (PD)
TURANO Renato Guerino (PD)
URAS Luciano (Misto)
VACCARI Stefano (PD)
VACCIANO Giuseppe (Misto)
VALDINOSI Mara (PD)
VALENTINI Daniela (PD)
VATTUONE Vito (PD)
VERDINI Denis (ALA-PRI)
VERDUCCI Francesco (PD)
VERRO Antonio Gi Maria (FI-PdL)
VICARI Simona (AP-CPE-NCD-NCI)

VICECONTE Guido Walter Cesa..

(AP-CPE-NCD-NCI)

VILLARI Riccardo

(GaL-UDCeDC)

VOLPI Raffaele (Lega)

ZANDA Luigi (PD)

ZANETTIN Pierantonio (FI-PdL)

ZANONI Magda Angela (PD)

ZAVOLI Sergio (PD)

ZELLER Karl (Aut(SVP-UV-PATT-UPT)-PSI)
ZIN Claudio (AUt(SVP-UV-PATT-UPT)-PSI)
ZIZZA Vittorio (Ncl)

ZUFFADA Sante (FI-PdL)

62
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Political DNA - Key votes - k=10, p = 50

[ | Avg. LeU
M Avg. Lega
. Avg. M5S
M Avg. NCD
. Avg. Other
M Avg. PD

| M Avg. PdL
(e ‘

(AUt(SVP-UV-PATT-UPT)-PSI)

(ALA-PRI)

(AP-CPE-NCD-NCI)

(FI-PdL)

(FL(Id-PL, PLI))

(GaL-UDCeDC)

(Lega)

(M5S)

(Misto)

(Ncl)

(PD)
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