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1. INTRODUCTION 
 

The work in question concerns a technical and economic analysis of photovoltaic 
systems and PV-battery systems in the residential context of a village in central-
northern Scotland. In particular, a photovoltaic system and a PV-battery system were 
assigned to each village house considering the input data related to the energy con-
sumption of the previous year. 

Knowing the climatic data of Fintry for the year 2017 and the power data produced 
by a 50 kWp photovoltaic system of a sports center of the village, a regression model 
was applied from which the regression coefficients were obtained for this system. 

Using the same regression model it was possible to assign a photovoltaic system to 
each of the houses considered and obtain a dataset of the demand, net of the energy 
produced by the photovoltaic panels. 

Subsequently, a battery was selected to be combined with the PV systems assigned to 
each house and a battery model was constructed to obtain a demand dataset in case 
a part of the excess energy produced by the PV system is stored and used. when the 
panels are not able to generate energy. 

Finally, an economic analysis was conducted to evaluate the payback of the systems 
considered and to find out if the investments are convenient based on the costs and 
energy tariffs in Scotland.  
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2. REVIEW OF STATE OF THE ART AND EXISTING KNOWLEDGE 
 

Today, the majority of the world's energy is produced by burning fossil fuels such as 
petroleum, coal and methane. At the same time, global energy demand is growing 
steadily, so it is necessary to cope with their possible shortage. Moreover, it is now 
established that excessive use of fossil fuels creates harmful pollutant gases for the 
entire environment. 

An important classification of energy is given by the subdivision into renewable en-
ergies, that is, those forms of energy that have the ability to regenerate in relatively 
short time and non-renewable energies. 

However, renewable energies are not all the same and are therefore split into tradi-
tional renewable energies (such as hydroelectric power) and new renewable ener-
gies (including wind power, biomass, solar photovoltaic energy, solar energy ther-
mal, tide energy, geothermal and hydroelectric micro-systems). 

The focus of this paper is on the analysis of the latter. Wind energy is the mechanical 
energy that can be obtained from the kinetic energy of moving air particles and can 
be used directly as such or transformed to generate electricity. There are several 
ways to exploit wind energy, some ancient and now obsolete and other more modern 
and advanced. An example might be sailing, an ancient navigational system that ex-
ploits the kinetic energy of the wind to travel through the seas; or the windmill, the 
most representative element of this type of energy, who used the wind energy to ac-
tivate a grinder. Nowadays, a wind turbine system is characterized by a support pole, 
which must be capable of being high enough to absorb better the kinetic energy of 
the wind, a rotating blade system and a rotor connected to a dynamo transforming 
mechanical energy into electricity. 

Solar energy is the energy produced by the sun's rays that can be captured and trans-
formed into thermal and electrical energy. It is obviously a source of inexhaustible 
energy in relation to man's life: the power with which the Sun radiates our planet is 
about 174000 million gigawatts, some of which is reflected and an absorbed part 
(http://www.enea.it/it/seguici/le-parole-dellenergia/radiazione-solare/quanta-
energia-solare-arriva-sulla-terra). This type of energy is considered inexhaustible as 
it does not decrease over time in terms of flow, so in theory it is the perfect energy 
type in terms of respect for the environment, renewability and economic savings. 

Geothermal energy is the thermal energy derived from the Earth's core. It is well-
known since ancient times that it digs deeper and the Earth's temperature rises: ex-
amples that confirm all this are volcanoes, thermal springs, fumaroles and other sur-
face phenomena of this type. Earth, therefore, thanks to the natural nuclear decay 
processes of natural radioactive elements such as uranium, thorium and potassium, 
is used as a heat engine that can feed a heat stream from its core, whose temperature 
is around to 6000 °C, to the outside (http://www.esrf.eu/news/general/Earth-
Center-Hotter). In fact, the geothermal gradient varies from area to area: there are in 
fact areas where the gradient is far greater than its average value. This type of ener-
gy, if evaluated in a short time, can be considered alternative and renewable. 

Biomass refers to a set of biological origin materials such as agricultural waste, 
wood, marine algae or vegetable waste, which can be modified to generate fuels or 
directly from electrical and thermal energy. This technology, therefore, uses vegeta-
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ble of vegetable or organic origin to run an electric power generator. It is considered 
a renewable energy source because fuel can be produced from short-term crops and 
green because the carbon dioxide produced by the combustion of biomass is bal-
anced by the carbon dioxide absorbed by the plantations during the period of growth 
(Andreotti et al., 2010). 

The development and implementation of so-called new renewable energies is indis-
pensable for the EU to achieve two main objectives: reducing dependence on oil and 
reducing greenhouse gas (GHG) emissions. Abdallah et al. (2013) state that about 
40% of the global CO2 emissions are emitted by the thermoelectric power systems, 
whose production is through the transformation of thermal energy generated by 
combustion of fossils in mechanical energy thanks to the motion of the turbine 
blades, the latter then transformed into electricity by an alternator. The authors re-
port worrying data for the year 2010, with CO2 emissions of 30 Gt, of which 12 Gt 
generated exclusively from the fossil fuel power generation sector. 

The increase in CO2 concentration in the atmosphere over the last two centuries has 
already caused a significant increase in the average temperature of the planet, and 
this can lead to other catastrophic consequences such as rising sea levels, droughts, 
floods, intense storms, forest fires, cardiovascular diseases, but also the progressive 
melting of polar ice, a gradual collapse of the Amazon Forest, acidification of the 
oceans and other irreversible climate change (Abdallah et al., 2013). 

The EU has decided to stem this harsh environmental pollution phenomenon, aiming 
to reduce 80-95% of CO2 emissions by 2050, given that the most polluting sectors 
are in descending order of responsibility, the electricity production sector, the 
transport sector and industry (Seixas et al., 2015) 

As mentioned, the diffusion of new renewable energies, and in particular wind and 
photovoltaics, is steadily growing. 

However, this growth is limited and conditioned by the main problem related to 
these types of energy: intermittent generation. This intermittent characteristic is 
mainly due to the weather, weather conditions, cloud motion and wind speed, and 
this is why they are still considered not reliable enough when they are to be inte-
grated into the power grid. 

The real challenge for the future is to search solutions that can smooth the fluctua-
tion of output power from intermittent sources, in order to increase the presence of 
these renewable energies within the power grid. Shivashankar et al. (2016) state that 
by the end of 2014, RES (Renewable Energetic Sources) contributed 22,8% to world 
electricity generation and PV capacity installed increased by 27% between 2013 and 
2014 (Fig 2.1). 
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Fig 2.1: Global PV capacity between 2005-2014 (Shivashankar et al., 2016). 

 

Nowadays, PV is one of the first sources of renewable energy in order of importance 
and use, second only to hydroelectric and wind energy. The amount of electricity that 
can be produced by PV is directly proportional to the intensity of sunlight, so a pho-
tovoltaic system can produce electricity according to the solar cycle, both daily and 
annually. This implies that more energy may be produced at certain times and may 
be defective in others. 

It is therefore necessary to make a prediction of solar radiation, which can be ob-
tained by mathematical models based on the artificial neural network (ANN), or by 
regression models, empirical regression models, empirical coefficient models, ang-
strom model and models based on fuzzy logic (Shivashankar et al., 2016). 

The difficulty of performing accurate solar radiation forecasts and the intermittent 
characteristic of this source of energy hinder the full penetration of PV into the pow-
er grid. 

The main limits of PV penetration within the power grid emerge in the form of volt-
age and disequilibrium variations, current and voltage harmonics and other power 
quality issues, such as flicker and stress on the distribution transformer. These im-
pacts can be summarized as either steady-state or dynamic in nature: voltage fluctu-
ation in feeder, consist of voltage rise or fall and unbalanced voltage; malfunction 
operation of voltage regulation equipment such as on load tap changer, line voltage 
regulators and capacitor banks; possibility of overload in distribution feeders; varia-
tion of reactive power flow due to malfunction operation of capacitor bank devices; 
malfunction operation of overcurrent and overvoltage protection devices; islanding 
operation and islanding detection in case of grid disconnection; reliability and secu-
rity of the distribution system (Karimi et al., 2016). 

One of the main causes of the fluctuation of output power in PV reported in the same 
document is the movement of the clouds. The problems arising from it are different: 
when PV penetration increases, it is not easy for conventional generators in the sys-
tem to track the quick change in PV generation; when PV output power changes rap-
idly, the area control error of two more interconnected areas may exceed its pre-
scribed limit; large uncontrolled PV penetration may change dispatch of regulating 
units in the utility causing a violation in dispatch regulating margins; frequent 
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changes in PV output caused by changes in cloud pattern increases overall operating 
cost of the system (Shivashankar et al., 2016). 

Fig 2.2 (Denholm et al., 2007) shows the options for using the photovoltaic solar 
generation in excess. Here is explained that the amount of PV generated energy is 
subtracted from the normal load, with any generation that reduces the load so as to 
make it smaller compared to the minimum overload load considered and discarded 
by the system. In the case considered by the authors, the photovoltaic system pro-
vides 8% of the annual load of the system and the minimum load is set at 35% of the 
annual peak demand, corresponding to a 65% flexibility factor. The dark area repre-
sents generation of surplus PV. 

 

 
Fig 2.2: Options for using surplus solar PV generation (Denholm et al., 2007). 

 

As a result, problems related to a hypothetical high PV penetration can be multiple: 
voltage fluctuations in grid, increased voltage and reverse power flow, power fluctu-
ation in grid, frequency variation, and various grounding issues. In addition, PV pene-
tration in low voltage distribution network also causes harmonic distortion in cur-
rent and voltage waveforms (Shivashankar et al., 2016). 

Voltage fluctuation compared to the prescribed value represents one of the most 
common problems as any power injection in a distribution system causes a voltage 
increase at the connection point and locally in the surrounding network. Rising the 
penetration generates an inverse flow in the distribution network, which also induc-
es an increase of the voltage level to the substation: when a PV group is connected to 
the low voltage distribution network, the voltage increases with the reverse power 
flow from the intermittent source to the substation. When the voltage increases, it is 
necessary to limit the output power, and in the extreme case, disconnect the inter-
mittent power source from the network (Shivashankar et al., 2016). Fig 2.3 (Shi-
vashankar et al., 2016) shows how “the voltage across the distribution line decreases 
from the sub-station until it reaches the point of PV connection”: it suddenly increas-
es at points A and B until it reaches the limit value, which is why at points C and D 
the PVs are disconnected. 
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Fig 2.3: Problem of voltage rise at distribution network (Shivashankar et al., 2016). 

 
A study carried out by Thomson et al. (2017) shows how the increase in voltage de-
pends on PV penetration levels. The authors have found that as with a 50% PV pene-
tration, the voltage has risen up to 5V on low voltage (LV) distribution network in 
both summer and winter season at midday with 50% PV penetration which exceeds 
the limitation of 250 V; however, decreasing penetration to 30% increase in voltage 
is limited proportionally. 

Shivashankar et al. (2016) explain that reverse power generation can also create 
other issues about voltage rise in distribution feeder, protection desensitization and 
potential break of protection synchronization, increase of short circuit current which 
tends to reach harmful level. 

Another issue related to PV intermittence is voltage flicker due to the movement of 
the clouds, particularly as shown in Fig 2.4 (Shivashankar et al., 2016). 

 

 
Fig 2.4: Problem of cloud induced voltage flicker (Shivashankar et al., 2016). 

 
On the other hand, unintentional islanding “occurs when a fault occurs in distribu-
tion level, during which the power generated from PV is equal to load demand. The 
power interruption from the grid side cannot be sensed by the PV system and PV 
continues to generate power to the load. However for safety concerns PV system has 
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to stop generating power. This state is called Unintentional Islanding” (Shivashankar 
et al., 2016). 

Frequency variation is another possible dangerous consequence of the continuous 
fluctuation of output power from PV. During grid interconnection frequency must be 
kept constant: it can be adjusted by installing energy storage devices. Currently the 
frequency deviation due to PV penetration is lower than wind turbines since the in-
stalled capacity of wind units is higher than PV (Shivashankar et al., 2016). 

Ultimately, PV output fluctuations can not be predicted. However, there are methods 
used to limit fluctuations. 

Denholm et al. (2007) discuss three general methods to increase the utility of excess 
PV generation. The first concerns more flexibility, that is to reduce the system's min-
imum to get more normal PV load. In a previous study by the same authors 
(Denholm et al., 2007), the low flexibility of traditional electrical systems potentially 
limited the penetration of intermittent renewable energies. Fig 2.5 (Denholm et al., 
2007) shows a load duration curve for Electric Reliability Council of Texas (ERCOT) 
for the year 2000. 

 

 
Fig 2.5: Load duration curve for the ERCOT system in 2000 (Denholm et al., 2007). 

 

The second method described relates shifting normal load to times of greater PV 
output. Peak-load shifting is the process of mitigating the effects of large energy load 
blocks during a period of time by advancing or delaying their effects until the power 
supply system can readily accept additional load. The traditional intent behind this 
process is to minimize generation capacity requirements by regulating load flow 
(https://m.csemag.com/index.php?id=9575&tx_ttnews%5Btt_news%5D=117807&c
Hash=95b3d2a5db6725428142c5a605ac6d89).  

The third and last method concerns energy storage technologies, that is storing solar 
generated electricity and releasing this stored energy at times of reduced or zero so-
lar output. 

Shivashankar et al. (2016) discuss widely a number of methods of resolving intermit-
tent generation problems. One of these is the reduction of energy fluctuation by geo-
graphical dispersion. This method is normally used to “mitigate short-term output 
power fluctuations for PV clusters installed in wide area”. It is also observed that the 
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protection issue caused by large PV penetration can also be solved by dispersing PV 
generation. Fig 2.6 (Shivashankar et al., 2016) shows the location of six geographical-
ly dispersed photovoltaic systems over 1000 square kilometres in Spain on the left 
(a), and their outputs on the right (b). 

 

 
Fig 2.6: (a) Six PV systems geographically spread over 1000 km2, (b) Output power from Cintruenigo, PV 

system (P1) and combined output of six PV systems (P6) (Shivashankar et al., 2016). 

 

From this study emerged that smoothing depends on the pooling of photovoltaic in-
stallations and the corresponding distance between them. 

In this study is also cited the output of one hundred PVs distributed in Germany 
studied to calculate the long-term stability and predictability of the dispersed photo-
voltaic energy generation. The result was positive in smoothing power fluctuations, 
while short-term fluctuations remained roughly unchanged. In conclusion, the de-
crease in the number of photovoltaic systems increases the instability of the output 
power. 

Hoff et al. (2010) introduced a model to calculate the output variability of PV group 
by computing the standard deviation of change in fleet output power, relative output 
variability and dispersion factor (the fleet computation is valid but difficult to im-
plement practically since the multiple system calculation involves heavy mathemati-
cal calculations and insufficient data on solar irradiance). In conclusion, increased 
dispersion reduces variability indicated by standard deviation and pearson correla-
tion coefficient analysis. 

Energy storage represents perhaps the ultimate solution to the problem of intermit-
tent generation. Storage devices help to accomplish one or more important tasks 
such as smoothing power fluctuation, shifting peak generation period, protection 
during outages when installed along with large PV generation. 

An example of storage technology is battery. A battery is a genuine electrochemical 
accumulator that allows you to store a good amount of excess energy during the 
most hours of sunlight, and then reuse it for the needs during the night. 

Battery energy storage (BES) is characterized by the presence of a series and parallel 
connected battery system that produces the required power for the application. 
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The operation of a battery-powered photovoltaic system consists in taking away 
from the rays the energy required to power the electrical loads in self-consumption, 
while the excess energy that is not used is accumulated by the battery to be exploited 
later. 

Energy storage in BES occurs through an electrochemical process and also have 
quick response in charging and discharging mode 
(http://www.energyhunters.it/content/sistemi-di-accumulo-di-energia-elettrica-
%E2%80%93-classificazione-caratteristiche-vantaggi-e-svanta). There are many 
types of batteries used for BES applications, such as flooded lead acid (LA) batteries, 
valve regulated lead acid (VRLA) batteries, nickel cadmium (NiCd) batteries, lithium 
ion (Li-ion) batteries, sodium sulfur (NaS) batteries and vanadium redox (VRB) bat-
teries (Shivashankar et al., 2016). 

LA batteries are very much used in this area as they are very cheap and available on 
the market, although maintenance costs have increased. VRLAs are the best alterna-
tive because they do not need maintenance, the lifespan is longer than normal LA 
and achieves an efficiency of 70-80%. Sodium sulfide batteries, on the other hand, 
are used for large power applications. Fig 2.7 (Shivashankar et al., 2016) shows an 
PV and battery source connected through separate voltage source converter. 

 

 
Fig 2.7: Battery station for smoothing PV output connected with grid (Shivashankar et al., 2016). 

 

Shivashankar et al. (2016) affirm that the BES act as a centralized storage installed in 
distribution feeder since the control of battery in centralized storage is easy. 

With regard to the implementation of BES technologies within the power grid, Hill et 
al. (2012) affirm that there are two possible ways to use, which share views on it. 
The first is to provide centralized storage at the MW level at the distribution substa-
tion; the second is to use smaller energy storage systems distributed on the distribu-
tion feeders, networked together and remotely controlled at the substation. The ad-
vantages of centralized storage are easy access to substation electrical and SCADA 
(Supervisory Control and Data acquisition) equipment, simplified control schemes, 
economies of scale, and the fact that there is already utility-owned land available be-
hind the substation fence. 
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In summary, photovoltaic systems do not have inertial components and output pow-
er can change very quickly in relation to the quality of sunlight reception. It is the 
BES task to level the sudden output power variations to ensure a reasonable ramp 
rate (kW/min) value for the system operator (Shivashankar et al., 2016). 

Another example of alternative battery storage technology is capacitors and super-
conductive magnetic energy storage (SMES). 

The supercapacitors are a technology derived from that of the classic electrolytic ca-
pacitors, but unlike they have a higher capacity and therefore can store much more 
energy. A capacitor is generally an element consisting of two armatures called anode 
and cathode that can lead. An insulating material is inserted between them. As soon 
as a voltage is generated between the two armatures, the capacitor deposits electri-
cally charged charges on the armor, thereby triggering the charging process 
(http://www.energyhunters.it/content/sistemi-di-accumulo-di-energia-elettrica-
%E2%80%93-classificazione-caratteristiche-vantaggi-e-svanta). 

SMES, or electromagnetic batteries, are devices capable of exploiting a particular 
property of the materials, which can be explained by quantum mechanics, called su-
perconductivity. In practice, some materials have, among other properties, the ability 
to enter superconducting state when subjected to particular temperatures, usually 
close to absolute zero. The temperature under which each material enters the super-
conducting stage is known as the critical temperature. Below this temperature, the 
magnetic permeability and electrical resistance to the current flow of the material 
are reset (http://www.energyhunters.it/content/sistemi-di-accumulo-di-energia-
elettrica-%E2%80%93-classificazione-caratteristiche-vantaggi-e-svanta). 

The superconductors are able to control the ramp rate of the PV generators connect-
ed to the network by absorbing the power difference between PV and inverter out-
put. The problem of voltage shake due to PV variation is mitigated by installing this 
kind of devices, as reported by Woyte et al. (2003). The use of SMES is effective in 
maintaining the value of the frequency within the limits set. The experimental results 
under various weather conditions discussed by Jung et al. (2009) show how SMES 
use better PV output. 

A third example of storage technology is the diesel generator. However, Shivashan-
kar et al. (2016) affirm that there are several difficulties regarding the use of such 
systems, in particular slow response during continuously changing PV and decrease 
in operational efficiency when it is made to run at low output levels during high level 
of oscillation in PV. In a paper Datta et al. (2011) developed a fuzzy controller for PV 
generator to control the frequency of a PV-diesel hybrid system. The PV generator 
controlled the output produced and effectively maintained the frequency deviation 
within ±0.2 Hz. The results were satisfactory when compared with PV with MPPT 
(Maximum Power Point Tracking) control. The diesel generator acted as a backup 
source which will follow the changes caused by variation in PV output and load. Fig 
2.8 (Shivashankar et al., 2016) shows a hybrid system of the diesel generator.  
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Fig 2.8: PV, diesel generator hybrid system (Shivashankar et al., 2016). 

 

However, problems with previously mentioned diesel generators have driven users 
to focus on fast response technologies with greater operational flexibility, such as 
battery power buildup, capacitors, and fuel cell. 

An additional example of storage technology is the fuel cell. They are electrochemical 
systems capable of converting chemical energy derived from a fuel (usually hydro-
gen) directly into electrical energy, without an intermediate transformation passage 
into thermal energy. This feature makes these elements free from the Carnot cycle 
limitations and allows high conversion returns. Other features that are causing its 
development are high reliability and low maintenance cost, fast response, and the 
ability to install fuel cells close to the car with noise and reduced missions (Ronchet-
ti, 2008). Fig 2.9 (Shivashankar et al., 2016) shows a PV system connected to the fuel 
cell. 
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Fig 2.9: PV connected to fuel cell (Shivashankar et al., 2016). 

 

Wind energy, together with solar energy stored through the use of PV, is one of the 
most widely used energy sources. The use of wind power has undergone considera-
ble growth in recent years, as shown in Fig 2.10(Ayodele et al., 2015). As reported by 
T. R. Ayodele et al. (2015), the progressive increase in the presence of wind power in 
Europe alone reached a value of 106 GW in 2012, which is an increase of 12,6% an-
nually. In addition, world wind capacity reached 318 GW at the end of 2013 as shown 
in Fig 2.11 (Ayodele et al., 2015). 

 

 
Fig 2.10: Cumulative installed wind power in the European Union between 2000 and 2012 (Ayodele et al., 

2000). 
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Fig 2.11: Total installed wind capacity in the world between 2010 and 2013 (Ayodele et al., 2000). 

 

According with what is said for solar energy, wind energy is also an example of in-
termittent energy generation. In particular, the parameter that most influences the 
reliability of a wind system is the wind speed, which varies from day to day, hourly 
or even during even smaller intervals. The wind forecast is also more complicated 
than the sun. M. Jabir et al. (2017) briefly describe some of the most commonly used 
methods for predicting time, such as artificial intelligence (AI) and machining learn-
ing (ML). Other widespread applications described include multi-layer perceptrons 
(MPL), radial basis function neural network (RBFNN), recurrent neural networks 
(RNN), and support vector regression (SVR). 

As is the case with solar one, wind power penetration also creates a disagreement 
between energy generation and demand, and this forces operators to face a number 
of difficulties to fully meet the demand for electricity. Ayodele et al. (2015) describe 
three methods used to balance different demand and supply. The regulation tech-
nique is the technique for which it is supplied more or less power depending on the 
signal sent by the control system that monitors both load and generation and is used 
in case of fast and unpredictable loading that occurs in time slots between the second 
and the minute. Wind speed variation is not usually instantaneous, so this technique 
is poorly used and the cost is rather low. The load following balancing technique, 
however, is used when the variation takes place in periods of time between 10 
minutes and several hours. In this case, there is enough time to plan load and genera-
tion based on time-based variation, so system operators use different types of gener-
ation to meet up energy demand at the lowest cost. In the case of unit commitment, 
the generators that will be needed for each day’s operation will be selected by the 
utility operator (Ayodele et al., 2015). 

Finally, even wind power penetration within the power grid causes energy quality 
issues such as voltage variation, unintentional islanding from the grid, reverse power 
flow, and power fluctuations in grid connected systems, already described above. 

In particular, voltage fluctuation is the biggest problem for the use of wind energy. As 
stated by M. Jabir et al. (2017), the voltage of a wind connected grid depends on the 
wind output power and the wind power depends on various parameters including 
air density, wind speed and the characteristics of the wind turbine. The rash of volt-
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age is due to the sudden increase in wind speed. On the contrary, a sudden drop in 
speed causes a voltage drop in the connected network. 

Ultimately, wind power alone is not able to feed a network continually, as is the case 
with wind power. The storage devices used to mitigate wind intermittent issues are 
several, and some common ones to those used in the PV case. 

In addition to the methods already described for PV such as batteries, SMES and su-
percapacitors, other methods are employed including the use of the flywheel. It is a 
device capable of accumulating kinetic energy in a spinning mass, drawing electricity 
from the primary source and storing it in a high-density spinning flywheel. It can be a 
low speed flywheel (up to 6’000 rpm) and a high speed flywheel (up to 60’000 rpm). 
The flywheel represents an excellent excess energy storage system produced by a 
wind system, and is able to return it by transforming kinetic energy into electricity 
by exploiting the inertia of the rotor. Fig 2.12 shows how the flywheel is connected to 
the wind turbine while the electrical part is connected to the grid via back to back 
electronic converter (Ayodele et al., 2015). 

 

 
Fig 2.12: Wind energy conversion system and fly wheel energy storage system (Ayodele et al., 2015). 

 

An alternative method is pumped hydroelectric storage (PHS) technology. As stated 
by Ayodele et al. (2015), in these systems the water is pumped in the time of excess 
wind power into the upper reservoir and then released through a generator in the 
lower reservoir during the low wind power production. It is a highly developed sys-
tem, with a total installed capacity of about 127 GW up to 2009 and this value is ex-
pected to grow steadily. The limits of this technology are identified by the fact that it 
can only be used in specific topological areas and large enough to contain the two 
types of reservoir, it has a high cost of capital and a high construction time (Ayodele 
et al., 2015). 

Compressed air energy storage (CAES), instead, is able to store mechanical energy 
through compression of air into a container located underground when excess wind 
energy is generated. Compressed air is used and expanded to get electricity when 
wind power is unable to satisfy demand and power the power grid. According with 
Ayodele et al. (2015), the advantages of CAES consist of a high capacity and long life-
time of energy storage, as well as ease of use and startup. The limit that most influ-
ences its performance is the dispersion of heat generated during compression when 
the compressed air is held for too long. 
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One of the most interesting technologies that is progressively developing in the field 
of renewable energies as a smoothing system of intermittent generation is hydrogen 
storage. Hydrogen is not present in nature as a free molecule and this is the reason 
because it is necessary to produce it from the substances that contain it, as is pro-
duced by electrolysis to obtain it from the water. From the point of view of energy 
application, hydrogen can be used theoretically as fuel through chemical conversion, 
that is, by utilizing its combustion when combined with pure oxygen. On the other 
hand, it can be used through electrochemical conversion, that is, for the direct gener-
ation of electricity (http://orizzontenergia.it/testi.php?id_testi=137#null). 

Excess energy from a wind power system can be used to produce low pressure hy-
drogen (207-2068 kPa) then compress and preserve it at high pressure (20684 kPa). 
It can then be converted into electricity during the low wind speed period directly in-
to a fuel cell using a non-toxic product, that is the water (Ayodele et al., 2015). 

Thanks to all the positive aspects of the use of hydrogen, such as its versatility, ease 
to storage, ease to transport and its "clean" nature, it is considered a potential alter-
native to automotive applications and is being studied by some of the world's most 
famous automakers. 

The use of hydrogen in the future will require storage onboard vehicles and at hy-
drogen production sites, hydrogen refueling stations, and stationary power sites. 

The main limit for spreading this method is the need to find a reliable and effective 
way to store hydrogen. Hydrogen has a very high energy content by weight (about 
three times more than gasoline), but it has a very low energy content by volume (liq-
uid hydrogen is about four times lower than gasoline) (Ayodele et al., 2015). 

A possible method of hydrogen storage is the compression of hydrogen gas in high 
pressure reservoirs. As stated by Gray et al. (2011), hydrogen storage in the form of 
pressurized gas is theoretically simple. However, it is necessary to apply a compres-
sion to increase the volumetric energy density and to achieve acceptable values, and 
this is not easy for several reasons. An alternative method of hydrogen storage is the 
physical storage of cryogenic liquid hydrogen (cooled to 253 °C, at pressures of 6-
350 bar) in insulated tanks. Liquid H2 has a better volumetric density than the com-
pressed H2 at 700 bar (Ayodele et al., 2015). However, the liquefaction process is en-
ergy intensive. In addition, evaporation losses are important whose the liquid state 
has been achieved. Consequently, this represents an impractical solution onboard a 
road vehicle. 

Due to limitations in the application of the above methods, a third storage method is 
being considered which involves the use of some solid state materials to be com-
bined with hydrogen to obtain benefits during storage. The solid state storage option 
is actually a very large topic as it could be exploited by various H2-solid physical in-
teractions. One of the most commonly used solutions is to reversibly combine H2 
with a metal. The advantages of hydrogen storage in the form of metal-hydride (MH) 
consist to achieve much higher volumetric energy density and, therefore, compatible 
with the electrolyser output pressure, and greater safety compared to compressed 
gas (Ayodele et al., 2015). However, this technology is still in the process of being 
studied and it takes more years before it can actually be implemented. 

Very important is the use of Phase Change Materials (PCM) for thermal energy stor-
age. Generally, thermal energy storage can be obtained by imposing phase transfor-
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mations on a material and by exploiting the thermal energy exchanged during trans-
formations. The efficiency of the method used is directly proportional to the specific 
thermal capacity and volume of the material. 

These materials are latent heat thermal energy storage (LHTES), that is accumula-
tors of that amount of energy that is exchanged during phase transitions in the form 
of heat, and are able to store a high amount of constant temperature energy. PCMs 
have a high fusion enthalpy and are able to store or release large amounts of energy 
as latent heat during liquid-solid phase transformations and vice versa, in a relatively 
small volume (Pielichowska et al., 2014). 

The ideal PCM must meet certain specific properties such as thermal properties, such 
as having a melting temperature in the desired operating range, a high phase transi-
tion latent heat per unit volume, a high specific heat and a high thermal conductivity 
of both phases. It should also meet physical properties such as a small volume 
change on phase transformation, a low vapor pressure at the operating temperature, 
a balance to make favorable and high density. Last but not least, the PCM should 
meet kinetic properties, such as no super-cooling, high nucleation rate and an ap-
propriate rate of crystallization, and chemical properties such as long-term chemical 
stability, a completely reversible freeze/melt cycle, compatibility with the construc-
tion materials, no corrosion influence on the construction materials and should be 
non-toxic, non-flammable and non-explosive to ensure safety (Pielichowska et al., 
2014). 

PCMs can be classified in different ways, depending on the temperature ranges on 
which the phase transition occurs or according to the phase transition mode. Based 
on this latter classification, there are gas-liquid, solid-gas, solid-liquid and solid-solid 
systems. Applications of gas-solid and liquid-gas systems are limited due to the large 
volume variations that come into play (Pielichowska et al., 2014). 

Among the different application areas of the PCM, the most recent is surely the stor-
age of solar energy. Hammou et al. (2006) achieved positive results from the study of 
a Hybrid Heat Accumulation System (HTESS) for the simultaneous management of 
solar and electrical heat storage, noting that the system reduced energy consumption 
for heating almost 32%. 

One possible application of PCMs is that of vehicles. From a study carried out by 
Chau et al. (2007), vehicles deliver about 65-75% of the fuel energy in the form of 
heat through the drain or radiator, so it is necessary to focus the analysis on the pos-
sible improvement of the overall thermal efficiency of the vehicle. In particular, vehi-
cle components can undergo different thermal conditions in relation to the sur-
rounding environment, so vehicles must be able to operate between temperatures 
below zero and very high temperatures. PCMs may be able to buffer thermal transi-
ents and allow the system to be designed for medium heat loads rather than peak 
(Jankowski et al., 2014). 

Electric Vehicle (EV) batteries are also used as energy storage devices to mitigate the 
intermittence of renewable energies. EVs are alternative vehicles to traditional vehi-
cles with internal combustion engine (ICV) and, thanks to their energy efficiency, are 
able to contribute massively to reducing CO2 emissions. 

As reported by Sexias et al. (2015), the use of EVs is currently limited because it is 
linked to several factors such as costs, social status, and driving habits. However, the 



21 
 

authors argue that Europe decided to intervene heavily on the issue of CO2 emissions 
by imposing a reduction in GHG emissions and dependence on oil by 2050 by 80-
95% compared to 1990 levels. All this will help the gradual entry into the market of 
electric vehicles such as battery electric vehicles (BEV) and plug-in hybrid vehicles 
(PHEV). BEV and PHEV are very different from traditional hybrid vehicles. Tradi-
tional hybrid vehicles are called because of their ability to be powered by both an 
electric motor and an internal combustion engine, cannot be recharged by connect-
ing to an electrical outlet and their batteries are recharged using the exploitation of 
the kinetic energy produced during braking and transformed into electricity. 

PHEV is similar to traditional hybrid vehicle because they both have electric motors 
and internal combustion, but the main difference is that they can be recharged by 
plugging into an electrical outlet. BEV, on the other hand, only has an electric motor 
and works using the energy input of the batteries, which can be recharged by an elec-
trical outlet. The most important advantage of BEV is the lack of polluting gases 
(Goldman, 2014). 

These vehicles use their batteries to store excess energy produced by a wind turbine 
or PV so that they can be used later in case of power shortages. This is a way to miti-
gate the problem of the amount of unnecessary energy if it causes overvoltage. 

In addition, as stated by Ayodele et al. (2015), vehicles remain steady and unused for 
90% of the time. The idea is to take parked vehicles and put them in the power grid 
so that the batteries can be made available to give or store energy. This model is 
known as the Vehicle to Grid (VTG) and would provide useful services to the power 
grid, replacement of energy storage systems and improve the efficiency of the entire 
system. Aguero et al.(2012) discuss the integration of EV and PV from a technical 
point of view. Positive results point out how Distributed Energy Storage (DES) sys-
tem can really be a great way to mitigate intermittent problems. 

In conclusion, the penetration of PV and, in general, all the sources of energy that 
possess the characteristic of interference, within the power grid, finds many obsta-
cles. Above all, there is the problem of the disagreement between electricity supply 
and demand for electricity, and the lack of appropriate tools to overcome the prob-
lem of rapid changes in the load. For this reason there is a progressive step towards 
the so-called "smart grid", understood as an evolution of traditional electrical net-
works. This innovation allows you to manage your electricity and respond promptly 
to the demand for greater or lower consumption of one or more users by increasing 
connectivity, automation, and co-ordination between suppliers, consumers and the 
network to optimize transmission and distribution of energy. 
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3. METODOLOGY 
 

The analysis carried out in this thesis work refers to a project under way in the Stir-
lingshire village of Fintry (population of about 700 people) already launched in 2016 
called Smart Fintry, which would last two years ending in 2018. This project aims to 
develop a system enabling UK consumers to purchase energy directly from nearby 
renewable energy generators, so as to reduce electricity costs and reduce carbon 
emissions for consumers located near such renewable electricity generators. 

The project is divided into four main phases. The first phase concerned the prepara-
tion of the project to start delivery. 

The second phase involved the preparation of everything necessary for the installa-
tion of smart meters and heat pumps, as well as the inclusion of a new local tariff de-
signed by the project partner Good Energy. The target of this phase was to register 
100 families at this new rate by the end of October 2016. The result is very close to 
the target, in fact 83 families are currently able to take part.  

The third phase consisted of the installation of smart meters capable of providing 
almost real-time data and of all communication links necessary to make data collec-
tion feasible. This goal was achieved at the end of March 2017, although there are 
still a few meters to be installed.  

The fourth phase is underway and would last until March 2018. It concerns the ex-
pansion of the project to include a larger number of participating families. The aim is 
to develop methodologies and tools that increase the replicability of the project tak-
ing into account the forecast risks associated with the generation of intermittent re-
newable energy, such as wind, hydro and solar PV energy 
(http://smartfintry.org.uk/).  

So the implementation of this project and the analysis carried out in this thesis work 
concern the town of Fintry, a small village located in the central part of Scotland 
about 19 miles north of Glasgow (Fig 3.1). 

 

 
Fig 3.1: Fintry, Scotland, UK (www.google.com/maps). 
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The goal of the project is to create a replicable local energy economy that can expand 
and be adopted by other communities in UK. 

Therefore, this thesis work focuses on the analysis of a certain number of houses. 
Among these houses, only a small part already owns a PV system while the remain-
ing part is without a PV system. The study carried out has as its aim the economic 
analysis resulting from the application of a solar-PV system or a combined solar-PV-
battery system for each house of this analyzed village. It is necessary to understand if 
it is reasonable to adopt such systems or is inconvenient from an economic point of 
view. In particular, this thesis work evaluates whether investments in a PV system 
and a combined PV-battery system can be considered satisfactory on the basis of the 
relative payback, considering the energy tariffs and the incentives applied in Scot-
land.  

The work done can be briefly described in five basic steps. The first step consists in 
the construction of a PV model applying a regression analysis starting from the data 
relative to a 50 kWp PV system installed in a sports center in Fintry. 

As a regression model, it was decided to use the PVUSA (Photovoltaics for Utility 
Scale Applications), a very simple model based on data collection of solar, meteoro-
logical and power output data for a certain period of time and regresses the output of 
the system against a combination of solar radiation and temperature.  

Knowing the meteorological data, the second step starts assigning a PV system of ac-
ceptable size for domestic use to each considered houses. Having calculated the re-
gression coefficients for a 50 kWp system, it is easy to obtain the new coefficients for 
a different known size of PV system. 

In this way it is immediate to obtain a dataset of the demand in the absence of a PV 
system and a dataset of the demand when a PV system of a certain size suitably cho-
sen is installed.  

From the comparison between the trend of the energy required to the network from 
any house without PV and the trend of the net energy required to the network after 
the installation of appropriate solar panels given by the difference between the re-
quired energy and the produced solar energy, it is immediately to observe that the 
quantity of solar energy of a generic house is sufficient to require less energy from 
the network and, in some case, higher than the demand to be able to feed a battery 
for the energy storage to reuse it at a later time or to sell it and profit from it. How-
ever, if the house needs additional energy it can be imported from the network at 
any time (Fig 3.2). 
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Fig 3.2: PV system generic scheme (https://www.rbgrant.co.uk/renewables/solar-pv-panels/). 

 

In Fig 3.3 the generic trend of the energy required by a house is shown in blue, while 
the quantity of energy produced by a PV system is shown in red. The peak demand is 
reached during the evening time when all the residents are usually at home. On the 
other side the peak of solar production is obviously reached during the daytime 
hours. The portion of space between the red curve and the blue curve represents a 
surplus of energy that can be used to store reserve energy in a battery or can be fed 
into the network. 

 

 
Fig 3.3: House energy demand and solar energy produced for a generic house during the day . 

 

The third step consists in carrying out a research on the BESS market in Europe, in 
order to verify which brands are prominent and choose an appropriate type of bat-
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tery that guarantees the correct functioning of a hypothetical combined PV-battery 
system installed on the houses (Fig 3.4). 

 

 
Fig 3.4: Market for a stationary battery storage system (http://planetsave.com/2015/10/08/stationary-

battery-energy-storage-systems-what-will-drive-their-growth/). 

 

After choosing the appropriate battery, the BESS model was built considering the 
technical data (capacity, discharge rate, charge rate, round-trip efficiency, lifetime) of 
the model considered. 

Assuming to apply a combined PV-BESS system to all the houses, in the fifth step an 
economic analysis was made. This analysis involved the economic study of a PV sys-
tem installed on each house to understand how long it would be able to payback. The 
same analysis was done about the installation of a PV-BESS system, where the initial 
expenditure and consumption change significantly.   



26 
 

4. PRESENTATION OF DATA 
 

The starting data for the analysis carried out in this thesis work were provided in the 
form of Microsoft Excel files, and can be subdivided respectively into three sectors. 

 

4.1 Associated weather 
 

The folder called "Associated weather" contains twelve files, each of which contains 
the values of the reference climate parameters for each month of the year 2017. In 
particular, the data concern the temperature T measured in degrees Celsius (°C), the 
wind speed w measured in miles per hour (mph) and the solar radiation I measured 
in watts per square meter (Wm-2). 

Fig 4.1, Fig 4.2 and Fig 4.3 show respectively the temperature, the solar radiation and 
the wind speed average values trends for each month related to the year 2017. 

 

 
Fig 4.1: Average temperature values of Fintry in 2017. 

 

The average temperature curve shows a slow increasing trend during the first 
months of the year, then a quicker increasing trend until reaching the absolute max-
imum value between the end of May and the beginning of August, then starts to de-
crease relatively slowly until the beginning of October. Subsequently the curve con-
tinues to decrease but in a more sudden manner. 
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Fig 4.2: Average solar radiation values of Fintry in 2017. 

 

The curve of the average trend of the solar radiation starts from a relative minimum 
value during the first months of the year and grows until it reaches its peak value 
towards the first half of May. From then on it decreases slightly until reaching a rela-
tive maximum value during June and another one during August, then decreasing in-
exorably in the following autumn and winter months. 

 

 
Fig 4.3: Average wind speed values of Fintry in 2017. 

 

The trend of the mean wind speed values shown in the last figure is understandably 
undulating, considering that Scotland is subject to relatively high wind speeds. The 
average value during the course of the year 2017 was approximately 2,50 mph. 
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The provided weather data show information for each reference month of the year 
2017 with a time interval of 5 minutes (Fig 4.4). 

 

 
Fig 4.4: Extract of the weather data of May showed in Microsoft Excel. 

 

4.2 PV generation 
 

The folder named "PV generation" contains seven files, each of which contains the 
power data relative to the 50 kWp PV system installed on the roof of the Fintry 
Sports Club. The power data provide the values of the used power measured in kilo-
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watt peak (kWp) and discretized every 10 minutes starting from 26th April 2017 at 
about 12:10 pm until 31st October 2017 at about 11:50 pm (Fig 4.5). 

 

 
Fig 4.5: Extract of the power data of the Fintry Sports Club in May showed in Microsoft Excel. 

 

The Fig 4.6 shows the trend of the produced power during the period between on 
26th April and 31st October 2017 from the 50 kWp PV system of Fintry Sports Club. 
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Fig 4.6: Produced power trend of the 50 kWp PV system of the Fintry Spots Club in 2017 (real data). 

 

 

4.3 Household demand 
 

The folder called "Household demand" contains twelve files, each of which contains 
the energy used and the energy exported data of each house starting from 00:30 on 
1st January 2017 until 11:30 pm on 31st December 2017. The data are discretized 
every 30 minutes, the houses are named through numbers and the energy values 
provided are measured in watt hours (Wh) (Fig 4.7). 
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Fig 4.7: Extract of the energy data of the analyzed houses of Fintry in May showed in Microsoft Excel. 

 

At the beginning the houses to be examined were 89 but afterwards some were elim-
inated from the analysis due to the lack of a sufficient number of data for which the 
number has dropped down. Discarding even the houses with a previous installed PV 
system, the number has dropped to 42.  

Moreover, the column “C” (Fig 4.7) shows the values of energy used, that is, the 
amount of energy that the house needs and that must be taken from the grid in the 
absence of a PV system, while the column “D” (Fig 4.7) shows the values of energy 
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exported, ie that surplus of energy that would occur at some hours of the day if the 
house was equipped with a PV system. It is evident that if the values relating to the 
exported energy of a given house (or node) in exams were different from zero, then 
the house would already have a previously installed PV system.  

It is convenient to consider the normal distribution of the average daily energy val-
ues required by each node to show the energy values used by the houses and get an 
idea of the actual consumption.  

In probability theory, the normal or Gaussian distribution is a continuous probability 
distribution that is often used as a first approximation to describe random variables 
to real values that tend to focus around a single mean value. The validity of this theo-
ry is ascertained by the central limit theorem which states that assuming certain con-
ditions, the sum of n random variables with finite mean and variance tends to a nor-
mal distribution when n tends to infinity (www.unife.it). 

The normal distribution depends on two parameters: the mean (usually indicated by 
the symbol μ) and the square of the standard deviation σ2. Using Microsoft Excel it is 
possible to apply the normal distribution using the mean µ and standard deviation σ2 
values related to the average energy values of each node reported in the Tab 4.1. 

 

Mean µ Standard Deviation σ2 

20,38 14,26 
Tab 4.1: Standard deviation and mean values referring to the average daily energy demand of each node. 

 

Tab 4.2 shows the values of the normal distribution of the average daily energy 
�̅�𝐷𝐸𝑀𝐴𝑁𝐷|𝑑𝑎𝑦  used by each node (or house). It is calculated with reference to the 

mean and the standard deviation. 

 

Node �̅�𝑫𝑬𝑴𝑨𝑵𝑫|𝒅𝒂𝒚[kWh] Normal Ditribution 

110 10,46 0,022 

80 7,33 0,018 

78 8,48 0,020 

77 10,08 0,022 

76 9,85 0,021 

67 9,85 0,021 

41 10,35 0,022 

31 5,70 0,016 

27 10,77 0,022 

25 8,40 0,020 

12 9,01 0,020 

10 5,11 0,016 

2 10,75 0,022 

79 14,43 0,026 

73 14,13 0,025 

70 14,73 0,026 

68 18,24 0,028 
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64 15,69 0,027 

62 18,89 0,028 

59 16,43 0,027 

49 17,72 0,027 

47 11,09 0,023 

42 16,50 0,027 

39 13,13 0,025 

36 14,06 0,025 

32 16,05 0,027 

24 12,69 0,024 

13 13,08 0,025 

9 16,78 0,027 

4 16,22 0,027 

96 52,51 0,002 

82 39,43 0,011 

75 42,78 0,008 

65 28,17 0,024 

63 27,24 0,025 

57 33,60 0,018 

53 33,93 0,018 

44 25,33 0,026 

37 41,31 0,010 

23 26,72 0,025 

11 22,79 0,028 

7 19,22 0,028 

6 69,87 0,000 

5 20,83 0,028 

3 57,36 0,001 
Tab 4.2: Normal distribution values referring to the average daily energy used in 2017 of each node. 

 

Fig 4.8 shows the trend of the normal distribution of the average daily energy of the 
nodes. 
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Fig 4.8: Frequency of nodes depending on the average daily energy used in 2017. 

 

The graph has the classic "bell" shape. A certain symmetry is evident with respect to 
the mean value μ, in which the graph reaches its maximum. The equation (4.1) de-
scribes the curve: 

 

 𝑓(𝑥) =
1

𝜎√2𝜋
𝑒

−
(𝑥−𝜇)2

2𝜎2  (4.1) 

 

Where 𝑒 represents the Napier constant approximately equal to 2,71. The random 
variables characterized by an exponential function of this type are briefly indicated 
with 𝑁(𝜇, 𝜎), the letter N indicates that there is a normal probability distribution 
with parameters μ and σ. 

It is known that by randomly sampling among the normally distributed values there 
is a probability equal to 68,27% to obtain a value between μ – σ and μ + σ 
(www.unife.it).  

As a result, three areas can be identified in the graph: the first area between 0 kWh 
and 12 kWh contains nodes with lowest values of average daily energy used; the sec-
ond area between 12 kWh and 25 kWh contains the nodes with middle values of av-
erage daily energy used; the third area that starts from 25 kWh contains nodes with 
highest values of average daily energy used. 

For convenience, only the data of a representative node for each area of the normal 
distribution curve are shown. The followings show the energy trends used by repre-
sentative node 41, node 44 and node 57 (Fig 4.9, Fig 4.10 and Fig 4.11). 
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Fig 4.9: Energy used trend in 2017 of node 41. 

 

 
Fig 4.10: Energy used trend in 2017 of node 44. 
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Fig 4.11: Energy used trend in 2017 of node 57. 
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5. DATA MODELING 
 

As briefly anticipated, the study carried out aims to assign a PV system in a first case 
and a combined PV-battery system in a second case for all the analyzed houses locat-
ed in Fintry, starting from the actual data provided for a 50 kWp PV system installed 
in the Fintry Sports Club. 

5.1 Solar-PV system 
 

Photovoltaic systems are classified according to two main types: stand-alone PV sys-
tems and grid-connected PV systems. 

Stand-alone systems work without being connected to the network. They are wide-
spread in buildings distant from the electricity grid, in buildings located in hardly ac-
cessible areas or buildings with low energy consumption that do not make the con-
nection to the public network convenient. This type of system is usually combined 
with BESS to allow the use of solar energy even during the nighttime when the pan-
els do not produce energy. 

Grid-connected systems are electrically connected to the national grid in a bidirec-
tional way, ie the power flow can be directed from the system to the grid and vice-
versa. It is usually installed in buildings whose energy consumption is relatively high 
in order to save on expenses or, if there is a large area for the installation of the sys-
tem and well exposed to the sun rays, for the purpose to sell energy and produce a 
certain gain. 

In the examined case, it is assumed to install a PV system of the second type, ie with 
connection to the electricity grid. The grid-connected PV systems work in an ex-
change regime with the local electricity grid. In summary, during the day the user 
consumes the electricity produced by their solar system while during the nighttime 
when the solar radiation is not enough to produce the amount of energy required or 
if the user requires more than the system PV is able to supply, the electricity grid 
guarantees the supply of electricity. However, when the system produces more ener-
gy than required by the user it can be exported to the network. 

A system of this type is characterized by a set of fundamental components intercon-
nected with each other and which interfaces with the electricity grid, as mentioned. 

Photovoltaic panels represent all the photovoltaic units, are exposed to the sun and 
produce electricity in direct current form (DC). They are made up of hundreds of 
photovoltaic cells which make it possible to directly transform the solar radiation in-
to electrical energy by exploiting the so-called photovoltaic effect. This effect is based 
on the properties of some conducting materials suitably treated such as silicon (Si) to 
generate electricity directly when they are hit by solar radiation. The behavior of a 
photovoltaic cell exposed to solar radiation is similar to a power generator with a 
characteristic voltage/electric current curve that depends basically on the intensity 
of solar radiation, temperature and surface (https://www.docsity.com/it/panel- PV-
composition/705 450/). 

A photovoltaic cell is generally a square-shaped element with a surface of about 100 
cm2 whose behavior is similar to a battery. Nowadays the most common types of 
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photovoltaic cell are (https://www.fotovoltaiconorditalia.it/idee/dimensioni-
pannelli-fotovoltaici-2): 

- Monocrystalline silicon cells. Monocrystalline silicon is the most common semi-
conductor material used for photovoltaic cells because it allows the highest pos-
sible efficiency (14-17%) thanks to the high degree of purity it possesses. 

- Amorphous silicon cells. The structure is segmented and particularly dark. It is a 
real deposition of thin semiconductor wires on flexible surfaces, very light and 
very large (efficiency equal to 5-7%). 

- Polycrystalline silicon cells (efficiency of 12-16%). 

The Fig 5.1 shows the typical composition of a photovoltaic panel. 

 

 
Fig 5.1: PV panel composition scheme (http://www.consulente-energia.com). 

 

Their size varies according to the material. They usually have the following sizes 
(https://www.fotovoltaiconorditalia.it/idee/dimensioni-pannelli-fotovoltaici-2): 

- For polycrystalline and monocrystalline panels with peak powers between 230 
and 245 Wp the height varies between 160 and 170 cm, the width between 90 
and 100 cm and the thickness between 4 and 5 cm. 

- For compact monocrystalline panels with peak powers between 190 and 200 Wp 
the height varies between 130 and 140 cm, the width between 90 and 100 cm 
and the thickness between 4 and 5 cm.  

- For thin film panels with peak powers of between 77,5 and 87,5 Wp the height is 
120 cm, the width of 60 cm and the thickness is between 0,6 and 0,7 cm. 

The phenomenon that underlies the photovoltaic effect was discovered many years 
ago, when it was observed that if two identical electrodes immersed in a weakly con-
ducting solution were illuminated, a small electric current between them would be 
automatically generated (https://www.docsity.com/en/alternator-and-
transformer/624 227/). 
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A set of photovoltaic cells connected to each other forms a photovoltaic module, thus 
succeeding in supplying an electric power per module of a value between 50 W and 
100 W on average. It is possible to increase the electric power by creating a panel 
formed by several modules, or more creating a string consisting of a set of panels. 
Photovoltaic modules are able to convert light energy almost instantly into direct 
current electricity. 

In order to obtain a PV system all the photovoltaic modules must first be connected 
together to obtain the required voltage (the string voltage is given by the sum of the 
voltages of the different modules) and then the different strings are connected in 
parallel to an inverter. 

The inverter is a component capable of transforming the electricity produced by pan-
els from direct current (DC) to alternating current (AC). This component is particu-
larly important since it is known that the form of the electricity used in domestic 
field is AC, so that the solar energy produced must be converted to be used. At the 
same time, if the solar energy produced is greater than the user demand, it must be 
fed into the grid and therefore also converted in AC 
(http://www.mpptsolar.com/it/schema-funzionamento-inverter. html). 

The inverter is an electronic device able to transform DC electricity into AC electrici-
ty and vice-versa at a certain voltage and frequency. In UK and in Italy the electrical 
standards provide for a domestic voltage of 230 V and a frequency of 50 Hz. It is used 
not only in the photovoltaic field but also in the speed controllers of electric motors, 
switching power supplies or lighting (http://www.mpptsolar.com/it/schema-
funzionamento-inverter. html). 

The inverters are used in stand-alone PV systems to power electrical devices of iso-
lated houses, mountain huts, campers, boats or in grid-connected PV systems to in-
troduce the electricity produced by the PV system directly into the electricity grid 
distribution. 

It is necessary to mention the definitions of alternator and transformer to better un-
derstand the operation of an inverter. The alternator is a rotating electric machine 
that transforms mechanical energy into AC electricity through the natural phenome-
non of electromagnetic induction. A simple functional scheme could be represented 
by a coil placed near a rotating magnet which will induce the generation of a current 
induced in the coil with direction of motion opposite to the rotation of the magnet as 
soon as it approaches one of its poles to the coil. The AC electricity produced by a 
transformer has a very low intensity and a very high potential difference 
(http://www.mpptsolar.com/it/schema-funzionamento-inverter.html). 

A transformer is similar to an alternator but has another coil (primary coil) having 
AC flowing in it instead of the magnet close to the other coil (secondary coil) on 
which the electric current will be induced. Each coil crossed by AC electricity be-
haves like a magnet and produces a magnetic field. The goal of the transformer is to 
obtain lower and safer potentials and higher current intensities, allowing domestic 
energy use. However, if the primary coil is crossed by AC instead of DC of a battery, a 
magnetic field will no longer be generated and consequently no induced current. But 
if the current direction is continuously and quickly changed, this exactly represents 
the operation of a very simple inverter (Fig 5.2). This inverter produces a square 
wave output whose frequency depends on the time taken to change the direction of 
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DC circulating in the primary coil (https://www.docsity.com/en/alternator-and-
transformer/624227/). 

 

 
Fig 5.2: Functional scheme of a simple inverter. 

 

The inverter for grid-connected PV systems must have some important characteris-
tics to do the best (https://residenziale.viessmannitalia.it/cosa-e-come-funziona-
inverter-fotovoltaico): 

- Ability to work as close as possible to the point of maximum power on the volt-
age-current curve of the photovoltaic generator, even in the case of partial shad-
ing and rapid variations of solar radiation on the modules. 

- High conversion efficiency even at low power levels. 
- Ability to synchronize with the electricity grid and to transfer all the available 

power to it in compliance with the existing connection rules. 
- Detection of any insulation losses of the photovoltaic generator. 
- Detachment from the network in case of failure or anomalies detected on the lat-

ter. 
- Protection against direct current input in the event of a fault. 

Finally, the meter is the component that measures all the energy produced by the 
photovoltaic system. Depending on the amount of energy produced, there are two 
different tariffs that respectively represent the remuneration of energy produced 
and consumed directly by the producer, and the energy not consumed and fed into 
the grid. 

Fig 5.3 shows the simplified functional scheme of a grid-connected PV system. 
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Fig 5.3: Grid-connected PV system scheme. 

From an electrical point of view, the PV system must guarantee the correct connec-
tion with the network and the correct use of the energy produced by the system. In-
deed not all the electricity produced should be fed into the network but part of it is 
consumed inside the house at the same time as it is produced without going through 
the meter and being counted. It will therefore be a direct saving on the electricity 
costs of the operator. 

Finally, the correct scheme of the system must include the precise measurement of 
the total amount of energy produced by the system, the total amount of energy fed 
into the grid and the total amount of energy taken from the grid. 

 

5.1.1 Fintry Sports and Recreation Club 
 

Fintry Sports Center and Recreation Club was established in 1979 and currently has 
about 750 members. It is a modern club with excellent facilities located between the 
Campsie Fells to the North and the Fintry Hills to the South (Fig 5.4, latitude 
56.056650; longitude - 4.227280). 
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Fig 5.4: Fintry Sports Club, Scotland, UK (www.google.com/maps). 

 

In 2015, a work was carried out on the roof of the sports center building to install a 
PV system with a rated output of 50 kWp. The system is characterized by 200 mod-
ules of 250 V (Volt) each of them in monocrystalline silicon Solon Black 220/16. The 
Fig 5.5 shows the technical data relating to a panel of the type described. 
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Fig 5.5: Technical specifications of Solon 220/16 monocrystalline panels. 

 

This PV system is installed on a roof with an isolated metallic corrugated sheets simi-
lar to the one shown in the example in Fig 5.6 (www.puntoenergiashop.it). 

 

 
Fig 5.6: Example of PV panels on corrugated sheets (www.puntoenergiashop.it). 

 

The modules are installed on the roof (maximum height of 5 metres), which has an 
inclination equal to 25° (slope angle) in relation to the horizontal plane of the ground 
and the collecting surface has an angle equal to 23° (azimuth angle) with respect to 
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the North-South axis. Fig 5.7 and Fig 5.8 show respectively all the sizes, the slope an-
gle and the azimuth angle previously described. 

 

 
Fig 5.7: Views of the Fintry Sports Club (www.google.com/maps). 

 

 
Fig 5.8: Plat and frontal view of the Fintry Sports Club (scheme). 

 

 

5.1.2 PVUSA model 
 

Many engineering and physical problems involve the exploration of the relationships 
between two or more variables and modeling the possible link between them. Indeed 
there are some phenomena that are closely linked by a complex network of relation-
ships, such that the study of the relationship between only two variables is insuffi-
cient. Therefore it is necessary to identify all the parameters on which the phenome-
non under examination depends and to study its average variation based on them 
(Corain 2012). 
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When the exact relationship between two variables is not known it could be usuful to 
identify an empirical model based on the direct observation of the phenomenon. 

Regression analysis is a very useful statistical technique for this type of problem. In 
general, it is assumed that there is only one dependent variable (or response) Y and a 
certain number k of independent variables X1, X2, ..., Xk (Corain, 2012). 

In order to determine such a function it is first necessary to establish its type which 
is usually assumed linear for simplicity. If the independent variable is unique the 
function is defined simple linear regression, while if the independent variables are 
more than one the function is defined multiple linear regression. 

A general simple linear regression model for an generic i-th observation is described 
by the (5.1): 

 

 𝑌𝑖 = 𝐵0 + 𝐵1𝑋1𝑖
+ 𝑒𝑖  (5.1) 

 

Where Xi is the independent variable, Yi is the dependent variable, B0 represents the 
intercept, B1 represents the partial regression coefficient and e represents the ran-
dom error (Corain, 2012). By means of some methods such as the least squares 
method, it is possible to estimate the intercept and the regression coefficients in or-
der to obtain the estimated regression line (5.2) for an i-th observation: 

 

 �̅�𝑖 = 𝑏0 + 𝑏1𝑋1𝑖
 (5.2) 

 

Where �̅�𝑖 represents the estimated (or expected) value of Y, b0 represents the esti-
mate of the intercept, b1 represents the estimate of the partial regression coefficient 
(Corain, 2012). 

Consequently, the residue of the generic observation represents the error relative to 
the value predicted by the model with respect to the observation Yi, and is defined by 
the (5.3) (Corain, 2012): 

 

 𝑒𝑖 = 𝑌𝑖 − �̅�𝑖 (5.3) 

 

In the multiple regression model it is assumed that each observed value of the de-
pendent variable can be expressed as a linear function of the relative values of the 
explanatory variables, with the addition of a residual term that indicates the inability 
of the model to exactly reproduce the observed reality. Fig 5.9 shows the regression 
plan for a generic linear model of three variables. 
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Fig 5.9: Regression plan for a three variables linear model. 

 

Regression analysis is very often used to obtain forecasts. As already mentioned, in 
the case of this thesis work the PVUSA model was chosen to analyze the phenome-
non of photovoltaic generation.  

The PVUSA model is a linear multiple regression model able to predict the power val-
ues generated by any PV system exposed to external conditions by knowing the 
weather data relative to the place where the PV system should be installed. The PVU-
SA method “emerged from a cooperative project, a private public partnership that 
had as its funders the U.S. Department of Energy (DOE) and the California Energy 
Commission (CEC). This project resulted in the formulation of the PTC-PVUSA Test 
Conditions, in which values of irradiance (1000 Wm-2), ambient temperature (20 °C) 
and wind speed (1 ms-1) were defined to classify flat-plate PV modules” (Azevedo Di-
as et al., 2017). 

The power data are obtained according to three variables: solar radiation I measured 
in watts per square meter (Wm-2), wind speed WS measured in meters per second 
(ms-1) and ambient temperature T measured in degrees Celsius (°C) (5.4). 

 

 𝑃 = 𝜇1𝐼 + 𝜇2𝐼2 + 𝜇3𝑊𝑆 + 𝜇4𝐼𝑇 (5.4) 

 

It is evident that in the equation of the PVUSA model there are four terms of irradi-
ance while for the temperature and the wind speed there is only one each (National 
Renewable Energy Laboratory, 2009). As a result, irradiance has more weight in 
evaluating the power generated by a PV system. As stated in a paper of the National 
Renewable Energy Laboratory (2009), there are a number of evaluations to be not-
ed: 

- “Uncertainty in the irradiance carries significantly more weight than uncertainty 
in the other variables.  
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- Ambient temperature is highly positively correlated with solar irradiance. 
- Rating condition is established for a wind speed of 1 ms-1, a relatively infrequent 

condition”. 

The necessary condition for the PVUSA model to calculate acceptable power values is 
the use of irradiance data not less than 500 Wm-2 (National Renewable Energy La-
boratory, 2009). 

Subsequently, a new model (Bianchini et al., 2013) obtained from the PVUSA model 
was proposed. It is reported in (5.5).  

 

 𝑃 = 𝜇1𝐼 + 𝜇2𝐼2 + 𝜇3𝐼𝑇 (5.5) 

 

In this model the wind speed misses and the only meteorological variables present 
are the temperature and the solar radiation. 

It is important to underline that the three regression coefficients are µ1> 0 and µ2, µ3 
<0 respectively. This can be explained by considering the fact that the first term basi-
cally provides the almost definitive value of power, while the other two terms relat-
ing to square irradiance and temperature represent losses. This also justifies the dif-
ferences in absolute value between the three coefficients, not by chance µ1 is far 
greater in absolute value than µ2 and µ3 (Bianchini et al., 2013). 

As stated by Bianchini et al. (2013), the PVUSA model shows several interesting fea-
tures. First of all, “the equation is simple and parsimonious in terms of number of pa-
rameters. This implies very little memory occupation and makes it easy to figure out 
the role of each parameter”. Moreover, the model is linear-in-the-parameters and 
this allows to estimate the parameters in a simple and efficient way using the classic 
method of least squares. 

Secondly, the equation expresses the power generated by any PV system depending 
on the meteorological variables for which the forecasts provided by any meteorolog-
ical service are also available and therefore easy to obtain. On the other hand, in the 
case where the equation method is applied to a real dataset, there are many studies 
that show how the prediction error with respect to real data is very small (Bianchini 
et al., 2013). 

The aim of this thesis work is to apply the model (5.5) to the actual data provided for 
a 50 kWp system installed on the building of the Fintry Sport Club located in Fintry. 
Reminding the equation (5.5) and knowing that the power quantities P, solar radia-
tion I and temperature T are already known, it is easy to calculate the regression co-
efficient µ1, µ2, µ3 for a 50 kWp PV system located on the roof of the Fintry Sports 
Club considering this model as a multiple linear regression model. 

The Matlab software was used to derive the regression coefficients μ1, μ2, μ3. The 
equation provided by (5.5) can be considered as a polynomial where the coefficients 
μ1, μ2, μ3 can be calculated with a least squares fit which minimizes the sum of the 
squares of the deviations of the model data. From a matrix point of view the system 
is described by the (5.6): 
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 𝒑 = µ𝑨 (5.6) 

 

Where p represents the power vector containing all n data power values, μ repre-
sents the vector of the regression coefficients and A represents the n×3 matrix of the 
solar radiation and temperature values: 

 

 𝒑𝑇 = [𝑝1, 𝑝2, … , 𝑝𝑛] (5.7) 

 

 µ𝑇 = [µ1, µ2, µ3] (5.8) 

 

 𝑨 = [𝑰, 𝑰𝟐, 𝑰𝑻] (5.9) 

 

With: 

 

 𝑰𝑇 = [𝐼1, 𝐼1, … , 𝐼𝑛] (5.10) 

 

 (𝑰𝟐)𝑇 = [𝐼1
2, 𝐼2

2, … , 𝐼𝑛
2] (5.11) 

 

 (𝑰𝑻)𝑇 = [𝐼1𝑇1, 𝐼2𝑇2, … , 𝐼𝑛𝑇𝑛] (5.12) 

 

Where I is the vector containing the n values of solar radiation, I2 the vector contain-
ing the n squared values of the solar radiation and IT the vector containing the n val-
ues obtained by the multiplication between the solar radiation and the respective 
temperature at the same instant of time. The solution is immediately calculated using  
Matlab through (5.13) applying the backslash operator: 

 

 µ = 𝐴\𝑝 (5.13) 

 

The values of the three regression coefficients for a 50 kWp system using the real da-
ta are shown in Tab 5.1: 

 

 

µ1 µ2 µ3 

54,6588 -0,0032 -0,3742 
Tab 5.1: Regression coefficients for the 50 kWp system of the Fintry Sports Club calculated using the real 

data. 
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5.1.3 Critical issues 
 

However, the real database presents some critical issues that should be commented. 

The database provides the power values produced by the 50 kWp system only for 
the six spring and summer months of the year 2017 (from 26th April to 31st October). 
This could be a limitation because the model (5.5) would be applied to an incomplete 
database and consequently the three regression coefficients µ1, µ2 and µ3 would not 
take into account the autumn and winter months. 

In order to understand if it is actually limiting to consider such a database, it was de-
cided to use the PVGIS software (Fig 5.10). PVGIS is a simulator created in collabora-
tion between the Joint Research Center, the Institute for Energy and Transport, the Eu-
ropean Commission, in particular the ESTI (European Solar Test). This software com-
bines monitoring and geographical knowledge in order to analyze technical, envi-
ronmental and economic factors of the production of electricity from photovoltaic 
systems. In short, PVGIS photovoltaic provides an inventory of solar energy and its 
geographical evaluation based on maps, allowing a quick calculation of the average 
production of the system also related to future years, based on reliable data and ta-
bles. 

In particular, there is a new version of PVGIS that allows you to extrapolate the hour-
ly energy production data by providing some input data. 

The goal is to download the hourly energy production data of a 50 kWp PV system 
located in the same area where the Fintry Sports Club is located and check whether 
by applying (5.5) to the power data of the whole year before and to the power data of 
the six months later (from April 24 to October 31) the regression coefficients µ1, µ2 
and µ3 are very different from each other. 

It is important to clarify how up to now the new version of PVGIS is able to provide 
hourly data up to 31st December 2016, so it is not possible to download data for the 
year 2017 analyzed in this thesis work. However, it is evident that in this case it is 
not important that the year in PVGIS coincides with the one analyzed. 

Tab 5.2 shows the input data supplied to PVGIS, while Fig 5.11 shows the theoretical 
produced power trend by a 50 kWp PV system installed in the same area where the 
Fintry Sports Club places using PVGIS data. 
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Fig 5.10: PVGIS interface. 

 

Solar radiation database PVGIS-CMSAF 
Start year 2016 
End year 2016 
Mounting type Fixed 
Slope [°] 25 
Azimuth [°] 23 
PV technology Crystalline silicon 
Installed peak PV power [kWp] 50 
System loss [%] 14 

Tab 5.2: Input data for PVGIS to obtain the power data of a 50 kWp system in the same area of the Fintry 
Sports Club. 

 
Fig 5.11: Produced power trend in 2016 of the Fintry Spots Club system using PVGIS data. 
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The results obtained by applying the model (5.5) to the hourly data provided by 
PVGIS are shown in Tab 5.3. 

 

Database 

µ1 µ2 µ3 

1 year 47,6801 -0,0020 -0,2230 
6 months 47,7965 -0,0020 -0,2313 

Percentage difference 0,24% 0,00% 3,59% 
Tab 5.3: Results of the model (5.5) applied to the PVGIS data considering the all the year 2016 and only 6 

months in 2016. 

 

It is evident that the three regression coefficients calculated considering in one case 
the data for the whole year 2016 and in the other case the data for only six months of 
the year 2016 have very similar values. The percentage difference between the val-
ues of the two cases is very low so it can be concluded that, for a 50 kWp photovolta-
ic system located in Fintry, applying the model (5.5) to the whole year generates re-
gression coefficients practically almost equal to those generated when the model is 
applied to the six months considered. 

From the previous first considerations it is clear how it is possible to use the real 
power data of the 50 kWp PV system supplied from the end of April to the end of Oc-
tober to obtain acceptable values of the three regression coefficients of the model 
(5.5). 

However, an analysis of these data shows that the maximum peak of instantaneous 
power produced by the 50 kW PV system does not exceed the value of 34,20 kWp, 
while the values of a system of equal power downloaded from PVGIS have a peak 
value at 44,55 kWp (Tab 5.4).  

 
 

Database PMAX|50kWp [kW] 
Real 44,55 

PVGIS 34,20 
Tab 5.4: Power peaks produced by the 50 kWp PV system using real data and PVGIS data considering the 

area of the Fintry Sports Club. 

 

This may be due to several factors, such as the fact that the PVGIS data do not take 
into account any areas of shade due to the presence of trees or elements that repre-
sent an obstacle to solar radiation. 

However, the main cause of this inconsistency between the peak production values 
obtained from real data and those obtained from PVGIS can be traced back to tem-
perature. As reported by Kaldellis et al. (2014), "as the cell temperature increases the 
cell voltage decreases and the corresponding current is slightly increased, all togeth-
er reducing the power output of a given PV generator". In this regard, Fig 5.12 shows 
the graph that describes the impact caused on the efficiency of photovoltaic panels 
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due to the increase in cell temperature and studied by the research team of Soft En-
ergy Applications and Environmental Protection Lab (Kaldellis et al., 2014 ). 

 

 
Fig 5.12: Impact of temperature variation on the efficiency of PV modules as recorded by the research 

team of the lab in field measurements carried out at the Greek regions of Chania and Ligourio (Kaldellis 
et al., 2014 ). 

 

It is well known that the negative effect of temperature on the photovoltaic cell de-
pends a lot on the material of the cell itself. From the technical data relating to the 
type of cell installed on Fintry Sports Club (Fig 5.5), it results that the power of a 
photovoltaic module decreases by 0,43% per Kelvin degree (K) of increase in the cell 
temperature. 

In the case analyzed, it is necessary to consider the fact that the photovoltaic mod-
ules are mounted on corrugated sheets, which heat up a lot if subjected to the effect 
of solar radiation. Since the roof is isolated, it is evident that solar panels make it 
very difficult to ventilate. Tab 5.4 shows the power peaks respectively of the real da-
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tabase (year 2017) and the downloaded database from PVGIS (year 2016) produced 
by the 50 kWp PV system while Fig 5.13 and Fig 5.14 show the power trend during a 
sunny day extrapolated respectively from the real database (year 2017) and the 
PVGIS database (2016) when the PV system considered reaches the power peak. 

 

 

 
Fig 5.13: Power trend of the 50 kWp PVsystem on 03/05/2016 extrapolated from real data. 

 

 
Fig 5.14: Power trend of the 50 kWp PVsystem on 03/05/2016 extrapolated from PVGIS data. 

 

A very similar example is provided by the PV system installed on the roof of the Poly-
technic University of Turin. This system has a nominal power of 600 kWp and is in-
stalled on corrugated metal sheets as well. It consists of SunForte PM096B00 panels 
rated at 320 W (Fig 5.15).  
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Fig 5.15: Technical specifications of SunForte PM096B00 panels. 

 

Fig 5.16 shows the energy produced by this system during one of the hottest days of 
2018 in August, that is on 2nd August 2018. 
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Fig 5.16: Trend of produced energy by the 600 kWp PV system of the Polytechnic University of Turin 

(www.polito.it). 

 

From the trend shown in Fig 5.16 it is evident that the instantaneous power peak 
does not exceed 450 kW compared to a nominal instantaneous power equal to 600 
kWp. The panels, despite having a lower loss value for each temperature increase of 
a Kelvin degree (Ct = - 0,33%/K, Fig 5.15) than that of the panels used by the Fintry 
Sports Club (Ct = - 0, 43%/K, Fig 5.5), do not exploit all the theoretically producible 
energy and this is due to the too high temperatures that the corrugated sheets on the 
roof reaches, as it also happens for the PV system of the Fintry Sports Club. 

Considering what has been said in points 1 and 2 and considering that it is not con-
ceivable to install photovoltaic modules on corrugated sheets in a residential context, 
with regard to the calculation of the regression coefficients from (5.5) in this thesis 
work it was chosen to use the values obtained from the PVGIS data because they rep-
resent more truthful and acceptable data for the purposes of an analysis in a residen-
tial context compared to the values obtained from the Fintry Sport Club data. 

 

 

5.1.4 Assignment of the PV system size 
 

A PV system of a certain size is assigned to each of the 42 houses examined. For the 
choice of the system it is necessary to underline the difference that exists between 
the concepts of "kilowatt" (kW) and "kilowatt hour" (kWh). Although aesthetically 
similar, these two units of measurement are completely different. 

The kilowatt is a unit of power, and it is the unit that appears for example when a 
contract is signed with an energy provider. Having a 3 kWp contract with a supplier 
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indicates that an instantaneous power up to a maximum of 3 kW can be taken from 
the grid. In case that several household appliances are used simultaneously in a 
house to exceed the instantaneous limit threshold, the current meter will interrupt 
the flow of electricity and the house will be in the dark. 

Consequently, installing a 3 kW photovoltaic system indicates that the maximum in-
stantaneous power delivered by the panels cannot exceed this threshold. However, 
since solar energy is intermittent, the performance of the power produced is not 
constant and the peak will only be reached in optimal conditions that rarely occur. 

The kilowatt hour is a unit of energy and therefore expresses all the power delivered 
during a certain period of time. Ultimately, the kilowatt hour indicates the amount of 
energy consumed in a day, a month or a year and represent another important pa-
rameter to consider when choosing a photovoltaic system. 

The sizing of a photovoltaic system is very complex to carry out as it depends on a 
series of factors not only climatic but also technical, economic, architectural that must 
be analyzed in their interaction. 

An essential factor to consider is that as an intermittent energy generation technolo-
gy, the PV technology is characterized by low energy density. In other words a sys-
tem able to reach a capacity of 3 kWp will be characterized by approximately 24 m2 
of solar panels 
(http://www.nextville.it/Solare_fotovoltaico/454/Il_dimensionamento_ottimale). 
This clearly indicates how the architectural aspect is as important as the energy 
function. 

From an energy point of view one of the main parameters to take into account in or-
der to choose the right size of the PV system is the energy consumption of the house 
in question. As a first approximation it can be estimated that the PV system could 
have a nominal power of about the average annual consumption divided by a factor 
of one thousand in value (http://www.rinnovabili.biz/calcolo-potenza-
fotovoltaico.htm). For example, if a house produces about 3000 kWh per year of en-
ergy it can be considered acceptable to install a 3 kWp PV system. 

Tab 5.5 shows the annual consumption values EDEMAND of each node without a PV sys-
tem during the year 2017, the relative coefficients C obtained by dividing by a factor 
equal to one thousand and the nominal power Pn of the chosen PV system size. 

 

 
Node 𝑬𝑫𝑬𝑴𝑨𝑵𝑫 [kWh] C Pn [kWp] 

Group 1 

110 3819,41 3,82 3 

80 2674,48 2,67 3 

78 3094,01 3,09 3 

77 3680,33 3,68 3 

76 3596,63 3,60 3 

67 3596,55 3,60 3 

41 3778,93 3,78 3 

31 2081,85 2,08 3 

27 3930,85 3,93 3 

25 3067,73 3,07 3 

12 3287,13 3,29 3 
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10 1865,11 1,87 3 

2 3923,61 3,92 3 

Group 2 

79 5265,94 5,27 6 

73 5156,02 5,16 6 

68 6658,32 6,66 6 

64 5727,30 5,73 6 

62 6893,11 6,89 6 

59 5995,73 6,00 6 

49 6468,35 6,47 6 

47 4046,33 4,05 6 

42 6021,82 6,02 6 

39 4793,64 4,79 6 

36 5133,12 5,13 6 

32 5859,64 5,86 6 

13 4775,44 4,78 6 

9 6124,39 6,12 6 

4 5918,56 5,92 6 

Group 3 

96 19166,32 19,17 9 

82 14393,67 14,39 9 

75 15612,94 15,61 9 

63 9941,68 9,94 9 

57 12264,56 12,26 9 

53 12384,11 12,38 9 

44 9245,28 9,25 9 

37 15079,49 15,08 9 

23 9752,61 9,75 9 

11 8318,10 8,32 9 

7 7014,41 7,01 9 

6 25501,19 25,50 9 

5 7602,62 7,60 9 

3 20936,06 20,94 9 
Tab 5.5: Annual demand of each node in 2017 and relative coefficients calculated to sizing the PV sys-

tems. 

 

It is necessary to underline how the PV systems have been assigned to each of the 
considered houses taking into account only the quantity of energy produced annual-
ly. For the choice of the best PV system the variables to be taken into consideration 
are more: the climatic conditions of the area where the house is located on which to 
install the PV system, its exposure to sunlight, the size of the roof of the house (area 
up which in most cases the panels are mounted), the needs of the customer who may 
wish to focus on the sale of the energy produced or simply to the self-consumption of 
it. 

Without all the data necessary to carry out a detailed, the hypothesis of assigning as 
a first approximation a PV system of power equal to the value of the annual energy 
used divided a coefficient equal to one thousand can be considered definitely valid 
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(https://www.fotovoltaiconorditalia.it/idee/impianto-fotovoltaico-3-kw-
dimensioni-rendimenti). 

Consequently, three different PV system sizes were chosen  with nominal power of 3 
kWp, 6 kWp and 9 kWp to be assigned to each house according to the different ener-
gy needs. The criterion chosen for the PV system assignment is shown in (5.12): 

 

 𝑃𝑛 = {
3, 𝐶 < 4
6, 4 ≤ 𝐶 < 7
9, 𝐶 ≥ 7

 (5.12) 

 

The PVUSA multiple linear regression model was used again to calculate the energy 
produced by a PV system of those sizes. The number of unknowns is now greater be-
cause in addition to the values of the new regression coefficients μ1’, μ2’, μ3’ the val-
ues of the power delivered by the system and contained in the vector p' are not 
known.  

However, it is immediate to calculate the values of the regression coefficients of a 1 
kWp system knowing the values of the regression coefficients related to the 50 kWp 
PV system and applying a simple proportion: 

 

 µ5𝑜 𝑘𝑊𝑝: 50 = µ1 𝑘𝑊𝑝: 1 (5.13) 

 

Tab 5.6 shows the values of the regression coefficients for a 1 kWp system. Applying 
the (5.5) and knowing the regression coefficients it is possible to calculate the energy 
produced in a year by a 1 kWp PV system installed at Fintry (Tab 5.7). 

 

 

𝑷𝒏 = 𝟏 𝒌𝑾𝒑  

µ1 µ2 µ3 

1,430405 -0,00005 -0,0067 
Tab 5.6: Regression coefficients for a 1 kWp system. 

 

Month Pn = 1 kWp 

1 9,90 

2 19,41 

3 45,90 

4 79,08 

5 130,52 

6 98,24 

7 95,82 

8 90,63 

9 52,10 

10 25,59 
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11 11,60 

12 6,99 

Tot 665,80 
Tab 5.7: Energy produced by a 1 kWp PV system in the same area where the Fintry Sports Club is placed 

calculated using PVUSA model. 

 

In order to understand if the energy values produced by a 1 kWp PV system are ac-
ceptable, it is possible to compare the data supplied by PVGIS for an equal system. As 
shown in Fig 5.17 the data provided by PVGIS are not too different from the calculat-
ed values (the percentage difference between the total values of the annual produced 
energy is about 8%). 

 

 
Fig 5.17: Energy produced by a 1 kWp PV system in the same area where the Fintry Sports Club is placed 

provided by PVGIS. 

 

As a result, a new set of values for the three regression coefficient is obtained for 
each of the three different sizes of the selected PV systems (Tab 5.8, Tab 5.9, Tab 
5.10). 

 

𝑷𝒏 = 𝟑 𝒌𝑾𝒑  

µ1 µ2 µ3 

2,86081 -0,0001 -0,0134 
Tab 5.8: Regression coefficients for a 3 kWp system. 
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𝑷𝒏 = 𝟔 𝒌𝑾𝒑   

µ1 µ2 µ3 

5,72161 -0,0002 -0,0268 
Tab 5.9: Regression coefficients for a 6 kW system. 

 

𝑷𝒏 = 𝟗 𝒌𝑾𝒑    

µ1 µ2 µ3 

8,58242 -0,0004 -0,0401 
Tab 5.10: Regression coefficients for a 9 kW system. 

 

Once the new regression coefficients were obtained, the regression model was ap-
plied to each node to obtain the power theoretically produced by a PV system of 3 
kWp, 6 kWp and 9 kWp depending on the weather conditions for the year 2017 con-
sidered. 

The input data related to the nodes are provided in different Microsoft Excel files and 
discretized by month, ie they contain each data of all the nodes related to a single 
month. Therefore it was necessary to create a new file in which the data were com-
bined according to the node so as to associate all the weather data for 2017 with 
each node. 

Moreover, the data relating to each node are provided every 30 minutes for which it 
was necessary to reorder and synchronize such data by suitably modifying the dis-
cretization time interval and making it equal to the time interval of discretization of 
the weather conditions. Consequently, a macro in VBA was performed to synchronize 
the weather data and power data related to the previously analyzed sports center. 

It may be useful to calculate the normal distribution of annual energy data demanded 
to better visualize the results obtained. Tab 5.11 shows the mean and standard devi-
ation values related to the energy values consumed annually. 

 

Mean µ Standard Deviation σ2 

18,44 11,56 
Tab 5.11: Standard deviation and mean values referring to the annual energy demand in 2017of each 

node. 

 

Tab 5.12 shows the values of the normal distribution related to the annual energy 
consumed EDEMAND. 

 

Node 𝑬𝑫𝑬𝑴𝑨𝑵𝑫 [kWh] Normal Distribution 

110 3819,41 6,02E-05 

80 2674,48 5,04E-05 

78 3094,01 5,41E-05 

77 3680,33 5,91E-05 

76 3596,63 5,84E-05 

67 3596,55 5,84E-05 
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41 3778,93 5,99E-05 

31 2081,85 4,51E-05 

27 3930,85 6,11E-05 

25 3067,73 5,39E-05 

12 3287,13 5,58E-05 

10 1865,11 4,32E-05 

2 3923,61 6,10E-05 

79 5265,94 7,03E-05 

73 5156,02 6,96E-05 

68 6658,32 7,58E-05 

64 5727,30 7,26E-05 

62 6893,11 7,62E-05 

59 5995,73 7,38E-05 

49 6468,35 7,53E-05 

47 4046,33 6,20E-05 

42 6021,82 7,39E-05 

39 4793,64 6,74E-05 

36 5133,12 6,95E-05 

32 5859,64 7,32E-05 

13 4775,44 6,72E-05 

9 6124,39 7,42E-05 

4 5918,56 7,34E-05 

96 19166,32 6,05E-06 

82 14393,67 3,14E-05 

75 15612,94 2,23E-05 

63 9941,68 6,83E-05 

57 12264,56 4,99E-05 

53 12384,11 4,88E-05 

44 9245,28 7,22E-05 

37 15079,49 2,61E-05 

23 9752,61 6,94E-05 

11 8318,10 7,56E-05 

7 7014,41 7,64E-05 

6 25501,19 1,86E-07 

5 7602,62 7,66E-05 

3 20936,06 2,66E-06 
Tab 5.12: Normal distribution values referring to the annual energy used of each node. 

 

Fig 5.18 shows the trend of the normal distribution of the annual energy used values 
for the analyzed nodes. 
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Fig 5.18: Frequency of nodes depending on the total yearly energy used in 2017 of each node. 

 

 

5.1.5 Results 
 

Depending on the size of the PV system required, the energy produced by the PV sys-
tem was calculated every 30 minutes. Reminding the (5.5) and knowing that the pho-
tovoltaic energy is calculated every 30 minutes, the energy produces is described by 
(5.16): 

 

 𝐸𝑃𝑉 = 0,5 ∙ (𝜇1
′ 𝐼 + 𝜇2

′ 𝐼2 + 𝜇3
′ 𝐼𝑇) (5.16) 

 

Obtained in kilowatt hour (kWh), with μ1’, μ2’, μ3’ the regression coefficients for a PV 
system of size 3, 6 or 9 kWp according to the considered node. 

Therefore the net energy ENET is defined as the difference between the demand and 
the photovoltaic energy, whose value represents the amount of energy required to 
the network or fed into the grid net of the energy created thanks to the photovoltaic 
panels depending on the demand is greater than that produced or vice-versa. Conse-
quently the net energy will have positive values if the house requires more energy 
than the PV system generates while it will have negative values if the energy created 
thanks to the solar rays, in addition to covering the energy needs of the house, is 
enough to be given to the network and therefore sold. The energy required to the 
network in absolute value in case the PV system produces less energy than necessary 
is indicated with EOUT while the energy fed into the network expressed in absolute 
value is indicated with EIN. The ENET is described by (5.17): 
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 𝐸𝑁𝐸𝑇 = {

−𝐸𝑂𝑈𝑇 , 𝐸𝐷𝐸𝑀𝐴𝑁𝐷 − 𝐸𝑃𝑉 < 0
0, 𝐸𝐷𝐸𝑀𝐴𝑁𝐷 − 𝐸𝑃𝑉 = 0

𝐸𝐼𝑁 , 𝐸𝐷𝐸𝑀𝐴𝑁𝐷 − 𝐸𝑃𝑉 > 0
 (5.17) 

 

For the sake of simplicity, the results relating to the representative node of each of 
the three groups of houses obtained by considering three different nominal power 
values of the assigned PV system (nodes 78, 59, 7) are shown below. 

The node representative of the first group of houses characterized by PV systems as-
signed by 3 kWp is node 78 (Fig 5.19, Fig 5.20 and Fig 5.21). 

 

 
Fig 5.19: Energy trend of the house demand and PV energy produced for the node 78 (group 1). 

 

 
Fig 5.20: Energy trend of the house demand and the net house demand after the installation of a 3 kWp PV 

system for the node 78 (group 1). 
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Fig 5.21: Energy trend of the excess energy which is fed into the grid from the node 78 (group 1). 

 

The representative node of the second group of houses characterized by PV systems 
assigned by 6 kWp is node 59 (Fig 5.22, Fig 5.23 and Fig 5.24). 

 

 
Fig 5.22: Energy trend of the house demand and PV energy produced for the node 59 (group 2). 
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Fig 5.23: Energy trend of the house demand and the net house demand after the installation of a 6 kWp PV 

system for the node 59 (group 2). 

 

 
Fig 5.24: Energy trend of the excess energy which is fed into the grid from the node 59 (group 2). 

 

The node representing the third group of houses characterized by PV systems as-
signed by 9 kWp is node 7 (Fig 5.25, Fig 5.26 and Fig 5.27). 
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Fig 5.25: Energy trend of the house demand and PV energy produced for the node 7 (group 3). 

 

 

 
Fig 5.26: Energy trend of the house demand and the net house demand after the installation of a 9 kWp PV 

system for the node 7 (group 3). 
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Fig 5.27: Energy trend of the excess energy which is fed into the grid from the node 7 (group 3). 

 

Fig 5.19, Fig 5.22 and Fig 5.25 show the trend of the energy required by the house in 
the absence of the installed PV system and the trend of the energy produced by the 
PV system assigned and calculated by applying the PVUSA regression model. The 
trend of the latter has zero values during the autumn and winter months while it 
shows positive values during the spring and summer months reaching a maximum 
value. The area between the demand curve and the solar energy curve represents 
self-consumption along with the eventual part of excess energy that will be fed into 
the network.  

Fig 5.20, Fig 5.23 and Fig 5.26 show the trends of the new demand that is taken from 
the grid after the introduction of the PV system compared with the demand before to 
assign the PV system for nodes 78, 59 and 7 respectively. The new demand is evi-
dently having values lower than those of the demand in the case in which there is no 
energy produced by the PV system.  

On the other hand, the portion of excess energy produced during the diurnal peaks 
when the demand is much lower is fed into the network and shown in Fig 5.21, Fig 
5.24 and Fig 5.27 through a specular trend to the energy produced by the PV system 
and negative, which represents the sale of this energy. 

The sources of income that derive from the installation of a PV system are represent-
ed by a reduction in the energy requested from the network and paid to the institu-
tion, and by the excess energy fed into the network and sold, albeit at a lower price 
than that of energy sold by the body. 
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5.2 Solar-PV-battery system 
 

 
The solar-PV-battery system is a good alternative to the simple solar-PV system con-
nected to the grid. The combination of the PV system and the BESS (Battery Energy 
Storage System) makes it possible to store a part of the excess electricity produced 
by PV inside the battery which will then be used later during the nighttime when the 
panels do not produce energy or when the PV system cannot completely satisfy the 
energy demand by itself. Fig 5.28 shows the simplified functional scheme of a com-
bined PV-battery system. 

 
Fig 5.28: Grid-connected PV-battery system scheme. 

 

Energy storage technologies can be grouped according to the similarities of the stor-
age medium. Fig 5.29 shows a classification scheme of the main energy storage sys-
tems (AECOM, 2015). 
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Fig 5.29: Classification of the main energy storage technologies (AECOM, 2015). 

 

As widely reported in the introductory part of this thesis work, the BESS represent 
the group of energy storage that uses chemical reactions with a certain number of 
electrochemical cells to allow the flow of electrons. The most common types of bat-
teries are lead-acid batteries, nickel-cadmium (NiCd) batteries, sodium-sulfur (NaS) 
batteries, lithium-ion batteries, zinc-bromine batteries (ZBr), batteries redox to va-
nadium (VRB) (Beaudin et al., 2010). 

As mentioned, there are different energy storage technologies depending on the 
storage support used and each of them is in a different phase of development and 
implementation. Fig 5.30 (AECOM, 2015) shows a comparison between the various 
energy storage technologies in terms of duration, capital cost and risk. The trend of 
the maturity curve shows that the most used and fully functional technology is PHS 
(pumped hydro storage) together with CAES (compressed air energy storage). The 
BESSs follow immediately, in particular the flow batteries, the lithium-ion batteries 
and the NaS batteries which are in a phase of distribution with a progressive in-
crease in sales. 
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Fig 5.30: Technology maturity curve (AECOM, 2015). 

 

 
As reported in a paper of AECOM (2015), there is a set of different types of lithium-
ion batteries under development, including lithium oxide and cobalt, lithium cobalt 
manganese, lithium manganese oxide, polymer of lithium and many others. In addi-
tion, the same types of lithium-ion batteries may have slightly different characteris-
tics depending on the different manufacturer chosen. Therefore, the lithium-ion bat-
tery market is constantly growing and the goal is to reduce capital costs by increas-
ing their energy density.  

Even the traditional and older lead-acid batteries are subject to technological im-
provements thanks to the possible combination with super-capacitors. The idea is to 
balance the defaults of the two storage devices because the super-capacitors have a 
high specific power can be loaded and unloaded almost instantly and a high life, but 
can store much less energy than batteries. The biggest problem with this new tech-
nology is the excessively high cost (http://www.rinnovabili.it/innovazione/storage-
ibrido-batterie-supercondensatori-666/). A paper of AECOM (2015) reports the data 
collection of the database of the Department of Energy of the United States (DoE) in 
which is reported the historical trend in the project installations (Fig 5.31). 
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Fig 5.31: Cumulative global capacity of battery storage by technology as listed on the US Department of 

Energy database (AECOM, 2015). 

 

It is evident that until 2000 the most common technology was lead acid battery, 
while since 2007 sodium batteries have started to be used more. Subsequently, lithi-
um ion batteries began to spread rapidly to become the best-selling batteries 
(AECOM, 2015). 

 

5.2.1 Battery model 
 

The battery model was built using Microsoft Excel by setting up a simple logical 
scheme. However, it does not represent a technical analysis of how the individual 
components work or how long they work. 

In order to understand the built BESS model it is necessary to consider two distinct 
cases: the first case indicates the situation in which the photovoltaic system is able to 
produce more energy than the user demand considered, while the second case indi-
cates the situation in which the photovoltaic system produces less energy than the 
user energy needs. In this regard, some symbols already introduced to indicate cer-
tain quantities of energy are recalled and new symbols to indicate other parameters 
are introduced: 

 

𝐸𝑃𝑉 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑃𝑉 𝑠𝑦𝑠𝑡𝑒𝑚 [𝑘𝑊ℎ] 

𝐸𝐷𝐸𝑀𝐴𝑁𝐷 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑢𝑠𝑒𝑟 [𝑘𝑊ℎ] 

𝐸𝑆𝑈𝑅𝑃𝐿𝑈𝑆 = 𝐸𝑃𝑉 − 𝐸𝐷𝐸𝑀𝐴𝑁𝐷 = 𝑠𝑢𝑟𝑝𝑙𝑢𝑠 𝑜𝑓 𝑒𝑛𝑒𝑟𝑔𝑦 [𝑘𝑊ℎ] 

𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′ = 𝐸𝐷𝐸𝑀𝐴𝑁𝐷 − 𝐸𝑃𝑉 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑢𝑠𝑒𝑟 𝑛𝑒𝑡 𝑜𝑓 𝐸𝑃𝑉  [𝑘𝑊ℎ] 
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𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝐴𝐶 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 [𝑘𝑊ℎ] 

𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′

= 𝑒𝑛𝑒𝑟𝑔𝑦 𝐷𝐶 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 [𝑘𝑊ℎ] 

𝐸𝐵𝐸𝑆𝑆
𝑂𝑈𝑇 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝐷𝐶 𝑐𝑜𝑚𝑖𝑛𝑔 𝑜𝑢𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 [𝑘𝑊ℎ] 

𝐸𝐵𝐸𝑆𝑆
𝑂𝑈𝑇 ′

= 𝑒𝑛𝑒𝑟𝑔𝑦 𝐴𝐶 𝑐𝑜𝑚𝑖𝑛𝑔 𝑜𝑢𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦[𝑘𝑊ℎ] 

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 [𝑘𝑊ℎ] 

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸
𝑀𝐴𝑋 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑘𝑊ℎ] 

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸
𝑀𝐼𝑁 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑘𝑊ℎ] 

𝐸𝐼𝑁 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑡𝑎𝑘𝑒𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 [𝑘𝑊ℎ] 

𝐸𝑂𝑈𝑇 = 𝑒𝑛𝑒𝑟𝑔𝑦 𝑓𝑒𝑑 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 [𝑘𝑊ℎ] 

In the case of a PV-battery system, the net energy ENET defined by (5.17) in the PV 
system case is defined differently according to the different situations that occur. In 
case the solar panels produce more energy than required by the user (EPV>EDEMAND) 
then in this case the net energy will be called ESURPLUS, that is the excess energy pro-
duced by the PV system that can be used to charge the battery or to be fed into the 
network. In case the energy produced is not sufficient to provide all the energy need-
ed by the user (EPV<EDEMAND), the net energy will be called 𝐸𝐷𝐸𝑀𝐴𝑁𝐷

′ , that is the 
amount of energy that the house still needs and which can be taken from the battery 
or from the network. 

Regarding the various components present in a PV-battery system, remember that 
the batteries are able to accumulate electrical energy in DC, they are characterized 
upstream and downstream by two inverters capable of transforming DC in AC. The 
same applies to photovoltaic panels which produce electricity continuously and con-
sequently require a downstream inverter that transforms electricity and makes it 
usable by users. 

In the case studied it is assumed that the value of energy produced by the photovol-
taic system indicated with EPV is the energy output from the inverter, therefore al-
ready transformed into AC and reduced in value because of the losses inside the pho-
tovoltaic inverter. Regarding the two inverters of the battery, the internal losses of 
these components must be considered through their efficiency whose value is pro-
vided by the chosen manufacturer. The same reasoning applies to the internal losses 
of the battery which is taken into account considering the efficiency of the batteries 
supplied by the manufacturer. 

 

5.2.1.1 PV energy greater than demand 
 

Considering a typical hot and sunny working day during which the house is almost 
uninhabited while the PV system produces a lot of energy, then the photovoltaic en-
ergy is likely to be far greater than the demand of the user. In the event that the PV 
system produces an amount of EPV energy greater than that required EDEMAND, there 
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will be an excess amount of energy ESURPLUS that will be supplied to the battery or fed 
into the network depending on the various situations that may occur. In the first case 
it may happen that the sum between the amount of excess energy ESURPLUS and the 
amount of energy ESTORAGE already present in the battery is greater than the maxi-
mum capacity of the battery itself 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸

𝑀𝐴𝑋 . This situation can lead to two different 
conclusions depending on the amount of energy already present in the battery. If the 
battery is fully charged then the energy surplus is totally fed into the network and 
then resold to the institution. In other words, considering the boundary conditions 
(5.18): 

 

 {

𝐸𝑃𝑉 > 𝐸𝐷𝐸𝑀𝐴𝑁𝐷

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 + 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′ ≥ 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸

𝑀𝐴𝑋

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 = 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸
𝑀𝐴𝑋

 (5.18) 

 

The excess energy produced by the photovoltaic system is fed into the grid entirely: 

 

 𝐸𝑂𝑈𝑇 = 𝐸𝑆𝑈𝑅𝑃𝐿𝑈𝑆 (5.19) 

 

 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 = 𝐸𝐵𝐸𝑆𝑆

𝐼𝑁 ′
= 0 (5.20) 

 

Fig 5.32 shows the logical scheme of the situation just described. 

 

 
Fig 5.32: Logic functional scheme of the PV-BESS system when the PV system produces  an excess of ener-

gy and the battery is completely charged. 
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On the contrary, if the battery is not fully charged then the excess energy must first 
recharge the battery by going through the upstream inverter and then, once the max-
imum capacity is reached, be fed into the grid. In terms of energy, given the boundary 
conditions (5.21): 

 

 {

𝐸𝑃𝑉 > 𝐸𝐷𝐸𝑀𝐴𝑁𝐷

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 + 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′ ≥ 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸

𝑀𝐴𝑋

𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 < 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸
𝑀𝐴𝑋

 (5.21) 

 

A certain amount of excess energy will fill the battery while the remainder will be fed 
into the network: 

 

 𝐸𝑂𝑈𝑇 = 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′

− (𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸
𝑀𝐴𝑋 − 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸) (5.22) 

 

Where the energy given by the difference between the maximum capacity of the bat-
teries and the energy already present inside the battery represents the amount of 
energy to be supplied to the battery in order to recharge it.  Fig 5.33 shows the logi-
cal scheme of the situation just described. 

 

 
Fig 5.33: Logic functional scheme of the PV-BESS system when the PV system produces an excess of ener-

gy and the battery is not completely charged. 

 

On the other hand, when the sum between the amount of energy already present in 
the battery and the excess of energy produced by the PV system is less than the max-
imum capacity of the battery, then the excess energy will be totally directed towards 



75 
 

the battery in order to reload. In terms of energy, given the boundary conditions 
(5.23): 

 

 {
𝐸𝑃𝑉 > 𝐸𝐷𝐸𝑀𝐴𝑁𝐷

𝐸𝑆𝑇𝑂𝑅𝐺𝐴𝐸 + 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′ ≥ 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸

𝑀𝐴𝑋  (5.23) 

 

The excess energy is completely supplied to the battery: 

 

 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 = 𝐸𝑆𝑈𝑅𝑃𝐿𝑈𝑆 (5.24) 

 

 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ′

= 𝐸𝐵𝐸𝑆𝑆
𝐼𝑁 ∙ 𝜂𝐼𝑁𝑉𝐸𝑅𝑇𝐸𝑅 = 𝐸𝑆𝑈𝑅𝑃𝐿𝑈𝑆 ∙ 𝜂𝐼𝑁𝑉𝐸𝑅𝑇𝐸𝑅 (5.25) 

 

 𝐸𝑂𝑈𝑇 = 0 (5.26) 

 

Fig 5.34 shows the logical scheme of the situation just described. 
 

 
Fig 5.34: Logic functional scheme of the PV-BESS system when the PV system produces  an excess of ener-

gy which is not able to completely fill the battery. 

 

5.2.1.2 PV energy less than demand 
 

Despite of what previously stated, there may be cases in which the energy produced 
by the photovoltaic system is not able to ensure the complete energy needs of the 
users. It could happen that during a not very sunny day and several people at home 
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at the same time, the demand is substantial. In this case the logical distribution of the 
energy flows changes. 

It is necessary to distinguish three different cases. If the user requires a certain 
amount of EDEMAND energy and if the amount of EPV energy produced by the PV system 
is not able to cover the entire required quota, then there will be a certain amount of 
energy required 𝐸𝐷𝐸𝑀𝐴𝑁𝐷

′  net of energy produced by the PV system that the user 
must take from the battery or from the grid. 

In the event that the energy present in the battery is greater than that required by 
the user (net of the energy produced by the photovoltaic panels), then the user can 
take the necessary from the battery. In terms of energy, given the boundary condi-
tion (5.27): 

 

 𝐸𝐵𝐸𝑆𝑆
𝑂𝑈𝑇 ′

≥ 𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′  (5.27) 

 

The energy required by the user will be taken exclusively from the battery: 

 

 𝐸𝐼𝑁 = 0 (5.28) 

 

 𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′ = 𝐸𝐵𝐸𝑆𝑆

𝑂𝑈𝑇 ′ (5.29) 

 
Fig 5.35 shows the logical scheme of the situation just described. 

  

 
Fig 5.35: Logic functional scheme of the PV-BESS system when the PV system produces  less energy than 

required by the user and the battery is able to provide all the energy it needs. 
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In the specific case in which the energy present in the battery is equal to the required 
energy, the functional-logic diagram does not change and the battery will be com-
pletely discharged to provide the energy needs of the users. 

However, when the energy contained in the battery is not sufficient to power the us-
er, the latter is forced to request the remaining amount of demand directly from the 
network. In terms of energy, given the boundary condition: 

 

 𝐸𝐵𝐸𝑆𝑆
𝑂𝑈𝑇 ′

< 𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′  (5.30) 

 

The energy required by the user will be supplied in part by the battery and partly by 
the network: 

 

 𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′ = 𝐸𝐵𝐸𝑆𝑆

𝑂𝑈𝑇 ′
+ 𝐸𝐼𝑁 (5.31) 

 

Where EIN represents the share of energy taken from the network. Fig 5.36 shows the 
logical scheme of the situation just described. 

 

 
Fig 5.36: Logic functional scheme of the PV-BESS system when the PV system produces  less energy than 

required by the user and the battery is not able to provide all the energy it needs. 

 

In the extreme case it may happen that the battery is unloaded, then the user will be 
forced to take the entire demand from the network: 

 

 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸 = 0 (5.32) 
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 𝐸𝐷𝐸𝑀𝐴𝑁𝐷
′ = 𝐸𝐼𝑁 (5.33) 

 
It is important to underline how the division in various cases shown by the function-
al-logical schemes is not exactly correct. The charging and discharging of the battery, 
the supply of energy to the user, the withdrawal of energy from the combined net-
work to the removal of energy from the battery, the introduction of excess energy in-
to the network are all phenomena which occur instantly and which could not be di-
vided into various "cases". However, they are able to give an idea of the behavior of 
the energy flows that come into play in a PV-BESS system depending on the various 
situations that may occur moment by moment. 

 

5.2.2 Assignment of battery size 
 

As already stated in the case of PV systems previously analyzed, the allocation of a 
battery does not follow all the criteria that should theoretically be considered to 
make the most appropriate choice. The starting data are only energy consumption 
data for the year 2017, it is not known what are the needs of the tenants of the hous-
es, the layout of the houses, the availability in investing in a solar-PV-battery system 
or simply in a solar-PV system. 

Having only energy information, it was decided to consider the average energy con-
sumption during the nighttime �̅�𝑁𝐼𝐺𝐻𝑇 as the only parameter for the allocation of the 
batteries, that is the average daily value of energy consumed when the value of the 
solar radiation is zero. 

Fig 5.16 shows the average daily energy consumption during the nighttime of each 
node in 2017. 

 

Node �̅�𝑵𝑰𝑮𝑯𝑻 [kWh] 

110 2,59 

80 2,99 

78 1,74 

77 1,95 

76 2,37 

41 2,90 

31 1,12 

27 3,18 

25 1,93 

12 1,65 

10 1,32 

2 2,50 

79 3,13 

73 3,40 

64 3,43 

47 2,54 
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42 2,96 

39 2,85 

36 3,68 

32 3,85 

13 2,87 

4 2,88 

67 6,64 

68 4,33 

62 5,15 

59 6,53 

49 5,73 

9 5,26 

96 8,65 

82 7,47 

63 6,38 

53 7,91 

44 5,86 

37 8,95 

23 5,54 

11 6,33 

7 4,75 

5 5,57 

75 13,34 

57 13,25 

6 18,99 

3 14,07 
Tab 5.13: Average energy used during the nighttime in 2017 for each node. 

 

As can be seen from the last table, the values of energy consumed during nighttime 
vary between about 2 kWh and 20 kWh. In order to better visualize the values in the 
table it may be useful to consider the normal distribution of energy data. Tab 5.14 
shows the mean and standard deviation values for the average daily energy values 
consumed during nighttime. 

 

Mean µ Standard Deviation σ2 

5,20 3,84 
Tab 5.14: Standard deviation and mean values referring to the average energy consumption during the 

nighttime in 2017of each node. 

 

Calculating the values of the normal distribution relative to the average energy con-
sumed during the nighttime, it is possible to obtain the Gaussian curve of these val-
ues (Fig 5.37). 
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Fig 5.37: Frequency of nodes depending on the average energy used during the nighttime in 2017 of each 

node. 

 

The size of the batteries for domestic use currently on the market produced by the 
major world manufacturers such as Sonnen, Panasonic, Tesla, etc. is usually between 
a minimum of 4 kWh and a maximum of 16 kWh. Consequently, it was decided to 
adopt three different sizes: a 4 kWh, a 10 kWh and a 16 kWh battery, adopting a very 
simple logic based exclusively on consumption for the year 2017 whose values are 
known. Indicating with �̅�𝑁𝐼𝐺𝐻𝑇 the amount of average energy consumed during the 
nighttime (I=0) and with 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸𝑛

 the value of the nominal capacity of the battery 

chosen, it was established the (5.34): 

 

 𝐸𝑆𝑇𝑂𝑅𝐴𝐺𝐸𝑛
= {

4, �̅�𝑁𝐼𝐺𝐻𝑇 < 4

10, 4 ≤ �̅�𝑁𝐼𝐺𝐻𝑇 < 10

16, �̅�𝑁𝐼𝐺𝐻𝑇 ≥ 10

 (5.34) 

 

As happened for the assignment of the PV system, even in the case of the assignment 
of the BESSs, three different groups are obtained and indicated with group 1, group 
2, group 3 to which the batteries with nominal energy capacity of 4, 10 and 16 kWh 
respectively belong (Tab 5.15). 

 

 
Node �̅�𝑵𝑰𝑮𝑯𝑻[kWh] 𝑬𝑺𝑻𝑶𝑹𝑨𝑮𝑬𝒏

 [kWh] 

Group 1 

110 2,59 4 

80 2,99 4 

78 1,74 4 

77 1,95 4 
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76 2,37 4 

41 2,90 4 

31 1,12 4 

27 3,18 4 

25 1,93 4 

12 1,65 4 

10 1,32 4 

2 2,50 4 

79 3,13 4 

73 3,40 4 

64 3,43 4 

47 2,54 4 

42 2,96 4 

39 2,85 4 

36 3,68 4 

32 3,85 4 

13 2,87 4 

4 2,88 4 

Group 2 

67 6,64 10 

68 4,33 10 

62 5,15 10 

59 6,53 10 

49 5,73 10 

9 5,26 10 

96 8,65 10 

82 7,47 10 

63 6,38 10 

53 7,91 10 

44 5,86 10 

37 8,95 10 

23 5,54 10 

11 6,33 10 

7 4,75 10 

5 5,57 10 

Group 3 

75 13,34 16 

57 13,25 16 

6 18,99 16 

3 14,07 16 
Tab 5.15: Average energy consumption during the nighttime in 2017 of each node and relative belonging 

group based on the size of the battery. 

 

5.2.3 Choice of the battery 
 

In order to simplify the thesis work, it was decided to use the batteries of the German 
manufacturer named Sonnen GmbH. Sonnen is an energy company based in Wild-
poldsried, in the Oberallgäu district of Germany. An article published in 2017 



82 
 

(http://www.qualenergia.it/articoli/20170612-nuovi-studi-di-mercato-sonnen-il-
leader-energy-storage-europa-germania-) states that some market studies conduct-
ed from EuPD Research and Frost & Sullivan indicate that Sonnen is growing at such 
a high rate that it is a candidate for leadership in the energy storage industry in Ger-
many and Europe. In addition to doubling its turnover in 2016, according to these 
studies the German manufacturer occupies the first position for energy storage sys-
tems in Germany and Europe. The article states that in its recent study reported in 
2016, the market research company based in Bonn EuPD Research placed the Son-
nen in first place, with a 22% share in Germany and Europe. Fig 5.38 
(http://www.qualenergia.it/articoli/20170612-nuovi-studi-di-mercato-sonnen-il-
leader-energy-storage -Europe-Germany-) shows the graph of the market shares of 
the major energy storage companies in Europe. 

 

 
Fig 5.38: Market share 2016, Europe (http://www.qualenergia.it/articoli/20170612-nuovi-studi-di-

mercato-sonnen-il-leader-energy-storage-europa-germania-). 

 

Moreover, the article states that during the same period a market study was con-
ducted by Frost & Sullivan which demonstrates how Sonnen owns the largest market 
share in Germany as well. 

Ultimately, it was immediate to choose to use the batteries produced by the Sonnen 
in the analysis carried out in this thesis. In particular, it was decided to use the three-
phase eco 8.0 batteries in the versions of 4, 10 and 16 kWh. Fig 5.39 and Fig 5.40 
show the technical data of the selected batteries. 
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Fig 5.39: Technical data of the chosen Sonnen batteries (www.sonnenbatterie.de). 
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Fig 5.40: Other technical data of the chosen Sonnen batteries (www.sonnenbatterie.de). 

 

5.2.4 Results 
 

The installation of a BESS changes the energy flows compared with the case of a PV 
system without the support of a battery. The accumulation of energy causes the en-
ergy produced by the PV system to be exploited even when the photovoltaic panels 
are not working. In other words, the energy previously produced by photovoltaic 
panels can be used at a later stage, as it usually happens during the evening and the 
nighttime. Consequently, if the battery is chosen appropriately, the amount of energy 
requested to the network will be still lower and the gain relatively high. 

It is important to underline that the values of the yields used to calculate the losses 
respectively in the two inverters upstream and downstream of the battery and the 
losses inside the battery were extrapolated from the technical data of the chosen bat-
teries shown in Fig 5.39 and Fig 5.40 and the values are respectively reported in 
(5.35) and (5.36): 

 

 𝜂𝐼𝑁𝑉𝐸𝑅𝑇𝐸𝑅 = 0,96 (5.35) 

 

 𝜂𝐵𝐴𝑇𝑇𝐸𝑅𝑌 = 0,98 (5.36) 

 

For the sake of simplicity, the results of the representative node of each of the three 
groups of houses considering three different sizes for the choice of batteries (nodes 
4, 44, 75) are shown. 
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The node representing the first group of houses characterized by an assigned battery 
with nominal capacity equal to 4 kWh is node 4 (Fig 5.41, Fig 5.42, Fig 5.43). 

 

 
Fig 5.41: Demand trend without PV system, demand trend with assigned PV system and demand trend 

with the assigned PV-BESS system for the node 4. 

 

 
Fig 5.42: Trend of the energy fed into the grid in the case of the assigned PV system and in the case of the 

assigned PV-BESS combined system for the node 4. 
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Fig 5.43: Trend of the energy absorbed and the energy given by the BESS measured upstream of the in-

verter at the input and downstream of the inverter at the output for the node 44. 

 

The node representing the second group of houses characterized by an assigned bat-
tery with nominal capacity equal to 10 kWh is node 44 (Fig 5.44, Fig 5.45, Fig 5.46). 

 

 
Fig 5.44: Demand trend without PV system, demand trend with assigned PV system and demand trend 

with assigned PV-BESS system for the node 44. 
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Fig 5.45: Trend of the energy fed into the grid in the case of the assigned PV system and in the case of the 

assigned PV-BESS combined system for the node 44. 

 

 
Fig 5.46: Trend of the energy absorbed and the energy given by the BESS measured upstream of the in-

verter at the input and downstream of the inverter at the output for the node 44. 

 

The node representing the third group of houses characterized by an assigned bat-
tery with nominal capacity equal to 16 kWh is node 75 (Fig 5.47, Fig 5.48 and Fig 
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Fig 5.47: Demand trend without PV system, demand trend with assigned PV system and demand trend 

with assigned PV-BESS system for the node 75. 

 

 
Fig 5.48: Trend of the energy fed into the grid in the case of the assigned PV system and in the case of the 

assigned PV-BESS combined system for the node 75. 
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Fig 5.49: Trend of the energy absorbed and the energy given by the BESS measured upstream of the in-

verter at the input and downstream of the inverter at the output for the node 75. 

 

Comparing the energy required to the network in the case in which no PV system is 
installed with the energy required in the case where a PV system is assigned and in 
the case where a PV-BESS combined system is assigned (Fig 5.41, Fig 5.44 and Fig 
5.47) it is evident that the first energy (EDEMAND)is represented by a curve positioned 
above the other two. In fact, the second energy curve (EIN) required by the grid in the 
case of a grid-connected PV system is characterized by lower values than the first 
curve thanks to the energy input of the photovoltaic panels. Finally, the third energy 
curve (𝐸𝐼𝑁

′ ) required by the network in the case of a combined PV-BESS system is 
characterized by even lower values than the first two curves as the user can exploit 
either the energy produced instantly by the solar panels and a share of excess energy 
produced during the daytime hours from the panels and stored in the battery. This 
represents the first source of savings, which is the maximum when a BESS accumula-
tion system is associated with a PV system. 

 
In parallel, the excess energy that is transferred to the network (Fig 5.42, Fig 5.45 
and Fig 5.48) is clearly lower in absolute value in the case of a combined PV-BESS 
system compared to the case in which the battery is absent (𝐸𝑂𝑈𝑇 > 𝐸𝑂𝑈𝑇

′ ). This hap-
pens because the excess energy produced by the photovoltaic panels is not complete-
ly fed into the grid but is used in part to charge the battery. This indicates a lower 
gain for the sale of energy, which should however be offset by a lower amount of en-
ergy required to the network knowing that the price of energy sold and fed into the 
network is much lower than the price of energy required to network. Finally, the 
trends of the energy absorbed and the energy given by the battery shown in Fig 5.43, 
Fig 5.46 and Fig 5.49 respectively for nodes 4, 44 and 75 presents a "bell" shape simi-
lar to that of the energy produced EPV by the PV system. This happens because the 
recharging of the battery is directly proportional to the energy produced by the pan-
els. It is evident how the curve will have very low values during the autumn and win-
ter months while it will have high values during the spring and summer months. 
Moreover, the values shown represent the energy values measured upstream of the 
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inverter at the input of the battery and downstream of the inverter at the output of 
the battery, so it is clear how the two curves have a difference in level due to the 
losses inside the inverter and inside the battery, respectively considered in our case 
equal to 4% and 2%. 

Ultimately from a power point of view a grid-connected PV-BESS combined system is 
much more convenient than a simple grid-connected PV system. The energy demand 
of the users to the network is much lower due to the combined energy supply of the 
panels and the battery, and the expenses in the bill decrease drastically. However, a 
more detailed economic analysis is needed to understand whether these benefits 
from the point of view of energy savings are cheap enough to justify investing in a PV 
system and a battery. 
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6. ECONOMIC ANALYSIS 
 

6.1 Market Review 
 

One of the reasons why renewable energy for electricity production has received the 
most attention in the world is the increase in fossil fuel prices and the risks that the 
environment is facing due to the alarming increase in greenhouse gases. This last 
problem was already dealt with in December 1997 by about 160 countries meeting 
in Kyoto in Japan to fix the general guidelines for the reduction of polluting emissions 
responsible for irreversible climate change and global warming that could lead to the 
melting of glaciers in poles of the Earth and other catastrophic consequences. The 
treaty required the industrialized countries to adopt a serious policy to reduce pol-
luting emissions with the aim of achieving a minimum reduction of around 5% in 
2012 compared to the emissions recorded in 1990 (https://eur-lex.europa.eu/legal-
content/IT/TXT/?uri=LEGISSUM%3Al28060). 

A few years later, in 2016, the first universal climate change binding agreement on 
climate change was signed in Paris. It was signed in April and ratified by the Europe-
an Union in October. Article 2 of the Paris Agreement summarizes the objectives that 
the signatory countries aim to achieve, namely to maintain the increase in the aver-
age world temperature below 2 °C compared to pre-industrial levels and to continue 
the action aimed at limiting this increase to 1,5 °C compared to pre-industrial levels, 
promote low-emission development of greenhouse gases without threatening food 
production and making financial flows consistent with a path leading to low-carbon 
development and climate resilient (https://eur-lex.europa.eu/legal-
content/IT/TXT/?uri=CELEX:22016A1019(01)). 

As reported in a not very recent article by Bhandari et al. (2009), photovoltaics have 
been growing rapidly since the beginning of this century. However, the most serious 
problem that hinders the full integration of the photovoltaic system is represented 
by the very high cost and not accessible without subsidies and supports. Neverthe-
less, the article Bhandari et al. (2009) state that "costs are decreasing rapidly since 
its commercial application began in the 1980s". As reported in the article (Bhandari 
et al., 2009) "it is believed that, due to the rapid increase in prices of electricity pro-
duced from fossil fuels on the one hand and improvements in PV technology on the 
other, it will come a day in a future in which the price of electricity generated by con-
ventional fuels will be equal to or even higher than the price of electricity generated 
by solar photovoltaics ". 

A possible analysis to understand the relationship between costs and prices in rela-
tion to the quantity produced is that linked to the learning curve (LC). The experience 
curve allows to analyse the trend of the total unit cost in relation to the cumulative 
volume of production.  

It has been shown that as the cumulative production volume increases, the average 
cost of the asset decreases and this decrease is linked to the highest level of produc-
tion efficiency due to experience. As stated by Elshurafa et al. (2018), the idea of LC 
derives from empirical evidence the equation for the learning curve is expressed as 
(Trappey et al., 2016): 
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 𝐶𝑄 = 𝐶1𝑄−𝛽 (6.1) 

 

Where CQ is the marginal cost of production of the unit Q-th, C1 is the production cost 
of the first unit, Q is the cumulative production and β is the parameter of learning 
and it is negative because the cost decreases as the production increases. 

As stated by Elshurafa et al. (2018), "typical industries have values β between 0,15 
and 0,5 corresponding to a LC of 90% - 70% respectively". If a product has, for ex-
ample, a 90% LC it means that every time its cumulative production doubles the 
price will decrease and will be 90% of the initial one. Ultimately the price would de-
crease by 10% and this is indicated as a progress report (PR). As a consequence PR 
results to be equal to 𝑃𝑅 = 1 − 𝐿𝐶 (Elshurafa et al., 2018). 

As stated by Bhandari et al. (2009), "the cost per unit product decreases according to 
the learning rate 1-PR  for each doubling of the cumulative production”.  

There are many articles cited by Bhandari et al. (2009) in which the growth of pho-
tovoltaics in the world is studied, with an estimate of the annual growth rate of over 
20% worldwide and an estimate of the global electricity demand met by photovoltaic 
equal to 20% in 2050 which will increase at 50% in 2100. 

Fig 6.1 (Bhandari et al., 2009) shows the derived experience curves for different PR 
values of 75%, 80%, 85% and 90% during the period 2006-2060. 

 

 
Fig 6.1: PV experience curve based on world module price from 2006 to 2060 (Bhandari et al., 2009). 

 

From an article of IRENA (2016) the global investment costs for solar PV will de-
crease by 57%, from 1810 USD/kW in 2015 to 790 USD/kW in 2025 (Fig 6.2). 
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Fig 6.2: Global weighted average solar and wind power investment costs, capacity factors and LCOEs, 

2015 and 2025 (IRENA, 2016). 

 

A study carried out by Agora (2015) analyzes the learning curve of PV systems to es-
timate how the quantity produced will vary and how prices will vary in the future. 
Four different scenarios are analyzed in which the first is the most pessimistic one in 
which an annual growth rate of about 5% is assumed (CAGR) while the fourth is an 
"extreme" scenario that is not based on a bottom hypothesis -up on the growth of the 
market, but rather takes as its starting point a photovoltaic-based energy system in 
2050, assuming that the photovoltaic provides 40% of the global electricity demand 
in a scenario of "high electrification". Fig 6.3 shows the trend of the learning curve 
forecast of the three scenarios assuming an annual growth rate of PV systems equal 
to 5%, 7.5% and 10% respectively. Fig 6.4 shows instead the range of future costs in 
the different scenarios. 

 

 
Fig 6.3: Three long-term scenarios are developed using assumptions on yearly market growth rates from 

5% to 10% per year after 2015 (AGORA, 2015). 
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Fig 6.4: Range of future cost developments in the different scenarios (AGORA, 2015). 

 

What has been said for the PV systems market is also valid for the battery market. 
Many studies have shown that the battery market is growing strongly. As reported 
by Jessica Lipsky (2015) many industries are showing a growing demand for lithium-
ion batteries as many companies aim to diversify battery-related activities. The arti-
cle cites transport companies and utilities, battery manufacturers, automobile manu-
facturers and chemical companies as potentially interested industries. The article 
states that in addition to the automotive field, manufacturers are increasing the use 
of batteries in homes even if numerous studies have shown that the annual demand 
for automotive batteries will far exceed that of secondary applications. 

Schmidt et al. (2017) report in their article the learning curve of the most common 
BESS systems including the lithium-ion battery (Fig 6.5). 

 

 
Fig 6.5: Learning curve of the BESS related to the cumulative production. 
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The forecast of an increasing sale of batteries in the coming years is closely linked to 
the expected decrease in battery prices. As reported by AMECOM (2015), the battery 
market could take off similarly to what happened to the PV system in the last five 
years. Analyzing what happened in the last decade it is clear that there has been 
great progress in the chemistry and technology of the batteries that have led to an 
improvement in performance and a significant reduction in costs. 

In Fig 6.6 (Schimdt, 2017) the forecast regarding the lowering of the BESS prices up 
to 2050 is shown. 

 

 
Fig 6.6: Learning curve of the forecast about the future BESS price. 

 

About PV system costs, Martinez-Cesena et al. (2012) state that the capital costs for a 
PV system can be basically divided into the cost of the initial investment and periodic 
costs as shown by: 

 

 𝐶𝑡𝑜𝑡 = 𝐶𝑖 + 𝐶𝑂&𝑀 (6.2) 

 

Where the initial investment Ci includes all the costs to finance the photovoltaic sys-
tem infrastructure, while the periodic costs CO&M include management and mainte-
nance costs and any loan payments. 

The cost of the initial investment is characterized by a component related to the ma-
terials that make up the modules which represents about 40% of the total value and 
a component related to the BOS costs (Balance of System), ie all those costs related to 
the PV system with the exception of the cost of the modules (IRENA, 2012). In (6.3) 
the calculation of the initial investment is shown: 
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 𝐶𝑖 = 𝐶𝑚𝑜𝑑 + 𝐶𝐵𝑂𝑆 (6.3) 

 

Where Cmod represents the costs of the modules and CBOS the BOS costs. For a residen-
tial and small-scale system, BOS costs represent approximately 55-60% of total costs 
Ci (IRENA, 2012). The BOS costs include the inverters, the components necessary for 
mounting and racking the PV system, the combiner box and various electrical com-
ponents, site preparation and installation, battery storage. Elshurafa et al. (2018) 
even state that nowadays the BOS costs have a greater weight on the total cost of the 
photovoltaic system reaching a percentage of 68% (Fig 6.7) due to the sharp decline 
in module prices in recent years. 

 

 
Fig 6.7: Contribution of the module, BOS and O&M costs to the LCOE of a typical solar system (Elshurafa et 

al., 2018). 

 

 

6.2 Results 
 

The analysis carried out consists in the calculation of the payback of the considered 
PV systems and the combined PV-battery systems. Nowadays in Italy the cost of the 
PV system can be deducted from taxes at 50%, so the final price is halved. In addi-
tion, the photovoltaic system generates savings thanks to the so-called net-metering, 
which is a regulation governed by the Authority for electricity and gas for the mech-
anism that allows to feed the electricity produced by a PV system into the grid but 
not immediately self-consumed, which will be taken at a later date to remedy the 
demand of the user. This service is economically regulated by the so called Gestore 
dei servizi energetici (GSE) in the form of a financial contribution and can be com-
bined with the tax deduction. 

The analysis carried out in this thesis work takes into account the incentive on pho-
tovoltaic currently present in UK called feed-in tariff (FIT). The FIT represents a tariff 
able to exploit the energy produced by a PV system so that the owner of such system 
is paid only for producing energy. 

The feed-in tariff "is an instrument of energy policy aimed at supporting the devel-
opment of new projects in renewable energy, based on long-term purchase contracts 
for electricity produced by them" (Cory et al., 2010 by thesis). 
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These purchase contracts are stipulated for a long duration between 10-25 years and 
concern the electricity produced. The payment for the individual kWh of energy 
commonly varies according to the technology considered, the size and location of the 
project and the quality of the source to object. 

The FIT scheme is the most used incentive system for the renewable sector until to-
day. 

The Net Present Value (NPV) method was used to calculate the payback. This method 
consists in calculating the future cash flows to check whether they are sufficient or 
not to cover the initial investment. The NPV is defined by: 

 

 𝑁𝐸𝑇 = −𝐶𝑖 + ∑
∆𝐶𝐹𝑡

(1 + 𝑖)𝑡

𝑛

𝑡=1

+
𝐸𝑛

(1 + 𝑖)𝑛
 (6.4) 

 

Where Ci indicates the initial investment, ΔCFt indicates the change in the cash flows 
generated by the investment, i is the discount rate that takes into account the chang-
ing value of money, n represents the duration of the investment and En represents 
any extraordinary transactions that they only concern the last year. The change in 
cash flows ΔCFt is calculated as the subtraction between the monetary revenues and 
the monetary operating costs shown in (6.5). 

 

 ∆𝐶𝐹 = ∆𝑀𝑅 − ∆𝑀𝑂𝐶 (6.5) 

 

In the case of a PV system or a combined PV-BESS system, the monetary revenues 
are null before the installation of the system, while after the installation of the sys-
tem they are equal to the cost of the energy introduced into the network and more 
resold the respective incentive applied (in our case the FIT). The monetary operating 
costs are represented by the cost of the energy withdrawn from the network and 
supplied to the user to satisfy the user's demand before installation and represented 
by the cost of energy taken from the network net of self-consumption after the instal-
lation, for which: 

 

 ∆𝑀𝑅 = 𝑀𝑅𝑓 − 𝑀𝑅𝑖 = (𝐸𝑜𝑢𝑡 ∙ 𝑝𝑜𝑢𝑡 + 𝐸𝑃𝑉 ∙ 𝑝𝐹𝐼𝑇) − 0 (6.6) 

 

 ∆𝑀𝑂𝐶 = 𝑀𝑂𝐶𝑓 − 𝑀𝑂𝐶𝑖 = (𝐸𝑖𝑛 ∙ 𝑝𝑖𝑛) − (𝐸𝐷𝐸𝑀𝐴𝑁𝐷 ∙ 𝑝𝑖𝑛) (6.7) 

 

Where pin represents the price of energy purchased by the network, pout represents 
the price of energy sold to the network and pout represents the price of the FIT incen-
tive, all expressed in pence/kWh. As is clear from the (6.4) the value of NET results in 
negative starting because of the initial investment which is considered as negative 
flow since it is an outflow. When the NET turns out to be negative then the invest-
ment is not convenient since it means that the cash flows have failed at least to equal 
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the initial outflow Ci; when the NET turns out to be positive then the investment is 
convenient; in the case of NET equal to zero, then the investment is indifferent, ie it 
does not represent either a gain or a loss (Tab 6.1). 

 

NET>0 Convenient investment 
NET<0 Not convenient investment 
NET=0 Indifferent investment 

Tab 6.1: Investment productivity based on the value of NET. 

 

In order to calculate the payback of a given investment, it can be done starting from 
the NET equation. Basically the payback will occur when the NET passes from nega-
tive values to positive values, or rather the real payback will occur when the NET will 
be null: 

 

 𝑁𝐸𝑇 = 0 (6.8) 

 

 𝐶𝑖 + ∑
∆𝐶𝐹𝑡

(1 + 𝑖)𝑡

𝑛

𝑡=1

+
𝐸𝑛

(1 + 𝑖)𝑛
= 0 (6.9) 

 

The value of n which cancels the NET can be obtained from the equation. This meth-
od is called discounted payback since the sums are discounted by the discount rate i 
which takes into account the value of money. However, on an industrial level, some-
times an alternative method is used called simple payback where the summations are 
made without actualizing. It is clear that with the same investment, the simple pay-
back is lower in value than the discounted payback. 

In the previous analysis, three different PV system sizes were assigned to the consid-
ered nodes and subsequently three different BESS sizes, consequently the economic 
analysis takes into account nine different criteria that consider the nine possible 
combinations of the PV and BESS system, which are represented in Tab 6.2: 

 

Criteria Groups combinations N° nodes Representative node 
C1 Group 1 PV - Group 1 BESS 12 10 
C2 Group 2 PV - Group 1 BESS 10 64 
C3 Group 3 PV - Group 1 BESS 0 ― 
C4 Group 1 PV - Group 2 BESS 1 67 
C5 Group 2 PV - Group 2 BESS 5 49 
C6 Group 3 PV - Group 2 BESS 10 96 
C7 Group 1 PV - Group 3 BESS 0 ― 
C8 Group 2 PV - Group 3 BESS 0 ― 
C9 Group 3 PV - Group 3 BESS 4 3 

Tot 42 
 Tab 6.2: Criteria taken in account for the economic analysis. 
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Tab 6.2 shows that some criteria have no nodes, so the analysis is reduced to six pos-
sible combinations of the PV and BESS systems. In particular, the calculation of the 
NET and therefore of the payback have been made considering first the case of a PV 
system and then the case of the combined PV-battery system. 

As regards the input data for the calculation of the NET, the cost of electricity was 
provided by the Anglo-Saxon government website (www.gov.uk), in particular by the 
Department for Business, Energy and Industrial Strategy and are reported in Fig 6.8: 

 

 
Fig 6.8: Average annual domestic standard electricity bills in 2017 for UK regions with average unit costs 

based on consumption of 3800 kWh/year (www.gov.uk). 

 

It is necessary to underline that the prices shown in Fig 6.8 are calculated consider-
ing an annual energy consumption equal to 3800 kWh, so in the hypothesis of calcu-
lation it is necessary to consider a possible error due to the approximation made us-
ing these values to calculate the cost in the cases analyzed in which the annual con-
sumption turns out to be different. The pin price chosen from the table in Fig 6.8 is 
equal to 17,59 pence/kWh and coincides with the energy price for an annual con-
sumption of 3800 kWh in the North of Scotland (the same area where the village of 
Fintry is located) and placed in the column called Overall. 

About the cost of a PV system in Scotland, on the same website of the government 
(www.gov.uk) an average total cost of a photovoltaic system in the UK is provided 
for the year 2017 and shown in the figure: 
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Fig 6.9: Solar PV costs data (www.gov.uk). 

 

The value considered is the average between 2017 and 2018 in the column called 
Median in the system section between 4 and 10 kWp and equal to 1393 £/kWp in-
stalled. However, it would not be wrong to consider the last section with calculated 
prices based on systems between 10 and 50 kWp because the project considered as-
sumes the assignment of a photovoltaic system for each house considered in the vil-
lage of Fintry, so it can be considered a single system with very high capacity.  

About the price of batteries, the official website of Sonnen 
(https://sonnen.de/stromspeicher/sonnenbatterie-eco/#product-config) provides 
the prices for batteries of all the needed sizes for domestic use. Tab 6.3 shows the 
prices of the types of batteries considered: 

 

𝑬𝑺𝑻𝑶𝑹𝑨𝑮𝑬
𝑴𝑨𝑿  [kWh] Ctot [£] 

4 6299,00 
10 12799,00 
16 17699,00 

Tab 6.3: Sonnen battery prices (https://sonnen.de/stromspeicher/sonnenbatterie-eco/#product-config). 

 

About incentives, the value of the FIT depends on many factors, among which the 
most important is the energy efficiency of the building. In this case it was assumed 
that the analyzed houses have the highest energy level, being part of an innovative 
project such as Smart Fintry. For a building with the highest energy level on which a 
PV system with a size between 0 kWp and 10 kWp is installed, the FIT in force from 
1st October 2018 to 31st December 2018 is equal to 3,86 pence/kWh 
(https://www.ofgem.gov.uk/environmental-programmes/fit/fit-tariff-rates). At the 
same time, the tariff concerning the energy fed into the network and therefore sold is 
equal to 3,72 pence/kWh (https://www.ofgem.gov.uk/environmental-
programmes/fit/fit-tariff-rates). 

Finally, assuming a maximum life value respectively equal to 25 years for PV systems 
and  to 15 years for BESS and a discounting rate of 1,20%, the simple NET and the 
discounted NET were calculated for the cases mentioned with and without the pres-
ence of the battery considering one representative node for each criteria.  

Tab 6.4 shows the input parameters to calculate the NET value, the following figures 
show the cash flows of the investments in PV systems for the nodes 10, 64 and 96 
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(respectively Fig 6.10, Fig 6.11, Fig 6.12, Fig 6.13, Fig 6.14, Fig 6.15) while Tab 6.5 
shows which year represent the payback. 

 

Node 10 64 96 

Parameters 

Pn [kWp] 3 6 9 

Ci [£] 4179 8358 12537 

n 25 25 25 

i 1,20% 1,20% 1,20% 

∆𝑴𝑹𝒊 [£] 0,00 0,00 0,00 
∆𝑴𝑹𝒇 [£] 147,59 270,32 378,93 

∆𝑴𝑶𝑪𝒊 [£] 328,07 1007,43 3371,36 
∆𝑴𝑶𝑪𝒇 [£] 212,09 682,12 2790,81 

∆𝑪𝑭 [£] 263,57 595,63 959,48 
Tab 6.4: Parameters to calculate the NET value and the payback for the nodes 10, 64 and 96. 

 

 
Fig 6.10: NET trend considering the simple payback for the node 10. 
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Fig 6.11: NET trend considering the discounted payback for the node 10. 

 

 

 
Fig 6.12: NET trend considering the simple payback for the node 64. 
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Fig 6.13: NET trend considering the discounted payback for the node 64. 

 

 

 
Fig 6.14: NET trend considering the simple payback for the node 96. 
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Fig 6.15: NET trend considering the discounted payback for the node 96. 

 

Node PV size [kWp] Simple Payback [year] Dicounted Payback [year] 

10 3 16 18 

64 6 15 16 

96 9 14 15 
Tab 6.5: Simple and discounted paybacks for the representative nodes of the three different PV sizes. 

 

Tab 6.6 shows the input parameters to calculate the NET value, the following figures 
show the cash flows of the investments in PV-BESS systems for the representative 
nodes of the analyzed criteria described in Tab 6.2 (respectively Fig 6.16, Fig 6.17, 
Fig 6.18, Fig 6.19, Fig 6.20, Fig 6.21, Fig 6.22, Fig 6.23, Fig 6.24, Fig 6.25, Fig 6.26, Fig 
6.27) while Tab 6.7 shows which year represent the payback. 

 

Criteria 1 2 4 5 6 9 

Node 10 64 67 49 96 3 

Parameters 

Pn [kWp] 3 6 3 6 9 9 

BESS capacity [kWh] 4 4 10 10 10 16 

Ci' [£] 10478 14657 16978 21157 25336 30236 

n 25 25 25 25 25 25 

i 1,20% 1,20% 1,20% 1,20% 1,20% 1,20% 

∆𝑴𝑹𝒊
′ [£] 0,00 0,00 0,00 0,00 0,00 0,00 

∆𝑴𝑹𝒇
′  [£] 120,19 233,06 123,28 199,98 310,45 267,05 

∆𝑴𝑪𝑶𝒊
′ [£] 328,07 1007,43 632,63 1137,78 3371,36 3682,65 

∆𝑴𝑪𝑶𝒇
′  [£] 129,42 569,76 439,45 608,73 2584,21 2752,88 

∆𝑪𝑭′ [£] 318,84 670,73 316,47 729,03 1097,60 1196,82 
Tab 6.6: Parameters to calculate the NET value and the payback for the analyzed criteria. 
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Fig 6.16: NET trend considering the simple payback for the criteria 1. 

 

 

 
Fig 6.17: NET trend considering the discounted payback for the criteria 1. 
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Fig 6.18: NET trend considering the simple payback for the criteria 2. 

 

 

 
Fig 6.19: NET trend considering the discounted payback for the criteria 2. 
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Fig 6.20: NET trend considering the simple payback for the criteria 4. 

 

 

 
Fig 6.21: NET trend considering the discounted payback for the criteria 4. 
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Fig 6.22: NET trend considering the simple payback for the criteria 5. 

 

 

 
Fig 6.23: NET trend considering the discounted payback for the criteria 5. 

 

 

-25000,00

-20000,00

-15000,00

-10000,00

-5000,00

0,00

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57

Δ
C

F
' [

£
] 

Years 

Simple Payback criteria 5 

-25000,00

-20000,00

-15000,00

-10000,00

-5000,00

0,00

1 6

1
1

1
6

2
1

2
6

3
1

3
6

4
1

4
6

5
1

5
6

6
1

6
6

7
1

7
6

8
1

8
6

9
1

9
6

1
0

1

Δ
C

F
' [

£
] 

Years 

Discounted Payback criteria 5 



109 
 

 
Fig 6.24: NET trend considering the simple payback for the criteria 6. 

 

 

 
Fig 6.25: NET trend considering the discounted payback for the criteria 6. 
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Fig 6.26: NET trend considering the simple payback for the criteria 9. 

 

 

 
Fig 6.27: NET trend considering the discounted payback for the criteria 9. 

 

 

Criteria Node Simple Payback [year] Discounted Payback [year] 

1 10 40 54 

2 64 25 30 

4 67 65 126 

5 49 37 48 

6 96 27 32 

9 3 30 36 
Tab 6.7: Simple and discounted paybacks for the representative nodes of the analyzed criteria. 
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It is important to underline that for the calculation of the NET and therefore of the 
payback the maintenance costs and the costs of disposal of the panels when the sys-
tem will no longer have an acceptable efficiency were not considered, neither the 
degradation of the system and a consequent loss in efficiency over time. 
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7. CONCLUSIONS 
 

Analysing the results of the NET calculation for the representative nodes in case a PV 
system is installed and in case a combined PV-BESS system is installed, the payback 
is not acceptable and therefore the investment is not convenient, mostly considering 
the lifetime of PV systems and BESS. 

The reasons why such investments are not convenient can be multiple, so it is neces-
sary to take different aspects into account. 

The first aspect is represented by the capital cost of PV systems and batteries. The 
learning curves shown above describe the phenomenon of lowering the prices of 
such systems for each doubling of production (Fig 6.2, Fig 6.6). The result of these 
analyses is the forecast of future prices of such systems that could stimulate the 
growth of investments in this sector. 

For example, it would be interesting to study the possible scenario that would occur 
in 2025 considering the decrease of the capital cost, with the same tariff of energy 
and of the incentive (in this case the FIT). Respectively from Fig 6.4 (considering the 
intermediate scenario) and Fig 6.6 it is possible to derive the approximate percent-
age reduction of the capital costs of either the PV systems and the batteries in order 
to calculate the cash flows for the cases examined in the village of Fintry. Tab 7.1 
shows the values of the capital costs of today's PV and BESS systems respectively and 
that expected in 2025. 

 

     System Price [£] Percentage reduction [%] 

 2018 2025 
PV [1 kWp] 1393 599 30% 

BESS [4 kWh] 6299 2520 51,58% 
Tab 7.1: Capital costs of PV systems and BESS in 2018 and forecast of capital costs of PV system and BESS 

in 2025. 

 

Assuming a possible scenario of the year 2025, making the same investments made 
for the houses of the village of Fintry but imposing the new capital cost expected in 
the new year considered, it is possible to calculate the values of the payback for 
nodes 10, 64 and 96 in case of a PV system (Tab 7.2, Fig 7.1, Fig 7.2) and for the 
nodes representing criteria 1, 2, 4, 5, 6 and 9 in case of a combined PV-BESS system 
(Tab 7.3,Fig 7.3, Fig 7.4). 

 

 
scenario 2018 scenario 2025 

Node 
Simple 

Payback 
[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

10 16 18 12 12 

64 15 16 10 11 

96 14 15 10 10 
Tab 7.2: Possible scenario in 2025 considering a decrease of the capital costs of PV systems considering 

the same energy tariff and FIT in force nowadays. 
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Fig 7.1: Chart of the different simple paybacks considering the two different scenarios (2018 and 2025)  

in case of the PV systems analyzed. 

 

 

 
Fig 7.2: Chart of the different discounted paybacks considering the two different scenarios (2018 and 

2025)  in case of the PV systems analyzed. 
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scenario 2018 scenario 2025 

Criteria Node 
Simple 

Payback 
[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

C1 10 40 54 23 27 

C2 64 25 30 15 17 

C4 67 65 126 35 46 

C5 49 37 48 21 24 

C6 96 27 32 16 18 

C9 3 30 36 17 19 
Tab 7.3: Possible scenario in 2025 considering a decrease of the capital costs of PV systems and BESS con-

sidering the same energy tariff and FIT in force nowadays. 

 

 
Fig 7.3: Chart of the different simple paybacks considering the two different scenarios (2018 and 2025)  

in case of the combined PV-battery systems analyzed. 
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Fig 7.4: Chart of the different discounted paybacks considering the two different scenarios (2018 and 

2025)  in case of the combined PV-battery systems analyzed. 

 

The obtained payback values considering the capital costs in 2025 are much lower 
than the values obtained considering the current capital costs. For a PV system it 
may be acceptable to obtain paybacks lower than 10 years while for combined PV-
BESS systems the investment continues to be not much convenient. The costs of the 
considered batteries (Sonnen) are too high compared to how much actual gain can 
be obtained by storing the excess energy in them, despite having considered very 
high capital cost reductions. 

 

A second aspect is represented by the climatic data of temperature and solar radia-
tion of the areas considered. According to PVGIS, the energy produced in Fintry is 
about 720 kWh/kWp per year (Fig 5.17), while for example in South of Italy and spe-
cifically in Acri, a little town placed in Calabria (Fig 7.5), according to PVGIS it is pos-
sible to produce 1320 kWh/kWp in the situation of optimization of slope and azi-
muth angles (Fig 7.6), that is about 50% more energy produced. In Southern Italy 
there are even better cases. From a study carried out by Squatrito et al. (2014) on the 
Mediterranean greenhouses in the South of Sicily is a great convenience for photo-
voltaic investments even in the absence of incentives or tax deductions, while for PV 
systems with capacities exceeding 50 kWp it is possible to reach the parity of the 
network. 
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Fig 7.5: Acri (CS), Italy (www.google.com/maps) 

 

 
Fig 7.6: Energy produced by a 1 kWp PV system in Acri (CS), Italy,  provided by PVGIS. 
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A third aspect is represented by the FIT scheme. The FIT scheme was introduced in 
UK in April 2010 with the aim of promoting the development of renewable and low-
carbon electricity generation technologies (Cherrington et al., 2013). The scheme is 
applicable for anyone who installs a technology between solar photovoltaic (PV), 
wind, hydro, micro combined heat and power (CHP), anaerobic digestion (AD) cur-
rently up to a capacity of 5 MW or 2 kW for CHP (www.ofgem.gov.uk). 

The FIT scheme provides for three financial incentives: a generation tariff, ie the en-
ergy provider pays a fixed tariff for each unit (kWh) of electricity generated; export 
tariff, ie all technologies receive an additional fixed tariff for each unit of electricity 
supplied to the network; finally the electricity bill savings thanks to self-consumption. 

Ultimately the FIT scheme is a government program, payments are made quarterly 
based on the meter reading provided to the respective energy provider. The rates are 
different and depend on the type of system installed and the level of energy efficien-
cy of the house. 

As already mentioned previously, in this work of thesis it was assumed that all the 
considered houses guarantee the highest level of energy efficiency so as to be able to 
access the rates shown in the first row of Tab 7.4. 

For example, it would be interesting to compare the current FIT scheme in force in 
Scotland with the old FIT scheme in force in UK between 2010 and 2011, and with 
the old Italian incentive scheme called “Conto Energia”, now no longer in force. 

The Italian Conto Energia is the Italian incentive regulation of the solar photovoltaic 
source regarding the systems connected to the electricity grid. It was introduced 
through the Legislative Decree number 387 of 2003. However, the concrete start of 
the measures occurred only in 2005 with the introduction of the so called Primo Con-
to Energia. 

The Conto Energia was designed in Italy as a stimulus for the growth of investments 
in photovoltaics. Before it there was an incentive plan that provided a capital grant 
that covered up to 75% of the capital invested. The entry in force of the Conto Ener-
gia represented the transition from the capital grant to the one on the operating ac-
count, and it was clearly more convenient. 

Similar to the FIT scheme used in the UK, the Conto Energia foresaw that the electric-
ity produced by the PV systems was purchased by the company managing the elec-
tricity grid (GSE) on the basis of long-term contracts and with rates that have 
changed over the years according to the different Conto Energia. 

The Primo Conto Energia in Italy envisaged two options for connection to the net-
work: the net-metering and the transfer into the network. The net-metering means 
that the electrical network works as a sort of battery, that is, it allows the accumula-
tion of excess energy and re-use it when the system does not work. The option to sell 
the network provided that the energy produced in excess does not constitute a credit 
but is sold to an energy manager at the rates set by the AEEG (Electricity and Gas Au-
thority) and proportional to the annual production of power. 

It would be interesting to compare the FIT scheme with the tariffs of the Secondo 
Conto Energia (GSE, 2009), which started in 2007 and lasted for 3 years. It has been 
considered the most convenient incentive ever had in Italy. Tab 7.4, Tab 7.5 and Tab 
7.6 show the different rates in UK in 2018, in UK in 2010 and in Italy in 2007. 
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Description Total Installed Capacity [kW] FIT [pence/kWh] 

Standard Solar photovoltaic 
receiving the higher rate 

0-10 3,86 

10-50 4,11 

50-250 1,75 

Standard Solar photovoltaic 
receiving the middle rate 

0-10 3,47 

10-50 3,70 

50-250 1,58 

Standard Solar photovoltaic 
receiving the lower rate 

0-10 0,20 

10-50 0,20 

50-250 0,20 

Export tariff   5,24 
Tab 7.4: FIT in force in UK from 1th October 2018 to 31th December 2018 (www.ofgem.gov.uk). 

 

 

Description FIT [pence/kWh] 

Solar photovoltaic with total  
installed capacity of 4 kW or 

 less, where attached to or 
wired to provide electricity to 

a new building before  
first occupation 

39,60 

Solar photovoltaic with total  
installed capacity of 4 kW or 

 less, where attached to or 
wired to provide electricity to 

a building which is already occu-
pied 

45,40 

Solar photovoltaic (other than 
stand-alone) with total  

installed capacity greater than 4 
kW but not exceeding 10 kW 

39,60 

Export tariff 3,20 
Tab 7.5: FIT in force in UK between 2010 and 2011 (www.ofgem.gov.uk). 
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Tab 7.6: Tariff [€/kWh] of the Italian Secondo Conto Energia in force between 2007 and 2010 (GSE, 2009). 

 

Regarding the value of export tariff for the Secondo Conto Energia, it should be calcu-
lated on the basis of various parameters whose regulation is provided by the GSE. 
For simplicity, an approximate value of 0,10 €/kWh was considered (Cerino Abdin et 
al., 2018), which would correspond to 0,088 £/kWh if this tariff was converted now-
adays. 

In the examined case, the FIT considered is the one related to the highest level of en-
ergy efficiency and the tariff value is equal to 3,86 pence/kWh of energy generated 
while the FIT in UK in 2011 was 39,60 pence/kWh for a system of maximum 4 kWp 
installed on a new building or for a system of a size between 4 kWp and 10 kWp and 
45,40 for a an already occupied building. About the Secondo Conto Energia in Italy 
the energy generated was paid 0,412 €/kWh (that would be 0,36 £/kWh nowadays) 
for systems partially integrated with nominal power between 3 kWp and 20 kWp.  

It would be interesting to calculate the payback of the analyzed cases using the in-
centives in force in Scotland in 2010 and in Italy in 2007. Tab 7.7 shows the simple 
payback and the discounted payback in case of PV systems for representative nodes 
10, 64 and 96 considering the tariff of new buildings before the occupation for the 
FIT of 2010 and a partial integrated PV system tariff for the Italian Secondo Conto 
Energia, while Fig 7.7and Fig 7.8 show a chart representing the different values ob-
tained. Tab 7.7 shows the simple payback and the discounted payback for the repre-
sentative nodes of the criteria (nodes 10, 64, 67, 49, 96, 3) using the same tariffs, 
while Fig 7.9 and Fig 7.10 show a chart representing the different values obtained. 

 

 
FIT 

2018 
FIT 

2011 
Second Energy 
Account 2007 

Node 
Simple 

Payback 
[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

10 16 18 5 5 5 5 

64 15 16 5 5 5 5 

96 14 15 5 5 5 5 
Tab 7.7: Comparison between the three different incentives (UK FIT of 2018, UK FIT of 2010, Italian Se-

condo Conto Energia of 2007) in case of the PV systems analyzed. 
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Fig 7.7: Chart of the different simple paybacks considering the three different incentives (UK FIT of 2018, 

UK FIT of 2010, Italian Secondo Conto Energia of 2007) in case of the PV systems analyzed. 

 

 
Fig 7.8: Chart of the different discounted paybacks considering the three different incentives (UK FIT of 

2018, UK FIT of 2010, Italian Secondo Conto Energia of 2007) in case of the PV systems analyzed. 
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FIT 

2018 
FIT 

2011 
Second Energy 
Account 2007 

Criteria Node 
Simple 

Payback 
[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

Simple 
Payback 

[year] 

Discounted 
Payback 

[year] 

C1 10 40 54 12 12 11 12 

C2 64 25 30 8 8 8 8 

C4 67 65 126 18 21 18 20 

C5 49 37 48 11 12 11 12 

C6 96 27 32 9 9 9 9 

C9 3 30 36 10 11 10 11 
Tab 7.8: Comparison between the three different incentives (UK FIT of 2018, UK FIT of 2010, Italian Se-

condo Conto Energia of 2007) in case of the combined PV-BESS systems analyzed. 

 

 
Fig 7.9: Chart of the different simple paybacks considering the three different incentives (UK FIT of 2018, 
UK FIT of 2010, Italian Secondo Conto Energia of 2007) in case of the combined PV-battery systems ana-

lyzed. 
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Fig 7.10: Chart of the different discounted paybacks considering the three different incentives (UK FIT of 
2018, UK FIT of 2010, Italian Secondo Conto Energia of 2007) in case of the combined PV-battery systems 

analyzed. 

 

In the two situations in which the old FIT of 2010 and the Secondo Conto Energia of 
2007 rates are applied, the paybacks are lower. It is evident that an incentive for 
which the energy generated is paid about ten times more than the current values in 
Scotland would represent a huge economic advantage both in case of investment in a 
PV system and in case of investment in a combined PV-BESS system as for the gain in 
terms of self-consumption, the gain deriving from the energy sold and fed into the 
network and the income deriving from the remuneration of the generated energy are 
added. In other words, the beneficiary is paid for generating clean energy and paid 
twice for putting clean energy into the grid. Ultimately the payback values in both 
cases would be acceptable. 

Increasing the incentives would be possible to greatly decrease the payback values 
both in the case of simple PV systems and in case of battery support. However, it 
would not be realistic to think of applying incentives whose tariffs are the same or 
otherwise similar to the old tariffs such as the 2011 FIT or the Secondo Conto Ener-
gia of 2007. The Secondo Conto Energia was applied in Italy at a time when the pres-
ence of photovoltaics on the territory it was relatively low compared to the major 
European countries. Precisely for this reason Italy was subject to heavy criticism re-
garding the high incentives that were applied at that time.  

It is necessary to highlight how this comparison does not take into account numer-
ous essential aspects such as a different capital cost, which certainly was much high-
er than the current one in 2007. This comparison has a purely numerical value and 
aims to show how the situation would change today if the FIT values were higher. 

Considering the results of this work of thesis it is fair to conclude that investing in a 
photovoltaic system or in a combined PV-battery system in Scotland is not absolutely 
convenient in absence of incentives such as the FIT. However, it is not always con-
venient even if the incentives are taken into account because Scotland is in a low-
irradiation zone where the amount of energy that can be produced is not sufficiently 
high.  
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