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Abstract

Optimization problems can be encountered in many fields of science and technology.
To solve such problems means to select a best solution out of an exponentially large
set of discrete candidates; as the size of the problem increases, so does the solution
space, and brute-force techniques quickly become impracticable in the search for
an exact solution. In fact, many combinatorial optimization problems are NP-
hard in computational complexity. While exact solvers exist for several NP-hard
problems, resource utilization and computation times continue to be an issue. For
most practical applications, it is not necessary for the solution to be exact, as long
as it is of good enough quality. Research has then turned to heuristic solvers,
which guarantee a minimum quality of solution, while performing computation in
a deterministic time. These characteristics make them desirable as general-purpose
solvers as well as for safety-critical and real-time applications.

Many commonly-used solvers are metaheuristic algorithms that borrow ideas
from the world of physics and biology. Among these is Simulated Annealing (SA),
which utilizes the concept of slow cooling of a disordered system to explore the
solution space until settling at a minimal energy state when the temperature pa-
rameter reaches zero. Quantum Annealing (QA) is an emerging technique derived
from SA, originally proposed in the field of quantum computing. It attempts to
exploit quantum entanglement to explore the solution space as a superposition of
all possible system states at once. While an effective implementation of this type of
quantum computer has yet to be proven, Simulated Quantum Annealing (SQA), an
algorithm derived from QA theory and designed to run on classical computers, has
found success as a metaheuristic. SQA simulates quantum superposition by adding
one more dimension to the SA simulation space where a finite number of copies of
the system, called replicas, exist. Entanglement among states is approximated by
adding a correlation factor between replicas that has a function equivalent to that
of temperature in SA; as the annealing goes on, the correlation between neighbor
quantum states increases, eventually causing all replicas to collapse into a single
optimal solution.

Studies have shown that SQA can be applied to solve NP-hard problems with
faster convergence and better quality of result than other traditional heuristics.

3



However, due to the presence of several replicas, the computation cost of this algo-
rithm is quite higher than that of Simulated Annealing, requiring higher amounts
of memory and much longer execution times. At the same time, because of the
population-based nature of the algorithm, SQA is particularly suitable to paral-
lelization. In this context, I decided to study the feasibility of QA for the fully-
connected Ising model; results led me to concentrate instead on the Multidimen-
sional Knapsack Problem, which proved a better target for QA. I designed a parallel
hardware accelerator for the solver algorithm, partially developed during my intern-
ship in NEC Japan. The various phases of the project are detailed in this thesis.

The Ising spin glass model is a mathematical model of ferromagnetism used
in statistical mechanics. There are several variations of the Ising model depend-
ing on the connectivity between spins, which determines the geometry of the spin
glass. My first examination of the performance of QA, using the 2-dimensional
spin glass problem, confirmed literature results and showed definite improvement
over SA. However, the most interesting version of the Ising spin glass model for
practical application is the fully-connected model; in fact, mappings exist for many
NP problems to the fully-connected spin glass model, and a solver for this model
may be considered a universal solver for all such problems. A straightforward
implementation of the fully-connected spin glass model is impracticable: the com-
plexity of the interaction is exponential in the number of spins, and simulation of
one step takes long computation times; most importantly, since spin updates are
deeply correlated, parallelization is an arduous task. We considered then a minor
embedding scheme in the form of a Chimera graph, the same structure realized in
some hardware quantum annealers. I found that such a scheme was not effective
when running SQA, as the additional ferromagnetic couplings required to ensure
coherency of the Chimera graph interfere heavily with the Trotter coupling driv-
ing the annealing. As such, the realization of a general-purpose QA solver based
on fully-connected Ising with spin-flip dynamics is not possible without significant
modifications to the algorithm.

I turned then my attention to ad-hoc solvers. I selected the Multidimensional
Knapsack Problem (MKP), an NP-hard resource allocation problem with appli-
cations to computer task scheduling, network data packing, financial investment
planning and logistics. I implemented three software solvers in C++ for Simulated
Annealing, Quantum Annealing, and a hybrid PSO-genetic optimization algorithm.
I also implemented a variant of Quantum Annealing, Restricted Quantum Anneal-
ing (RQA), which strives to improve on the results of QA by restricting the search
space: partial solutions that are found multiple times during annealing are locked
and assumed to be part of the final solution. All algorithms were tested on the
SAC-94 and Chu-Beasley benchmarks, evaluating for each the mean absolute per-
cent error, the least error, the standard deviation of results and the CPU-time. The
results suggest that the efficacy of QA is indeed dependent on the problem param-
eters, as the Weingartner set of problems in the SAC-94 returned particularly poor
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solutions; however, QA delivered better quality of result in all the ORLib bench-
marks. RQA outperformed other methods more significantly as the problem size
grew, with the large, strongly-constrained problems in the Chu-Beasley benchmark
showing the most benefit. The increase in computation time due to the complexity
of QA is significant, although when compared to the PSO, it scales better with
respect to the number of constraints.

I described the hardware implementation of the MKP-RQA solver behaviorally
in SystemC and performed high-level synthesis with the NEC CyberWorkBench
HLS compiler, then executed logic synthesis with Altera Quartus II for a Stratix
V FPGA kit. The system consists of an array of 16 processors, each representing
a Trotter replica for Quantum Annealing. The QA algorithm for solving MKP is
implemented within each processor as a finite state machine; copies of the problem
parameters are locally stored within each processor, and random number generation
is achieved with a 32-bit LFSR. I fine-tuned the behavioral description of the algo-
rithm with calculation simplifications and approximations to avoid multipliers and
exponential functions, which were replaced with shifters and look-up tables. Each
replica keeps its current solution in a register shared with its immediate neighbors.
A controller module ensures synchronization of the processors at every simulation
step. Since typical simulations for large problem instances can count millions of
steps, the precalculated 16-bit values for the coupling parameter at each simulation
step are offloaded to a fast on-chip memory connected to the design via a bus bridge
with an Avalon-Memory Mapped interface; the controller activates a pair of buffers
that alternately read from memory and make the data available to the processors.
The controller also receives the current fitness value from each replica and detects
when a new optimal solution has been found. Finally, an RQA engine module cal-
culates the frequency of partial solutions and outputs a binary vector describing
the locked items. Frequency calculation is performed with a SWAR algorithm for
popcount to avoid computing long sums.

Since the problem size and parameters are hard-coded into the implementation, I
performed synthesis multiple times for a variety of problem sizes. Synthesis results
show that the total area of logic utilization grows linearly with the number of
replicas and problem size in a deterministic way. As for the timing performance,
the maximum frequency decreases for larger problem implementations; this is to
be attributed to the exponential growth in number of interconnects and increasing
length of the combinational paths. At the maximum frequency of 164 MHz, the
FPGA solution is 150× faster than the software at executing the same number of
Monte Carlo steps. Fitting was performed with the most aggressive settings for
timing and the final area occupies 63% of the total logic. The power consumption
estimates also show energy savings of 99.7% with respect to the execution of the
same algorithm on CPU, while RTL simulations show that the hardware version
can produce a similar quality of result as the software.
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Chapter 1

Introduction

XKCD #1831 by Randall Munroe (CC BY-NC 2.5)

An optimization problem is the problem of selecting the "best" solution out
of the total space of feasible solutions. This type of problem is often encountered
across many fields of human activity; in computer engineering alone, we are familiar
with the many optimization methods involved in the logic and physical synthesis
of VLSI circuits, as well as issues such as task scheduling within operating systems
and the optimal insertion of scan stitching registers for circuit testing. But this
type of problem is also of paramount importance in fields such as finance and in-
vestments (capital budgeting [1], inventory management [2], portfolio optimization
[3]), production and distribution (machine allocation [4], transportation model [5],
choice of facility location [6]), human resources (employee scheduling [7], workforce
composition [8], office assignment [9]).

The variables in an optimization problem can be continuous or discrete; solving
a discrete optimization problem means to select a best configuration out of an
exponentially large, but finite, set of solutions. Such problems are also referred
to as combinatorial optimization problems. A combinatorial optimization problem
[10] is formally defined as a 4-tuple (I, f, m, g), where I is a set of problem instances,
f(x) is the set of feasible solutions for instance x, m(x, y) is the measure (or fitness)
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1 – Introduction

associated with solution y, and g is the goal function, which can be a minimum or
maximum. Every combinatorial optimization problem has an associated decision
problem, a problem that has a "yes" or "no" answer, asking whether there exists
a feasible solution for a given measure m0. Combinatorial optimization problems
for which the decision problem is in NP are called NP-Optimization problems; this
means that there is no known algorithm that can solve them in polynomial time.

Indeed, these problems typically describe highly stressed systems. For exam-
ple, constrained optimization problems express explicit constraints on the variables
which can be modeled in variously complex ways, from a simple lower/upper bound
to systems of equalities and inequalities. Multi-objective optimization requires find-
ing a tradeoff between several conflicting parameters. As the number of constraints
and variables increases, the solution space also inflates, and the sheer number of
candidate solutions is impracticably large for brute-force methods and other basic
techniques that are subject to combinatorial explosion; more sophisticated algo-
rithms must be devised to explore the solution space in an intelligent and efficient
way.

Exact software solvers have been investigated for several NP optimization prob-
lems, and their development and improvement is a popular subject in academic
research. For example, the Traveling Salesman Problem (TSP) [11] [12] is one
of the most intensely studied among such problems: it involves finding the least-
distance circular tour of a set of cities. While the TSP has obvious applications
in the realm of transportation and interconnection design, it has a worst-case time
complexity of O(2N2), N being the number of cities in the graph. An exact solver,
the Concorde TSP Solver, was developed in the late ’90s based on the branch-and-
cut method. This solver is widely regarded as the fastest exact TSP solver and, in
2006, it accomplished the feat of solving every benchmark in the TSPLIB bench-
mark library, the largest being pla85900, a tour describing the travel time of a laser
drawing interconnections between 85,900 locations on a chip. Other exact solvers,
such as CORAL for the Multidimensional Knapsack Problem [13] and MaxSolver
for the Maximum Boolean Satisfiability Problem [14], have been proposed in lit-
erature, all utilizing efficient techniques such as dynamic programming, ILP and
branch-and-bound.

However, while exact solvers are successful in finding the best solution, resource
utilization and computation times continue to be an issue, as some of the largest
known benchmarks can require years (or centuries) of CPU time to reach the exact
solution. For example, the reported time to solution for pla85900 by Concorde
was 136 years; less dramatically, TSP instances of as few as 1,200 cities can take
more than 1,000 seconds to solve. Additionally, problem instances that appear
similar can require very different and unforeseeable amounts of computation time
to solve: the rl1304 benchmark takes Concorde only 189.20 seconds, while d1291,
an instance of similar size, takes 27393.72 seconds. Another factor that can heavily
influence computation complexity for exact solver is how constrained the problem is.
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1 – Introduction

For the Multidimensional Knapsack Problem of 100 items, the CORAL developers
reported computation times of 10 ∼ 200 seconds for instances with 10 constraints;
when increasing the number of constraints to 30, time to solution runs up to 2,000
seconds.

All the above reasons explain the continued interest in heuristic solvers. For
many practical applications, the exact best solution is not necessary, as long as
an approximate solution of sufficient quality can be found. Good heuristic solvers
guarantee a minimum quality of solution within few per mille of the exact solution;
their computation time is generally deterministic, which is a desirable characteristic
in safety-critical and real-time application where a valid solution is required to be
produced in finite time. Since heuristic algorithms generally make use of stochastic
or "blind" permutation, they are less impacted than exact solvers by the presence
of a high number of constraints. Moreover, in situations where an exact solver is
not already available, the development of a heuristic algorithm can be much faster
and less expensive than that of an exact method.
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Chapter 2

Background

There are a wide variety of approximate solvers for NP-Optimization problems.
The ones presented in this chapter are classified as metaheuristics, that is, they
are higher-level algorithms that implement mechanisms to choose between various
strategies to explore the solution space. As such, the fundamental difference be-
tween them is the implementation of the "artificial intelligence" driving this choice;
the inspiration behind this implementation has often come from observations in
the fields of biology and physics, with algorithm designers trying to reproduce the
innate efficiency of natural phenomena. Metaheuristic methods make extensive use
of stochastic optimization for an effective exploration of the search space, and re-
quire very few assumptions a priori about the problem to be solved, therefore they
are applicable to a wide range of problems with a few adaptations.

2.1 Optimization metaheuristics
In this section, we introduce three well-known metaheuristics. Simulated Annealing
is one of the simplest and most used approximate solvers, and the inspiration for
Quantum Annealing (QA); it has in common with QA the basic update mechanics.
Genetic Algorithms and Particle Swarm Optimization are, like QA, population-
based metaheuristics, but they employ fundamentally different update mechanics
[15].

2.1.1 Simulated Annealing
Simulated Annealing (SA) [16] may be the most popular optimization metaheuris-
tic. In fact, it is based upon the concept of annealing in metallurgy, itself one of
the first optimization methods ever discovered by man: the process of heating, then
slowly cooling down a metal alloy, inducing recrystallization and producing changes
in the material’s ductility and hardness.
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2 – Background

The Simulated Annealing algorithm utilizes this concept of temperature as a
measure of the freedom of movement in the solution space. A high value for the
temperature parameter is set at the beginning of the annealing, allowing for strong
global search.

At each iteration of the algorithm, a new random solution is generated. The
fitness of the new solution, equivalent to the system Hamiltonian, is evaluated;
if the new solution improves on the current one, the current solution is replaced,
as in a local descent algorithm. Since local descent can easily cause the system
to be stuck in local minima, a mechanism is needed to escape local energy wells;
SA accomplishes this by applying at every step the Metropolis-Hastings algorithm.
While lower-energy solutions are always accepted, there is a chance to stochastically
accept a higher-energy solution and thus move to a potentially unexplored part of
the search space, if

ρ ≤ e
−∆H

T (2.1)

where ∆H is the energy difference between solutions, T is the current temperature,
and ρ is a randomly generated number in the range [0,1]. The probability of choos-
ing a worse solution becomes lower and lower as the annealing continues, and at
the end of the process the system ideally converges to a global minimum.

SA is well-tested, efficient and robust, but it can require long computation times
to converge to an acceptable solution for large problem instances. It is widely used
in the VLSI field for the generation of connection paths, placement and other opti-
mization. For example, it has been successfully employed in solving floorplanning
[17] and placement [18] problems, which are classified as NP, obtaining better re-
sults than other types of heuristics such as PSO and Ant Colony. An outstanding
example is the use of SA in placement algorithms within commercial software such
as Quartus II [19] for FPGA design optimization. Research within the field has
led to several improvements to SA, especially in parallelization efforts, which yield
better results and linear speedups with respect to the classic algorithm while trying
to balance the added complexity in synchronizing several solver processes.

There has been interest from several research teams in developing parallel hard-
ware architectures for accelerating SA on FPGAs and GPU. Since SA is an in-
herently sequential algorithm, workarounds are necessary to exploit concurrency;
solutions have been proposed both on CPU [18] [19] and GPU [20] which run in-
dependent SA solvers in separate threads, then choose the best solution reached
among all threads. A similar approach has been attempted on FPGA [21], re-
porting success for relatively small problems (1024-bit, corresponding to a 32-city
TSP problem). FPGA acceleration of Monte Carlo solvers, which apply concepts
compatible with SA, has found great success in physical simulations of the nearest-
neighbor Ising spin glass such as the Janus II computer [22]; however, most NP
problems require higher levels of connectivity.
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2.1 – Optimization metaheuristics

2.1.2 Genetic Algorithms
Genetic Algorithms (GA) [23] are a family of metaheuristics inspired by the in-
heritance and random mutation of genetic characteristics. At first, a population
of chromosomes is generated, each representing a candidate solution. The genetic
simulation utilizes the seselection, crossover and mutation operators. The evolu-
tion of the group of chromosomes is simulated as an iterative process; each step
represents a generation, where the fitness of each solution is evaluated (using the
cost function of the problem) to select the parents of the next generation. This
selection operator can be implemented in different ways [15]; selection methods
generally involve stochastic sampling weighted by solution fitness.

In the crossover step, parts of the parent chromosomes are randomly swapped
to create new solutions. Various crossover implementations [15] define different
size, number and choice of boundary for the swapped sections.

Finally, the mutation operator introduces random changes in the chromosomes
in an effort to avoid getting stuck in local optima.

As generations succeed one another, the overall population tends to evolve to-
wards solutions of higher fitness.

GA is flexible and easy to extend by combining it with other algorithms. How-
ever, it exhibits slow convergence rates, and the quality of result is difficult to
control due to the stochastic nature of crossover and mutation [15].

2.1.3 Particle Swarm Optimization
Particle Swarm Optimization (PSO) [24] is a heuristic based on swarm intelligence.
The system consists of a population of particles; each particle is assigned a position
X in the solution space, corresponding to a candidate solution, and a velocity V
that determines its current and future displacement across the search space. Each
particle possesses information about its Local Best solution and the overall Global
Best solution. At each iteration i, the next position Xi+1 is computed for each
particle:

Xi+1 = Xi + Vi (2.2)
The speed term is also updated at every step:

Vi = cc · r1 · dBLS + cs · r2 · dBGS (2.3)

where r1 and r2 are two random numbers in the range [0,1]; dBLS and dBGS are
the distance of the current solution from the local and global best, respectively;
and cc and cs are two weights determining the attraction of the particle to the best
known solutions.

PSO is popular for its easy and fast implementation and efficient global search;
however its local search is weak with a slow convergence rate and it easily gets
caught in local minima when solving complex problems [15].
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2 – Background

2.2 Quantum Annealing
Quantum Annealing is an emerging metaheuristic technique, originally proposed
in the field of quantum computing [25]. The algorithm is inspired by classical
Simulated Annealing, but instead of applying a thermal gradient to the system,
it applies a slowly diminishing transverse field. Real quantum computing-based
solutions rely on the quantum-mechanical superposition of all possible candidate
states with equal weights; the system is then allowed to evolve by the SchrÃűdinger
equation and explore the state space. As the strength of the transverse field reduces
to zero, the system collapses into the ground state of the classical Ising model
describing the Hamiltonian of the optimization problem. The algorithm performed
by hardware quantum annealers such as those produced by D-Wave Systems is
generally referred to as Adiabatic Quantum Computation, because the system stays
close to the Hamiltonian ground state during evolution with a slow rate of change
in the transverse field.

The quantum annealing process can be simulated in a traditional computer using
stochastic techniques variously referred to as Quantum Monte Carlo, Simulated
Quantum Annealing, Quantum Stochastic Optimization, and so on. This class of
algorithms involves an adaptation of the classical Metropolis-Hastings algorithm
(also used in Simulated Annealing) to step out of local optimum solutions [26].
Despite generating much enthusiasm in the scientific community for being one of
the first practical realizations of quantum computers, hardware quantum annealers
have generated just as much criticism [27]; the results of experimental runs so
far have failed to outperform classical computers in optimization problems. On
the contrary, Simulated Quantum Annealing, while drawing criticism for failing to
accurately model the mechanics of Adiabatic Quantum Computation, is proven to
be competitive as a classical metaheuristic: studies have shown that SQA can be
applied to solve NP-hard problems with faster convergence and better quality of
result than other traditional heuristics.

What sets apart Quantum Annealing from Simulated Annealing is the emula-
tion of the quantum tunneling effect for escaping local minima. The key parameter
Γ, which indicates the strength of the transverse field, represents the quantum tun-
neling width and determines the radius of local search. At first, the neighborhood
comprises the whole search space; during the annealing this radius is gradually
reduced.

SQA simulates quantum superposition by adding one more dimension to the SA
simulation space where a finite number R of copies of the system, called replicas,
exist. Entanglement among states is approximated by adding a correlation factor
Jt between replicas that has a function equivalent to that of temperature in SA; as
the annealing goes on, the correlation between neighbor quantum states increases,
eventually causing all replicas to collapse into a single optimal solution.

Figure 2.2 represents the flow of the Quantum Annealing algorithm. On the left,
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2.2 – Quantum Annealing

Figure 2.1: The Quantum Annealing algorithm

we have a visual representation of replicas as a series of parallel threads exchanging
information with neighbors about their local solution; at the end of annealing, all
replicas shall converge to the same solution. On the right, the flowchart of the
algorithm executed within each replica: highlighted in red are the portions of the
program that can be rewritten to fit different problem types (e.g., to allow only
legal moves within the constraint system). The red dashed line indicates parts that
stay the same, save for the problem Hamiltonian.

Due to the presence of several replicas, the computation cost of this algorithm is
quite higher than that of Simulated Annealing, requiring higher amounts of memory
and much longer execution times. At the same time, because of the population-
based nature of the algorithm, SQA is particularly suitable to parallelization.

It should be noted that QA is not just a Simulated Annealing with R copies
running in parallel. Normally, SA is only able to pass to a neighboring state on the
energy landscape in one step, by thermal transitions. However QA theory [26] says
that, by adding the Jt coupling, the model will be able to tunnel through energy
barriers, avoiding local maxima, and exploring the state space more effectively.
This can explain the faster convergence of Quantum Annealing.

In particular, thermal transition probability between energy states for Simulated
Annealing is proportional to e

−∆
kBT (where ∆ is the height of the energy barrier, kB

is the Boltzmann constant, and T the annealing temperature). This probability is
dominated by the height ∆ of the barrier, which means it is difficult to get out of a
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2 – Background

very deep well of local minimum by means of thermal fluctuations. However, it has
been demonstrated [28] that the quantum tunneling probability through the same
barrier is proportional to e

−
√

∆w
Γ .

The tunneling probability depends not only on the height ∆, but also on the
width w of the energy barrier. This means that QA shows significant advantage on
problems where the energy landscape presents a high amount of perturbation with
many high and thin barriers (w ≪ ∆). Indeed, the search of the ground state for
an Ising spin glass model is one of these problems: since many NP problems can
be formulated through the Ising model [29], we can apply QA to them and expect
favorable results.

Quantum Annealing, however, should not be considered a panacea for all dif-
ficult problems. For example, based on the above analysis, it is evident that QA
displays poor performance when the energy landscape presents wide and low energy
barriers. As such, success of QA in solving a problem depends heavily on the shape
of the energy landscape.

2.3 NP-hard Optimization Problems
In this section are presented two target problems for QA. A natural target for
optimization when considering Quantum Annealing is the Ising spin glass model,
as this is the problem architecture implemented in real quantum annealers. The
Ising model is a powerful tool for NP-Optimization, since mappings from various
NP problems to Ising have been defined; a solver for the fully-connected Ising
model would be a sort of universal solver. As an alternative approach, I also took
into exam a particular NP-Optimization problem, the Multidimensional Knapsack
Problem.

2.3.1 The Ising spin glass model
One of the first proposed applications of QA [25] was the Ising model, a mathemat-
ical model of ferromagnetism used in statistical mechanics. It consists of a system
of up/down spins organized in a graph. Each spin has a given radius of neighbor
spins that it is allowed to interact with. The model is described by the Hamiltonian

Hc = −
∑

<i,j>

Jijsisj (2.4)

where the N spins si can take the values ±1. The interaction between spins si and
sj on lattice sites i and j is described by the exchange coupling Jij. < i, j > means
that i and j are neighbor spins; the radius of neighborhood depends on the chosen
model. When spins are not neighbors their interaction is Jij = 0, therefore such
pairs do not contribute to the Hamiltonian.
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The effectiveness of Simulated Annealing in finding the ground state of the Ising
model has been demonstrated in research [16]. Since then, the Ising model has been
used [26] as a benchmark to measure the performance of SA’s derivative algorithms
such as Quantum Annealing.

Several variations of the Ising spin glass model exist, based on the radius of
neighborhood considered for each spin when computing the Hamiltonian. We have
investigated a few of them, in the interest of evaluating their usefulness in solving
optimization problems and their feasibility of implementation in FPGA.

The 2-dimensional spin glass model

The 2d spin glass has the spins arranged in a planar lattice. It is a nearest-neighbor
(also known as Edwards-Anderson) model, usually considering only 4 neighbors for
each spin (north, south, west, east). Periodic boundary conditions are applied.

The 2d model can be heavily parallelized on FPGA [30]. In fact, due to its high
granularity, the update of each spin can be evaluated independently in each MCS.
The lattice is usually partitioned with a checkerboard scheme to ensure that no
neighboring spins are updated at the same time. For the nearest-neighbor model
with 4 neighbors per spin, only 2 partitions are necessary. This means that a model
of N spins can be realized with N

2 independent processors, attaining a full update
(MCS) in 2 clock cycles. Many FPGA realizations of this architecture exist; the
most important is the Janus II supercomputer [22] for the Monte Carlo simulation
of 2d Ising systems, consisting of a modular array of FPGAs.

The 3-dimensional spin glass model

The 3d spin glass model is identical to the 2d model, but the spins are arranged in a
cubic lattice. It is also a nearest-neighbor model, generally considering 6 neighbors
(north, south, west, east, front, back).

The 3d model can also be heavily parallelized on FPGA with little extra cost
compared to 2d. If we consider the same number of spins, the only overhead is
more complex connectivity due to the increased size of the neighborhood.

The 3d model is more appealing than the 2d model because there is no algo-
rithm that solves it exactly: therefore, a simulated heuristic that can provide an
approximate solution is considered interesting. However, literature [22] [29] sug-
gests that the usefulness of 3d spin glass models is limited to physics simulations,
and there was no evidence that any NP optimization problems could be mapped
to a 3d lattice effectively.

The fully-connected spin glass model

The fully-connected spin glass model is also known as the Sherrington-Kirkpatrick
model. It is an Ising model with long (potentially infinite) range couplings, where

21



2 – Background

any two spins can be aligned with a ferromagnetic or antiferromagnetic interaction.
This model is very interesting because many NP problems (e.g. partitioning,

covering and packing, knapsack, coloring and Hamiltonian cycle problems) can be
mapped [29] to a fully or partially connected graph. However, simulation of the
fully connected graph takes exponentially long computation times and is difficult
to parallelize: since every spin flip decision depends on the status of every other
spin, bonds must be evaluated sequentially to ensure the correctness of the system’s
evolution in time.

An FPGA architecture able to perform simulated annealing of the fully con-
nected spin glass was introduced [21] in 2017. As a workaround to the interdepen-
dency of spin updates, it proposed to parallelize spin update calculation at every
step, then execute only the spin flip that produces the best ∆H. It reported success
for relatively small (1024-spin) problems, but such a solution may be difficult to
scale to larger problems or to accommodate multiple replicas for QA. Additionally,
the fact that only one spin is updated at every step might make computations long
for large problem instances.

Minor embedding

Minor embedding is an alternative technique for performing annealing of fully-
connected models. It consists of mapping the fully-connected model onto a graph
with lower connectivity. This mapping is obtained by mapping every spin to a
chain of spins on the lower-order graph in such a way that chains have complete
connectivity; spins in the same chain are kept coherent by an interaction factor Jk.

The Chimera graph, a minor embedding scheme with fully-connected subgraphs
of order 8, is used on the D-Wave quantum annealer [31]. Therefore embedding
procedures for many problems’ data structures have already been developed.

I have considered the Chimera graph for an FPGA application because the real-
ization would be similar to 2d and 3d models, with slightly larger connectivity and
delay overhead. Unlike the actual fully-connected model, it could be implemented
by single spin flip dynamics. Moreover, this model is quite powerful since many
NP optimization problems can be mapped to it. However, it should be noted that
embedded problems have intrinsic embedding overhead, i.e., the time needed to
encode the correct embedding of the problem, which is typically not trivial.

2.3.2 The Multidimensional Knapsack Problem
The Knapsack (or Rucksack) Problem [32] is a well-known problem in combinato-
rial optimization. Given a set of items, each with an associated weight and value,
the solver is requested to select the items to insert in the knapsack such that (a) a
maximum weight is not exceeded and (b) the total value of the collection is maxi-
mized. It is a classic resource allocation problem that identifies a number of variants
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by imposing or removing a limit on duplicate items, multiple constraints, etc. The
Multidimensional Zero-One Knapsack Problem (MKP) is one such variation, where
only one copy of each item is allowed and multiple weight constraints must be met.

Definition

Given:
• n : number of items to pack,
• Ui : vector of item values (size n),
• Mj : vector of constraints on item weights (size c),
• [pij] : matrix of positive weights (size n × c), where pij represents the cost of

inserting item i with respect to constaint j,
Find an assignment x = (xi)1≤i≤n ∈ {0,1}n such that the total value ∑n

i=1 Uixi is
maximised, while respecting the constraint set: ∑n

i=1 pijxi ≤ Mj, ∀j ∈ [[1, c]].
Real-life applications of the MKP include:

• Task scheduling problems, such as residential task scheduling under dynamic
pricing for smart power grid technologies [33];

• Packing problems such as the placement of virtual machines in a cluster of
physical machines for cloud computing [34];

• The optimization of financial operations such as securitization [35];

• Resource allocation for grid computing [36];

• Project portfolio management to optimize work practices within a business
or enterprise [37].

A realization of a solver for the one-constraint 0-1 Knapsack Problem has been
proposed on FPGA [38], but a hardware implementation for the MKP does not seem
to have been attempted yet. Meanwhile, an exact solver of the single-constraint
KP on GPU [39] reported a speedup of 26× over CPU for large instances.
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Chapter 3

Materials and methods

3.1 Software implementations

3.1.1 Quantum Annealing of the Ising spin glass model

Heuristic simulation of the Ising model can be performed by the Monte Carlo
method, which relies on a combination of deterministic computation and random
sampling. The Monte Carlo simulation of the Ising spin glass consists of iterating
over every spin and performing an update, i.e., deciding whether or not to flip each
spin based on the status of its neighbors and the strength of its interaction with
them. A Monte Carlo step (MCS) is concluded when all the spins in the systems
have been updated.

The basis of QA implementations for the Ising model is the approach described
in [26]. The cost function for the problem is derived from the quantum Hamiltonian
via path-integral representation. To perform QA of Ising spin glasses, an additional
term is added to the Hamiltonian by applying a transverse magnetic field Γ:

Hq = −
N∑

i<j

Jijσiσj − Γ(t)
N∑
i

σi (3.1)

Γ starts out at a high value and is gradually reduced to zero during the anneal-
ing.

In computer-simulated QA, the quantum effect is simulated by mapping the
partition function of the quantum Ising model to that of a classical Ising model in
one higher dimension, called imaginary time dimension or Trotter dimension (as
the Suzuki-Trotter expansion is used to perform this mapping). This means that
the system is simulated simultaneously in R different iterations or replicas, which
start out completely independent but have a correlation factor Jt that grows in
time, forcing them to converge to a single solution at the end of annealing.
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Jt is calculated each MCS as a function of Γ:

Jt = −1
2 log(tanh(Γ)) (3.2)

Note that equation 3.2 is the function I have settled on for my implementation,
but there are several variations in the definition of Jt across QA literature.

The 2-d and 3-d models

Both the 2-d and 3-d model include periodic boundary conditions along the imag-
inary time direction. The parameters of the problem are expressed by the matrix
[Jr] of random couplings between neighboring spin sites. The spin lattice is rep-
resented by a 3-d (for the 2-d model) or 4-d (for the 3-d model) array of integer
values, randomly initialized to +1 or -1, identifying the direction of the spin. Dur-
ing one Monte Carlo step, the algorithm iterates over every spin in the system
and attempts to perform a spin flip: the difference in energy for the potential spin
flip is computed, and if the flip is advantageous, it is performed. Otherwise, the
Metropolis-Hastings algorithm is performed to allow random acceptance of worse
solutions.

An additional improvement to the algorithm is brought by adding global updates
that flip a whole l-directed chain of spins occupying the same position, if it improves
the solution.

Listing 3.1: Pseudocode for QA of the Ising spin glass
for (s = 0; s < τ; s++) {

Update Γ with linear schedule: Γ = Γ0 · (1 − (s − 1
τ ));

Update Jt: Jt = −1
2 log(tanh(Γ));

for (every spin i in the lattice) {
for (every replica l) {

∆Hpot = 2 · (
∑

j∈neighbors(i) J i,j
r · sl

j) · sl
i;

∆Hkin = 2 · Jt · (sl−1
i + sl+1

i ) · sl
i;

∆H = ∆Hpot + ∆Hkin;
rand = generateRandomNumber();
if (∆Hpot < 0 || ∆H < 0 || rand < e−∆H) {

flip spin: sl
i = −sl

i;
}

}
δHchain =

∑R
l=1 ∆H i,l

pot;
if (∆Hchain < 0) {

flip all spins in the chain;
}

}
}
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Figure 3.1: Time evolution of 5 QA replicas solving a 2-dimensional
32 × 32 Ising spin system
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The fully-connected model

In the fully-connected model the spins are not organized in a lattice; random cou-
plings are realized between every pair of spins, so there is no concept of neigh-
borhood of a spin. However, QA replicas are still organized in a nearest-neighbor
topology with periodic boundary conditions. The algorithm remains the same as
detailed in figure 3.1, the only difference being in the calculation of ∆Hpot:

∆Hpot,SK = 2 · (
N∑

j /=i

J i,j
r · sl

j) · sl
i (3.3)

Since the sum now runs over N − 1 spins, computations are considerably slower
than in the lattice graph.

The Chimera graph

Minor embedding with the Chimera graph can be implemented with the iterative
embedding [31] procedure. Each of the spins (logical bits, or LB) in the original
graph is mapped to 8 qubits in the Chimera graph following the modular triangle
scheme shown in figure 3.2. The 8 qubits representing the same LB are tied by a
nearest-neighbor ferromagnetic coupling JF with negative weight, which serves as
a sort of penalty function keeping the qubits in the chain coherent. The remaining
connections are used to model the original connections between LBs.

The energy difference equation becomes

∆Hpot,i = 2 · (
∑

d∈Chimera−nb

Jr · sd +
∑

p∈LB−nb

JF · sp) · si (3.4)

where Chimera − nb identifies the fully-connected neighbors in the same Chimera
graph, and LB − nb the neighbors in the LB chain, of spin si. The rest of the
algorithm remains identical to the one described in listing 3.1.

3.1.2 Quantum Annealing of the Multidimensional Knap-
sack Problem

The representation for the Multidimensional Knapsack Problem is not dissimilar to
the Ising spin model. Every replica works on a different knapsack and the knapsack
is represented by an N -spin integer vector, where N is the number of items; the
spin representing each item is +1 if the item is in the bag, -1 if not. It has been
demonstrated [32] that it is possible to use the simplified path-integral Hamilto-
nian by only allowing moves that take our system to another valid configuration,
i.e., only inserting and swapping items that do not violate any of the multidimen-
sional constraints. This is achieved by starting with an empty knapsack (all spins
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Figure 3.2: Iterative embedding schema for the Chimera graph [31]

= -1), adding random items until constraints are exceeded; then, all subsequent
trials require swapping an item in the bag for a random one outside, provided that
constraints are still met. The classical portion of the Hamiltonian is modified as:

Hpot,MKP =
n∑

i=1
Uixi (3.5)

that is, the total value of the items added to the knapsack.
I applied two modifications to the existing algorithm:

1. The proposed mutation is to try to exchange an item a outside the bag with
an item b inside the bag; if the exchange is not possible, “step back” by
removing item b from the bag. Instead of doing this unconditionally, I run a
new Metropolis-Hastings random trial to determine if b should be removed.
This modification improves the convergence time of the algorithm and the
quality of the result.

2. The value of Jt plays a paramount role in the annealing. However, no pre-
scription for it is given in [32]. I made a few trials to find a proper value for Jt.
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The main problem is that the available benchmark problems present a very
broad range (10 − 1000) of possible values for the item prices, and therefore a
broad range of possible values for the potential energy ∆Hpot. Since stepping
out of the local optimum depends on the value of ∆H = ∆Hpot + ∆Hkin, it
is evident that ∆Hkin must be roughly of the same order of magnitude as
∆Hpot for the Metropolis dynamics to work. ∆Hkin is directly proportional
to Jt, therefore we want Jt to be of the same order of magnitude as the range
of item prices.
One possible way to change the value of Jt is to change the value of Γ0.
However, modifying Γ0 also influences the rate of growth of Jt. I identified the
ideal rate of growth as that corresponding to Γ0 = 3.0, as lower values cause
the Jt interaction to spike to high values too early in the annealing (preventing
the system from exploring the state space for most of the annealing), while
high values make the growth of Jt too slow (greatly reducing the quantum
tunneling effect).

A possible optimization for the MKP-QA solver is the Restrictive Quantum An-
nealing (RQA) paradigm proposed in [32]. RQA consists in disallowing the removal
of elements that appear in a certain percentage of replicas (called the blocking
frequency); it works on the assumption that if an edge appears in many partial
solutions it is highly likely that it will be part of the final solution. In practice,
the optimal blocking frequency varies depending on the benchmark problem, and
it would be up to the user to run the algorithm with varying frequency values and
find out the best value. However, as a rule of thumb, a frequency of 90% has been
observed to be effective on a wide range of problems.

3.1.3 Other implementations
Simulated Annealing

Adaptations of the Ising model and MKP into Simulated Annealing are straightfor-
ward; they employ as cost function the classical part (∆Hpot) of the Hamiltonian
described in the QA implementations. The random moves are also performed in the
exact same way. The threshold function for the Metropolis-Hastings algorithm is
slightly different (e∆H

T ); temperature T is decreased with the same linear scheduled
employed for Γ in QA.

Hybrid PSO-Genetic Optimization of the MKP

A novel and effective method for solving the MKP has been proposed in Hybrid
PSO-Genetic Optimization (HPSOGO) [40]. This algorithm is a modification of
the PSO with an extra step at every iteration where an ulterior optimization is
performed on every particle using genetic operators. Once per iteration, two genetic
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mutations are performed: a random number of positions of the item vector are
copied first from the local, then from the global best solution. HPSOGO has
reported great results on the SAC-94 benchmark, but it had not yet been tested
on the entire Chu-Beasley set.

An important difference between HPSOGO and QA is that, while QA can only
produce valid solutions, HPSOGO has an update strategy that also temporarily
accepts solutions that violate constraints in order to explore the state space more
aggressively. In practice this means that HPSOGO can often fail to find a valid
solution at all. In fact, while results reported in literature showed that HPSOGO
was able to find a ground state for many instances, its success rate was often lower
than 100%.

In the interest of making a fair comparison between QA and HPSOGO, I chose
a severe penalty function, giving solutions that violate constraints a negative total
value. This ensures a 100% success rate while sacrificing some freedom of movement
in the solution space.

3.2 FPGA architecture
This section illustrates the application chosen for development on FPGA: a paral-
lelized Multidimensional Knapsack Problem solver with Restricted Quantum An-
nealing. The circuit takes as input the set of data representing the item profits,
knapsack capacities and constraints, and it produces the solution as a vector of bits
representing the items in the knapsack, together with its profit. I described this
circuit behaviorally in SystemC and performed high-level synthesis with the NEC
CyberWorkBench HLS compiler (CWB) [41], exporting the components to an RTL
format.

The following nomenclature describes the MKP instances:

• Profit: the price of an item, equivalent to the potential energy contribution
from the item. The goal of QA is to maximize the total profit of a knapsack.

• Weight: the cost of an item. In MKP an item can have multiple weights
describing as many constraints.

• Capacities: the maximum sum of weights for each constraint allowed in the
knapsack.

• Item vector: a binary vector of N bits describing the contents of the knapsack.
The ith bit is set if item i is in the knapsack.

The architecture (shown in Fig. 3.3) is composed of an array of R processors,
each representing a Trotter replica for Quantum Annealing. Each replica shares its
current item vector with its neighbors.
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Figure 3.3: Block diagram of the FPGA architecture

There is also a RQA engine that receives the item vectors from the processors
and calculates the frequency of each item across all solutions. It outputs a binary
vector describing the locked items that replicas are no longer allowed to change.

Finally, there is a Controller module that ensures synchronization of the replicas
during one Monte Carlo step (MCS). It fetches Jt values for the next Monte Carlo
steps from an on-chip RAM, then enables the replicas to allow calculation of the
next step and sends them the appropriate Jt value. It also receives the current
total profit from each replica and detects when a new optimum has been found.
The controller implements a Memory Mapped interface to the Avalon bus [42] for
connection to the external RAM, as shown in Fig. 3.4.

In the following we will examine each module in detail.

Figure 3.4: Block diagram of the interconnection between the
solver module, the Avalon-MM bus, and the on-chip RAM
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3.2.1 MKP Processor
The basic structure of the MKP processor is the same for all replicas. The core
of this processor is a Finite State Machine that executes the operations for one
Monte Carlo step of Quantum Annealing. Every MKP processor stores a copy of
the problem data in local registers.

Figure 3.5: The MKP processor

The processor is a Finite State Machine of 23 states for the largest problem
(30x500); because of a few branches in the algorithm, the average latency due to
pipelining is lower than 23 cycles. However, since each random number generation
attempt using the LFSR introduces an extra cycle of latency, the latency of this
module in any given Monte Carlo step is not deterministic.

In fact, a key problem of implementing a stochastic algorithm on FPGA is
the quality of the random number generation. I used a simple 32-bit LFSR, which
provides good pseudorandom performance. From this LFSR up to 9 bits are selected
as an item identifier (itemRNG) and 16 bits for the Metropolis random number
(metroRNG). When the MKP solver needs a random number, it enables the LFSR
and waits for the next clock cycle. Since the LFSR is a synchronous circuit, it
necessarily introduces latency.

Most of the necessary instructions in the process datapath are adders, subtrac-
tors, and comparators. However, when we enter a Metropolis attempt to swap item
A with item B, the calculation of the quantum portion of the Hamiltonian:

∆Hkin = Jt · ((sl−1
A + sl+1

A ) · 2sl
A + (sl−1

B + sl+1
B ) · 2sl

B) (3.6)

would introduce at least one 16-bit multiplier. The result of the right hand side
parenthesis only has a few discrete possible values: −8, −4, 0, +4, +8. Then, the
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∆Hkin calculation can be accomplished by using exclusively LUTs and shifters, as
shown in Fig. 3.6. This saves a considerable amount of area and reduces the critical
path.

Figure 3.6: Block diagram of the Jt multiplication stage

The calculation of the exponential e−∆H for the Metropolis trial is also pro-
hibitively expensive in FPGA, so I implemented it with a LUT indexed by ∆Hkin.
I experimentally determined that a high precision is not necessary for this operation
and the exponential LUT only needs 24 entries of 16 bits.

When it is necessary to evaluate ∆Hkin, each replica needs to have a stable copy
of the item vectors from its neighbors, and these vectors should be from the same
annealing step that the replica is currently in. FPGA implementations of the Ising
model solve this problem by partitioning the spins into two groups and sharing
each spin unit between two neighboring spins that are processed in separate clock
cycles.

From simulation statistics I determined that calculation of ∆Hkin is not per-
formed in 98-99% of annealing steps within a simulation. Then, the replicas can
indeed work in parallel most of the time. In the final implementation all the replicas
are enabled at once; because of the low granularity of moves in the MKP solver,
a replica can use a neighbor’s result from the previous MCS, accepting a possible
error of at most 2 bits. Simulations confirm that the quality of result is equivalent
to the one with the partitioned replicas. By allowing all replicas to process at the
same time, overall latency is improved by about 50%.

3.2.2 Controller
The Controller module fulfills multiple functions. Its main role is to keep replicas
synchronized over the same Monte Carlo step, by issuing the outEnable signal to
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all processors and releasing it once it receives the doneEO signal from all replicas
for that step. It also handles the transfer from memory of the 16-bit values for
Jt. A typical QA run can take a few million simulation steps in order to reach a
good quality solution. Since the calculation of Jt involves complex trigonometric
functions, and the same values can be reused in every simulation run, it is more
reasonable to precompute all values for Jt and store them in a fast on-chip memory
outside the solver module.

Figure 3.7: Block diagram of the Controller module

The memory is a RAM connected to the Avalon bus with a Memory Mapped
Slave interface [42]. The corresponding Master interface is implemented within two
JtBuffer modules inside the Controller. When the solver is reset, the Controller
enables the first buffer, which issues a burst read request on the Avalon bus. After
receiving the first 50 values, the buffer is full, and it raises the full signal; the Con-
troller then disables it and enables the second buffer who independently begins to
fetch the following 50 values. At the same time, the Controller raises the readNext
signal to request the first Jt value from the first buffer; as soon as it is available the
Controller forwards it to the replicas and enables the first annealing step. When all
the replicas are done updating, the controller disables them and requests the next
Jt value from the buffer. Then the replicas are enabled and a new MCS begins.
When all Jt values in a buffer have been consumed, it deasserts the full signal;
the Controller then enables the update for that buffer and switches to reading from
the other one, as long as it is full. Since the burst transfer takes less time than
the execution of 50 simulation steps, there is generally no stall in switching from a
buffer to the other.

The Controller also receives the fitness of each replica’s current solution and
determines when a new optimum has been found, outputting a new bestValue.
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Once all simulation steps have been executed, the Controller raises the QA_done
output signal and stops the annealing.

3.2.3 RQA Engine
The Restricted Quantum Annealing (RQA) engine’s role is to keep track of the
frequency of appearance of each item across solutions. I accomplished this by
means of a SWAR algorithm for popcount (or Hamming weight counter), which is
essentially a series of log(R) + 1 sum, right shift and bit masking steps.

For each item i, the input to the popcount is built out of a vertical slice of all
the replicas’ item vectors, taking from each only the ith bit (as highlighted in red
in Fig. 3.8). The result of the popcount is stored in a frequency vector at position
i. If the frequency is greater than the RQA blocking frequency, the ith bit of the
output signal lockedItems is set.

Figure 3.8: Block diagram of the RQA engine

Using popcount lets us avoid computing long sums with the 500-position item
vectors of the hardest benchmark. Every vertical slice built is R bits long, which
is generally much shorter than the item vectors.

Additionally, it is possible to explore the design space for this component by
performing loop unrolling to control the quantity of items processed at the same
time and the pipeline depth of the frequency counter. I found that the smallest-
area, smallest-delay, longest-latency implementation is the most efficient: one item
is processed at a time, and CWB’s automatic scheduling reduces the delay as much
as possible, resulting in a (log(R) + 1)-cycle latency.

Although the replicas don’t have access to the most updated version of the
lockedItems vector at all times, RTL simulation results show that this minimized
implementation has no adverse effects on the speed of convergence of RQA or the
quality of result. Then, RQA can be added to the system with negligible impact
on area and maximum frequency.
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Results and discussion

4.1 Software testing results

4.1.1 Ising spin glass model
At first, I performed a feasibility study for the Ising spin glass model. I began by
trying to reproduce literature results about the 2d lattice, then moved on to in-
creasing connectivity modes. The final goal was to test whether the fully-connected
Ising model could be implemented with Quantum Annealing using a parallel hard-
ware architecture based on minor embedding, similar to the D-Wave machine’s
implementation.

The 2-d spin glass model

We performed a comparison of the performance of QA and SA on the 2d spin
glass model. QA is run with R = 50 replicas, the transverse field strength is set
to an initial Γ0 = 3.0 and decreased to 0 with a linear schedule. The algorithm
performs both local and global moves in the way described in section 3.1.1. SA
is performed with an initial temperature of T = 3.0, also decreased to 0 with a
linear schedule. Both algorithms were implemented in C++. The benchmark for
the test is a 32 × 32 spin lattice with randomly generated couplings [Jr] which are
real numbers uniformly distributed between -2 and +2. We performed simulation
of this model for different values of the annealing time τ , up to 3 million steps.

The results of this simple test confirm those found in literature. Figure 4.1
shows the final energy per spin of solutions reported by QA and SA, depending on
the number of simulation steps; the lower the energy value, the closer the solution
is to the exact solution (ground state of the system). Each data point is aver-
aged over the results of 10 trials. The dashed line QA-eq shows the results of QA
adjusted for equivalent computation effort to SA, that is, the corresponding data
point was actually computed in τ

R
simulations steps, to take into account the added
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Figure 4.1: Performance comparison of SA and QA on the 2d Ising
model

computation load due to the multiple replicas. Even when considering equivalent
computation effort, QA’s performance surpasses SA’s at a crossing point around
τ = 100,000. When taking into account the parallelization of replicas (continuous
red line), QA is able to converge to a better solutions in a lower number of Monte
Carlo steps than SA. We can conclude that the 2-d spin glass model is one where
the application of QA is beneficial.

For the sake of hardware acceleration, existing FPGA realizations of 2d spin
glasses could be easily extended to the QA model, at the cost of larger area and
more complex connectivity. New models of FPGA with large logic availability
would allow this.

I decided not to pursue hardware acceleration of the 2d spin glass model for
two reasons. Unlike higher order models, there already exist numerical methods
that solve the 2d spin glass problem exactly. This makes QA of the 2d spin glass
model unappealing as a simulation of a physical system. Moreover, I didn’t find
any evidence that any NP optimization problem can be mapped to 2d efficiently,
which means it would not be useful as a general-purpose heuristic solver.

The 3-d spin glass model

We ran another simple test to verify the performance of QA on the 3d model. The
algoithm parameters used are the same as those listed above for the 2d model. The
benchmark for the test is a 10 × 10 × 10 lattice with [Jr] uniformly distributed
between -2 and +2. Because of the added complexity of the graph, execution times
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are much longer than for the 2d model, so I was able to perform simulation for a
limited number of steps (up to τ = 30,000). The results of this partial test are
reported in figure 4.2.
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Figure 4.2: Performance comparison of SA and QA on the 3d Ising
model

QA still delivers a better performance than SA in terms of number of MCS,
but QA showed worse scaling on this model, and its advantage over Simulated
Annealing is not as strong as for the 2d model.

Minor embedding of the fully connected model

The fully connected model does not allow parallel spin updates and therefore did
not seem like a good candidate for parallelization. To work around this problem I
decided to test the minor embedding technique with the Chimera graph. In order
to test the effectiveness of the mapping, first I prepared a simple problem on a
fully connected graph. The problem has N = 80 spins and Jr couplings uniformly
distributed between -2 and +2. I verified that both QA and SA are able to find
the ground state of this problem in few thousand steps on the fully connected Ising
model. I then proceeded to map the fully connected graph to a 20 × 20 triangular
matrix of Chimera subgraphs by the iterative mapping method. The parameters for
SA and QA are the same as described above, with the addition of the ferromagnetic
coupling JF =

√
N among qubits belonging to the same Logical Bit group.

As it is evident from figure 4.3, the results of this test were fairly discouraging.
Running SA on the embedded fully-connected Ising model takes a higher number
of simulation steps than on the non-embedded version, but it eventually converges
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Figure 4.3: Performance comparison of SA and QA on the fully
connected Ising model with Chimera

to a solution within few percent of the ground state, confirming the effectiveness of
the Chimera mapping.

However, SQA cannot be applied to the embedded fully-connected Ising model
in a straightforward way. The ferromagnetic couplings JF among qubits represent-
ing the same spin compete with the coupling Jt among imaginary-time replicas,
increasing the frustration of the system. In essence, the single spin dynamics are
frozen and the freedom of exploration in the solution space is very low. Attempts
to reduce the value of JF result in a more disordered system that often returns
invalid solutions where spins in a single qubit are not fully aligned.

Venturelli et al. [31] suggested it’s possible to overcome the freezing by using
cluster updates; however, adding a complex cluster-building algorithm would defeat
the purpose of trying to simplify the architecture by minor embedding. In addition,
parallelization of clustered version would be even more difficult. As such, the
realization of a general-purpose QA solver based on fully-connected Ising with spin-
flip dynamics is not possible without significant modifications to the algorithm.

4.1.2 Multidimensional Knapsack Problem
Given the limitations found in the Ising model, I decided to explore a different
implementation with the definition of a problem-specific algorithm, where Quantum
Monte Carlo dynamics can be applied without the rigid spin glass structure. I
wrote three software solvers for the Multidimensional Knapsack Problem (MKP) in
C++ for Simulated Annealing, Quantum Annealing, and the Hybrid PSO-Genetic
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Optimization algorithm (HPSOGO); the QA solver is designed to optionally apply
Restricted Quantum Annealing to improve the results. The implementation of the
three algorithms is explained in detail in section 3.1.2.

Testing architecture

I ran an exhaustive test for all three algorithms on two well-known benchmarks for
the MKP, the SAC-94 [43] and the ORLib [49] problem sets. Simulated Annealing
ran for τ = 1,000,000 steps with initial temperature T0 = 3,000 and a linear an-
nealing schedule. Quantum Annealing results are reported here for τ = 1,000,000.
The number of replicas is set to R = 32 and the initial transverse field parameter
is Γ0 = 3.0 with a linear annealing schedule. HPSOGO instantiates 15 replicas
and runs for 10,000 iterations; empirical tests showed that, on the average, these
parameters gave similar computation times to QA of a million steps. The social
and cognitive mutation weights are set to cc = cs = 2.05. I also tuned the velocity
calculation by multiplying the result of equation 2.3 by a factor χ = 0.729.

Tests were repeated 20 times per benchmark and the average quality of solution
is reported in detail in appendix A, together with the elapsed CPU time. The
parameters evaluated in the test are:

• Success Rate (SR): because HPSOGO has a chance of returning invalid
solution, it is necessary to evaluate this parameter. The SR is calculated as
the ratio of valid solutions returned over the total number of algorithm runs
and is expressed as a fraction. Because of the modifications I applied to the
HPSOGO penalty function, SR for all the algorithm runs in the test is 1.

• Mean Absolute Percent Error (MAPE): a percent measure of the mean
distance of solutions from the optimum. Given the known optimal solution
for the instance Sopt and solution Si returned by the algorithm at iteration i,
the MAPE over K iterations is:∑K

i=1(Sopt − Si)
K

· 1
Sopt

(4.1)

• Least Error (LE): the error of the best solution returned by the algorithm.

• Standard Deviation (SD): the SD of solutions returned by the algorithm.
It is a measure of the reliability of the algorithm in always producing the
same quality of result.

• CPU time: the computation time of the program in seconds, evaluated
using the clock() function from ISO C to measure the number of cycles
and divide the result by the system-dependent macro CLOCKS_PER_SEC. All
our implementations are single-threaded and they ran on an Intel i7 CPU at
2.67 GHz.
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Test results (SAC-94)

SAC-94 is a library of benchmarks compiled from several sources in the literature.
It is a small set of 40 instances, but it contains a variety of parameters and most
of the instances are based on real-world problems. The average quality of solution
is reported in the graph, grouped by benchmark family and number of constraints:
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Figure 4.4: Performance comparison of SA, QA and HPSOGO on
the SAC-94 library

I have isolated the results for benchmarks weing7 and weing8 as the results
showed great disparity to the rest of the library. As we can see from the bar graph
in 4.4, Simulated Annealing had the most success in finding good quality solutions
across the library.

The Weingartner benchmarks 1 through 6 proved to be especially difficult for
Quantum Annealing. It is difficult to determine an exact reason for this because the
original paper [44] does not give details about how these benchmarks were generated
other than the fact that they are based on real-life capital budgeting problems.
Looking at the problem instances I conjectured that the poor performance of QA
may be due to the fact that these problems, unlike the others in the library, assign
a very wide range of values to the item profits (100 ∼ 30,000); this might make
QA reluctant to get rid of high-profit items that are not actually present in the
optimal solution. If this is the case, it will suffice to tune the QA parameters to
this particular instance to obtain better results.

While HPSOGO gave better results for Weingartner 1 through 6, QA out-
performed it on weing7 and weing8, and did even better than SA on weing8.
These two instances have a very high number of constraints, 105, in contrast to
weing[1-6] which have only 28 constraints. This confirms the fact that QA does
better in cases where the problem is highly constrained.

42



4.1 – Software testing results

QA also did better than SA on the sento benchmarks, and matched its perfor-
mance on the weish benchmarks.
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Figure 4.5: Standard Deviation for SA, QA and HPSOGO results
on the SAC-94 library

Chart 4.5 shows the standard deviation for the three algorithms. Once again,
SA had the lowest deviation overall, and the Weingartner family of instances proved
the most difficult, with weing8 causing even SA to produce wildly different results.

It is interesting to note that the standard deviation for QA remained the same
throughout the Weingartner benchmark without being impacted by the number of
constraints.
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Figure 4.6: Computation times for SA, QA and HPSOGO results
on the SAC-94 library

As for the computation times, as expected, SA is the fastest, and QA takes
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much longer than other methods due to the added complexity of the Trotter repli-
cas (however, appendix A include the results for QA of 100,000 steps, which show
that QA can converge to a solution faster for a few of these benchmarks). It is worth
noting that HPSOGO takes a particularly long time on the sento instances. This
may be because these problems have a larger size (30 items, 60 constraints), which
complicates the calculation of the penalty function within this algorithm. In gen-
eral, the HPSOGO computation time scales badly with the number of constraints,
while SA and QA are not significantly affected by it.

Test results (ORLib)

The ORLib benchmark was formulated in [45] for solution via Genetic Algorithm. It
is a set of 270 MKP instances with different sizes. The problems in this benchmark
are characterized by their tightness, a measure of capacity of the knapsack; instances
with a tightness of 0.75 are less tight (constraints are more relaxed, more items can
be inserted) and ones with a tightness of 0.25 are tighter. Since this benchmark
contains such a large number of instances, the results are reported here aggregated
by problem dimension.
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Figure 4.7: Performance of SA, QA and HPSOGO on the ORLib
library
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The best performing version of QA on this benchmark is Restricted Quantum
Annealing with a blocking frequency of 100%. The results in chart 4.7 show a
definite dominance of QA over the other two methods when it comes to solution
quality. All three algorithms are slightly affected by changes in the number of
constraints, while the number of items affects quality of results more significantly,
especially for HPSOGO.
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Figure 4.8: Standard deviation for SA, QA and HPSOGO results
on the ORLib library

Chart 4.8 shows the standard deviation. QA results also report the lowest
standard deviation among solutions. Interestingly, while all three algorithms have
worse SD when the number of items grows, only QA seems to be significantly
influenced by the knapsack tightness.

Finally, timing results are reported in chart 4.9. SA remains the fastest algo-
rithm with an average computation time of few seconds. QA’s CPU-time lengthens
as the number of items grows, but remains constant with the number of constraints.
HPSOGO’s running time depends both on the number of items and on the number
of constraints; the average elapsed time for 30 constraints is on par with QA.

Overall, I found a marked difference of performance results among benchmark
tests depending on the size of the problem instance and the instance parameters. On
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Figure 4.9: Computation time for SA, QA and HPSOGO results
on the ORLib library

smaller instances, such as those included in the SAC-94 benchmark, SA outperforms
the other algorithms both in speed of execution and in quality of result.

However, even among small instances there exist some problems, such as those
in the Weingartner family, that give surprising results; QA finds extraordinary dif-
ficulty in solving some of these while it outperforms the other algorithms in others;
this can probably be attributed by the instances having non-uniformly distributed
parameters such that some strategies are more effective than others in exploring
their solution space.

My version of HPSOGO showed worse results on SAC-94 than those reported in
[40], probably due to the adjusted penalty function. However, it still outperforms
QA on the smaller Weingartner problems. I also believe that the timing measure-
ment is still indicative of the computation effort required for the algorithm.

As for the much larger instances in the ORLib benchmark, Restricted Quantum
Annealing reported much better results, with an overall greater quality of result and
reliability, especially for the bigger problem instances, at the cost of longer compu-
tation times. Therefore, it seems well worth it to pursue hardware acceleration of
the MKP-RQA solver in order to tackle these difficult instances.
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4.2 FPGA synthesis results
I wrote the description of the hardware implementation of the MKP-RQA solver
(described in section 3.2) behaviorally in SystemC and performed high-level syn-
thesis with the NEC CyberWorkBench HLS compiler [41] (CWB), then I exported
the resulting Verilog files and executed logic synthesis with Altera Quartus Prime
after adding to the design an Avalon-MM bus and a fast on-chip RAM for storing
the Jt entries. The target is an Altera Stratix V [46] FPGA board.

4.2.1 Logic synthesis results
In table 4.1 are reported the logic synthesis results for RQA-MKP solver alone. Pa-
rameters are R = 16, τ = 1,000,000, 500 items and 30 constraints; The OR30x500
family of benchmarks is the biggest one available in literature and the one I con-
sidered for final implementation.

Pre-placement area
Device Family Stratix V
Logic utilization (in ALMs) N/A
Total registers 143108
Total pins 2
Total virtual pins 168
Total block memory bits 2,457,600

Post-placement area
Family Stratix V
Device 5SGXEA7N2F45C2
Logic utilization (in ALMs) 147,236 / 234,720 ( 63 % )
Total registers 157782
Total pins 2 / 1,064 ( < 1 % )
Total virtual pins 168
Total block memory bits 2,457,600 / 52,428,800 ( 5 % )
Total RAM Blocks 128 / 2,560 ( 5 % )

Critical path
Worst case maximum frequency fmax 164 MHz

Power consumption
Total Thermal Power Dissipation 7133.23 mW
Core Dynamic Thermal Power Dissipation 5875.28 mW
Core Static Thermal Power Dissipation 1235.37 mW
I/O Thermal Power Dissipation 22.58 mW

Table 4.1: Results of logic synthesis for the MKP-RQA module
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After a first synthesis of the RQA-MKP module, I connected the design to the
Avalon-Memory Mapped bus (as shown in Fig. 3.4) and added the fast on-chip
RAM of 1,000,000 16-bit entries that contains the Jt values. The result of logic
synthesis for the whole architecture are reported in table 4.2. Logic synthesis was
performed in Aggressive Performance Optimization Mode, which means that area
and power savings were sacrificed to meet timing constraints. Register duplication
was turned on for physical synthesis and routing to further improve the timing
performance.

The addition of the bus and external memory increases the power consumption,
but the final implementation also improves on the critical path with a higher worst-
case fmax. The high usage of block memory bits is due to the fact that every
processor stores a local copy of the item weights (30 × 500 = 15,000 entries of 18
bits for 16 replicas): this is to improve reading times and avoid access conflicts,
since every processor in the module should be allowed fast random access to any
row of values at any time to check for constraint violations at the item insertion
step.

4.2.2 Result analysis
Area

Since the problem size and parameters are hard-coded into the implementation,
I performed synthesis multiple times for a variety of problem sizes and number
of replicas. Figure 4.10 shows the estimated area for realizations of a OR5x100
benchmark solver. The total area of logic utilization grows linearly with the number
of replicas R; this is to be expected since every replica added corresponds to a new
processor core in the architecture.
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Figure 4.10: Area estimation as a function of R

Examining the growth of area when varying the number of constraints and items
(figure 4.11) shows that area also grows linearly with the problem size. The reason
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Pre-placement area
Device Family Stratix V
Logic utilization (in ALMs) N/A
Total registers 143262
Total pins 86
Total virtual pins 0
Total block memory bits 18,457,600

Post-placement area
Family Stratix V
Device 5SGXEA7N2F45C2
Logic utilization (in ALMs) 148,145 / 234,720 ( 63 % )
Total registers 160936
Total pins 86 / 1,064 ( < 8 % )
Total virtual pins 0
Total block memory bits 18,457,600 / 52,428,800 ( 35 % )
Total RAM Blocks 1,105 / 2,560 ( 43 % )

Critical path
Worst case maximum frequency fmax 178 MHz

Power consumption
Total Thermal Power Dissipation 8559.14 mW
Core Dynamic Thermal Power Dissipation 7110.49 mW
Core Static Thermal Power Dissipation 1381.29 mW
I/O Thermal Power Dissipation 67.36 mW

Table 4.2: Results of logic synthesis for the entire architecture

the area decreases only for the largest instance (C = 30, N = 500) is because
beyond a certain size threshold the CWB synthesis engine automatically maps the
memory containing the item weights to block memory instead of LUT-RAM. The
implementation of the weights memory is defined by a high-level macro provided by
the CWB software; due to time restrictions, I was not able to re-perform synthesis
by forcing the synthesis engine to utilize block memory for the smaller instances, but
it can be achieved by changing the aforementioned threshold in CWB’s synthesis
settings. This reduces logic utilization while introducing some overhead in the
RAM access time.

Critical path

I compared the maximum frequency estimated by Quartus Prime over a wide range
of synthesis results corresponding to various combinations of number of replicas,
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Figure 4.11: Area estimation as a function of C and N

number of items, and number of constraints.
From Fig. 4.12, it is evident that the worst-case maximum frequency is de-

creasing as the area grows. There are at least two main reasons for this: first,
combinational paths become longer and slower as the width of parameters grows,
especially of the item vector. Second, interconnections also become longer and more
complex, causing increased delays. In practice, increasing the number of replicas
or the size of the problem makes the system slower.
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Figure 4.12: Maximum frequency obtained by Quartus synthesis
for varying hardware size.
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Latency

I created a bit-compatible integer model in software to estimate performance of
an FPGA version ahead of implementation and verified that its behavior matches
the floating-point version exactly. Then, it is fair to compare the behavior of the
FPGA implementation (in RTL simulation) with the floating-point software version
of the algorithm. Fig. 4.13 shows the results of the three versions for the benchmark
OR30x500-0.25, R = 16. The behavior is completely coherent in the two versions,
displaying similar convergence across a wide range of τ ; quality of result is not lost
in the transition from floating point (fp) to fixed point data representation.

103 104 105
0

0.5

1

1.5

2

·104

Monte Carlo steps

Av
er

ag
e

er
ro

r

Software
Software (fp)

FPGA

Figure 4.13: Comparison of results from the FPGA and software
versions of the algorithm

I used the integer model software to estimate the number of cycles needed for
the FPGA to execute longer simulations. In the integer version, the number of
cycles per step increases quite strongly as τ increases, moreso than in the software
version; this is probably due to non-idealities in the random number generation
using LFSR. Since the number of items is not necessarily a power of two, some
of the random numbers must be discarded, wasting a cycle, and the likelihood of
this happening increases with the length of the simulation. I compared the average
latency per step of the FPGA implementation with the average number of RNG
trials in the software version. It can be assumed that the two parameters are
directly proportional as the FPGA latency per step is predominantly determined
by the number of LFSR trials, with little (and generally constant) overhead from
the rest of the algorithm. Fig. 4.14 shows how the cycle latency due to the RNG
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trials, after a sharp initial growth, settles into a slowly increasing curve, compatible
with that encountered in the software simulation. This means that, past a certain
threshold (around 100,000 steps), the FPGA implementation’s speedup will likely
maintain its advantage over the software version even as we increase the annealing
time.
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Figure 4.14: Comparison of random trials per step as a function of
τ , benchmark problem OR30x500-0.25. The regression function
used for the FPGA estimation is f(λ) ≈ 13.17λ0.12.

Knowing the average number of cycles per step cavg, I estimated the execution
time for different values of τ as τ · cavg

fmax
. The execution time for fmax = 164 MHz is

charted in Fig. 4.15 against the CPU-time measured for the integer-point software
version. The FPGA implementation is nearly 150× faster than the software at
executing the same number of Monte Carlo steps. The execution time of our solver
even compares well to the results of the exact branch-and-bound GPU solver from
[47], which reports a time of 1.44 s to solve a 500-item problem with only one
constraint; the FPGA implementation can execute a million simulation steps of a
500-item problem with 30 constraints in 421 ms.

Finally, Fig. 4.16 shows the speed of convergence to result for the two versions
of the algorithm. It is clear that the hardware version can produce a similar quality
of result as the software version in less computation time.

Power

Though synthesis provides limited information on the power consumption, it is still
possible to make an optimistic estimation of the energy savings.

The software version ran on a computer with an Intel i7 920 CPU; the datasheet
[48] reports a maximum Icc per core equal to 145 A and a typical associated Vcc
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Figure 4.15: Execution times for the FPGA and software versions
for the benchmark OR30x500-0.25
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Figure 4.16: Speed of convergence to result for the software and
FPGA versions, benchmark problem OR30x500-0.25

per core of 0.131 V. Assuming our single-thread software ran on a single core at
full load, that would mean an instantaneous power of 18.995 W; since running QA
for 250,000 steps takes 17.319 s, the estimated energy consumption is about 329 J.
Meanwhile, the FPGA energy consumption for 250,000 steps is around 8.559 W ×
0.108 s = 0.924 J, leading to estimated energy savings of 99.7%.
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Chapter 5

Conclusion

In order to determine the implementation method for a hardware Quantum Anneal-
ing solver, a feasibility study was performed for the fully-connected Ising model,
targeting the Chimera graph as a candidate for hardware implementation. De-
spite this being a well-tested model for Adiabatic Quantum Computation, test
results showed that the Chimera graph is in fact not a favorable implementation
for Simulated Quantum Annealing, because of inherent limitations in this classical
algorithm.

Extensive tests were ran on the Multidimensional Knapsack Problem, solving
every instance in the SAC-94 [43] and ORLib [49] benchmarks. We compared
solution quality of Quantum Annealing with Simulated Annealing and a Hybrid
PSO-Genetic algorithm [40]. Results confirmed that, while Simulated Annealing
delivers the best solution quality for small instances, QA outperforms other meth-
ods more and more significantly as the size of the problem increases, delivering
highly optimized results with a low variance across algorithm iterations. The cost
of Quantum Annealing is a much longer execution time, which however is still rea-
sonable (within few minutes) when compared to exact solvers like CORAL [13]
which report execution times of several hours for these instance sizes. Therefore,
application of hardware acceleration for QA of large MKP instances seems benefi-
cial.

The hardware architecture was written in SystemC language and synthesized
with a Stratix V FPGA [46] as target; the parametric design instantiates multiple
computation cores, synchronized by a Controller module that regulates the anneal-
ing process. An optional module was implemented to further optimize computation
by applying Restricted Quantum Annealing [32], allowing to improve the quality
of result with a negligible cost in terms of area and latency. Since large problem
instances require long simulation times, precomputed data utilized during the simu-
lation is stored in a fast on-chip RAM, connected to our design via the Avalon-MM
bus [42]. Burst access to this memory through two alternating buffers allows to
access the data with a negligible latency overhead.
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RTL simulation proves that our QA solver provides the same quality of result
as the floating point software version. The final implementation, tailored to the
largest-size instance in the ORLib benchmark, utilizes 63% of the total area on the
target board, with a reported maximum frequency of 164 MHz. Analysis of the
average algorithm latency shows that the QA solver is about 150× faster than the
software implementation on a general-purpose CPU. The power consumption also
compares favorably to the software implementation, with estimated energy savings
of 99.7%.

All in all, parallelization of the Quantum Annealing algorithm can be success-
ful because of the population-based nature of the algorithm. The fact that the
quality of solution is comparable to the software version shows that the quantum
tunneling emulation properties of path-integral QA [26] are preserved despite the
approximations of the fixed-point model.

The hardware described in this thesis can be modified to run optimization prob-
lems different from MKP, by rewriting the behavioral description of the processor
module to fit the new problem; however further study would be required in order
to determine a feasible data structure for the implementation of the solver, as well
as storage of the benchmark values describing the instance. The main difficulty of
the implementation lies with the high volume of this data, which must be available
for fast random access to all parallel processors at any time during the simula-
tion. While this architecture achieved it by storing local copies of all data for each
processor, future implementations should strive to optimize storage of the problem
data and devise suitable access schemes in order to reduce block memory usage and
accommodate even larger instances.
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Appendix A

MKP Benchmark Results

This appendix reports detailed results for the Simulated Annealing (SA), Hybrid
Particle Swarm/Genetic Optimization (HPSOGO) and Quantum Annealing (QA)
algorithms on the SAC-94 and ORLib benchmark instances for the Multidimen-
sional Knapsack Problem.

The evaluated parameters are Success Rate (SR), Mean Absolute Percent Error
(MAPE), Least Error (LE), Standard Deviation (SD) and computation time in
seconds. The definition of these parameters can be found in section 4.1.2.

A.1 SAC-94 benchmark
Quantum Annealing results are reported for τ = 100,000 (QA-100k) and τ =
1,000,000 (QA-1M).

instance C N solver SR MAPE LE SD time [s]
sento1 30 60 HPSOGO 1 0.0090 11 5.9900 23.2115

SA 1 0.0004 0 2.1389 1.5295
QA-100k 1 0.0002 0 1.7493 8.6015
QA-1M 1 0.0002 0 1.6748 58.2885

sento2 30 60 HPSOGO 1 0.0050 11 4.8425 23.3240
SA 1 0.0015 1 2.3916 1.5775
QA-100k 1 0.0010 0 2.1633 7.2080
QA-1M 1 0.0003 0 1.7320 53.9605

weing1 2 28 HPSOGO 1 0.0000 0 0.0000 1.9630
SA 1 0.0000 0 0.0000 0.8115
QA-100k 1 0.0064 0 30.9028 4.0190
QA-1M 1 0.0033 0 28.0629 34.7420

weing2 2 28 HPSOGO 1 0.0000 0 0.0000 1.9515
SA 1 0.0000 0 0.0000 0.9120
QA-100k 1 0.0253 0 52.7646 3.8715
QA-1M 1 0.0268 0 53.0564 32.3570
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
weing3 2 28 HPSOGO 1 0.0041 0 19.2873 1.9555

SA 1 0.0000 0 0.0000 0.7860
QA-100k 1 0.0085 0 21.2087 3.8050
QA-1M 1 0.0070 0 18.3269 29.3455

weing4 2 28 HPSOGO 1 0.0044 0 29.9003 1.9710
SA 1 0.0000 0 0.0000 0.8525
QA-100k 1 0.0092 0 34.7415 3.8525
QA-1M 1 0.0013 0 16.5545 29.3850

weing5 2 28 HPSOGO 1 0.0082 0 35.3929 1.9735
SA 1 0.0000 0 0.0000 0.9235
QA-100k 1 0.0343 0 23.8523 3.7310
QA-1M 1 0.0363 3009 16.9041 28.6445

weing6 2 28 HPSOGO 1 0.0015 0 13.9642 1.9435
SA 1 0.0000 0 0.0000 0.9055
QA-100k 1 0.0383 890 43.3122 3.8840
QA-1M 1 0.0304 0 48.0137 29.0825

weing7 2 105 HPSOGO 1 0.0078 4354 51.2013 7.1530
SA 1 0.0009 239 13.2961 2.1270
QA-100k 1 0.0038 1885 33.2683 9.0485
QA-1M 1 0.0029 410 34.3737 62.5570

weing8 2 105 HPSOGO 1 0.0602 16424 99.7067 7.6575
SA 1 0.0198 0 116.2410 1.4200
QA-100k 1 0.0128 3447 69.5781 5.6240
QA-1M 1 0.0080 4259 35.3161 39.4870

weish01 5 30 HPSOGO 1 0.0025 0 4.4311 3.6920
SA 1 0.0000 0 0.0000 0.9825
QA-100k 1 0.0016 0 3.6497 4.0040
QA-1M 1 0.0008 0 2.6514 30.0685

weish02 5 30 HPSOGO 1 0.0001 0 0.6892 3.7965
SA 1 0.0000 0 0.0000 0.7375
QA-100k 1 0.0000 0 0.0000 3.9740
QA-1M 1 0.0000 0 0.0000 29.9025

weish03 5 30 HPSOGO 1 0.0044 0 5.0408 3.7535
SA 1 0.0000 0 0.0000 0.8525
QA-100k 1 0.0004 0 1.8235 4.0685
QA-1M 1 0.0006 0 2.1354 30.1845

weish04 5 30 HPSOGO 1 0.0000 0 0.0000 3.8065
SA 1 0.0000 0 0.0000 1.0885
QA-100k 1 0.0000 0 0.0000 3.8025
QA-1M 1 0.0000 0 0.0000 29.2170

weish05 5 30 HPSOGO 1 0.0000 0 0.0000 3.6380
SA 1 0.0000 0 0.0000 1.0510
QA-100k 1 0.0000 0 0.0000 3.9905
QA-1M 1 0.0000 0 0.0000 29.3920
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A.1 – SAC-94 benchmark

instance C N solver SR MAPE LE SD time [s]
weish06 5 40 HPSOGO 1 0.0021 0 3.7310 5.1215

SA 1 0.0001 0 1.1113 0.9105
QA-100k 1 0.0000 0 0.0000 4.3475
QA-1M 1 0.0000 0 0.0000 31.0575

weish07 5 40 HPSOGO 1 0.0015 0 3.2125 5.1605
SA 1 0.0000 0 0.0000 1.0785
QA-100k 1 0.0000 0 0.0000 4.2505
QA-1M 1 0.0000 0 0.0000 29.9295

weish08 5 40 HPSOGO 1 0.0013 0 3.2016 5.5495
SA 1 0.0000 0 0.0000 1.0435
QA-100k 1 0.0005 0 2.0199 4.1560
QA-1M 1 0.0003 0 1.5427 28.9450

weish09 5 40 HPSOGO 1 0.0006 0 2.4739 5.6345
SA 1 0.0000 0 0.0000 1.0475
QA-100k 1 0.0022 0 4.5891 4.3120
QA-1M 1 0.0006 0 2.4850 30.7035

weish10 5 50 HPSOGO 1 0.0047 0 5.0813 7.0170
SA 1 0.0004 0 2.2450 1.0110
QA-100k 1 0.0000 0 0.0000 4.8865
QA-1M 1 0.0000 0 0.0000 34.6890

weish11 5 50 HPSOGO 1 0.0054 0 5.7567 6.8530
SA 1 0.0000 0 0.0000 1.0900
QA-100k 1 0.0000 0 0.0000 4.7560
QA-1M 1 0.0000 0 0.0000 34.0335

weish12 5 50 HPSOGO 1 0.0037 0 5.1010 6.9370
SA 1 0.0002 0 1.4071 1.0410
QA-100k 1 0.0000 0 0.0000 4.8020
QA-1M 1 0.0000 0 0.0000 35.4420

weish13 5 50 HPSOGO 1 0.0033 0 5.3315 7.1970
SA 1 0.0000 0 0.0000 1.0340
QA-100k 1 0.0000 0 0.0000 4.8850
QA-1M 1 0.0000 0 0.0000 34.5695

weish14 5 60 HPSOGO 1 0.0030 0 4.9815 8.4890
SA 1 0.0011 0 3.4533 1.1750
QA-100k 1 0.0000 0 0.0000 4.9820
QA-1M 1 0.0000 0 0.0000 35.1740

weish15 5 60 HPSOGO 1 0.0042 0 4.4164 8.8110
SA 1 0.0002 0 1.6309 1.2645
QA-100k 1 0.0000 0 0.0000 4.7585
QA-1M 1 0.0000 0 0.0000 33.2020

weish16 5 60 HPSOGO 1 0.0036 0 4.8985 8.4575
SA 1 0.0016 0 3.9497 1.1405
QA-100k 1 0.0013 0 3.3347 4.7870
QA-1M 1 0.0035 0 5.4120 33.4235
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
weish17 5 60 HPSOGO 1 0.0014 0 2.8609 7.3915

SA 1 0.0004 0 2.1564 1.2020
QA-100k 1 0.0000 0 0.0000 4.8125
QA-1M 1 0.0000 0 0.0000 33.3565

weish18 5 70 HPSOGO 1 0.0055 15 4.6691 8.6170
SA 1 0.0011 0 3.5461 1.2075
QA-100k 1 0.0000 0 0.0000 5.0740
QA-1M 1 0.0000 0 0.0000 35.7920

weish19 5 70 HPSOGO 1 0.0138 0 7.6118 7.5140
SA 1 0.0020 0 4.1689 1.2280
QA-100k 1 0.0010 0 2.4980 5.3040
QA-1M 1 0.0014 0 3.0594 38.0690

weish20 5 70 HPSOGO 1 0.0067 0 6.4884 8.5820
SA 1 0.0009 0 3.1631 1.1700
QA-100k 1 0.0006 0 2.0833 5.1220
QA-1M 1 0.0004 0 2.0248 35.9335

weish21 5 70 HPSOGO 1 0.0091 0 6.5154 9.2385
SA 1 0.0020 0 4.7969 1.2745
QA-100k 1 0.0038 0 3.7947 5.1855
QA-1M 1 0.0042 0 3.7209 37.0505

weish22 5 80 HPSOGO 1 0.0162 0 8.4496 9.5940
SA 1 0.0063 0 5.5633 1.4115
QA-100k 1 0.0067 50 2.6125 5.5915
QA-1M 1 0.0065 0 3.1305 39.6050

weish23 5 80 HPSOGO 1 0.0218 3 8.6602 10.2490
SA 1 0.0053 0 6.2849 1.3695
QA-100k 1 0.0043 3 6.5399 5.7185
QA-1M 1 0.0003 0 0.7348 42.3705

weish24 5 80 HPSOGO 1 0.0090 5 6.4187 10.6455
SA 1 0.0024 0 4.6947 1.4275
QA-100k 1 0.0003 0 1.5083 5.5520
QA-1M 1 0.0001 0 1.3693 38.6340

weish25 5 80 HPSOGO 1 0.0083 0 5.7053 10.7200
SA 1 0.0024 0 4.6109 1.2835
QA-100k 1 0.0016 0 2.3875 5.6360
QA-1M 1 0.0018 0 3.7523 40.0465

weish26 5 90 HPSOGO 1 0.0227 78 8.1954 11.5615
SA 1 0.0041 6 3.7550 1.3870
QA-100k 1 0.0034 32 1.1113 5.8530
QA-1M 1 0.0035 32 1.8207 41.9150

weish27 5 90 HPSOGO 1 0.0283 121 8.1762 11.2750
SA 1 0.0064 0 7.5465 1.3745
QA-100k 1 0.0116 91 4.6087 5.9340
QA-1M 1 0.0095 0 4.2226 42.7010
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
weish28 5 90 HPSOGO 1 0.0271 77 9.5499 12.3310

SA 1 0.0042 0 5.6476 1.4140
QA-100k 1 0.0106 0 7.1025 5.4480
QA-1M 1 0.0065 0 7.6381 41.3295

weish29 5 90 HPSOGO 1 0.0278 78 8.1548 11.9025
SA 1 0.0078 0 7.5366 1.3430
QA-100k 1 0.0117 56 5.5714 5.9320
QA-1M 1 0.0075 0 5.1788 41.4815

weish30 5 90 HPSOGO 1 0.0106 26 6.5161 11.9075
SA 1 0.0032 0 3.5036 1.3855
QA-100k 1 0.0023 0 3.1464 6.0470
QA-1M 1 0.0026 0 3.0397 42.2250

A.2 Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR10x100-0.25_10 10 100 HPSOGO 1 0.0920 1626 18.2357 20.9270

SA 1 0.0321 411 11.6297 1.2950
RQA-100 1 0.0179 274 7.8835 56.6995

OR10x100-0.25_1 10 100 HPSOGO 1 0.0859 1375 15.0173 20.0295
SA 1 0.0278 387 11.1580 1.3000
RQA-100 1 0.0068 9 10.6410 57.5160

OR10x100-0.25_2 10 100 HPSOGO 1 0.0879 1265 16.5179 22.7385
SA 1 0.0291 401 11.5961 1.3010
RQA-100 1 0.0138 232 7.9869 58.2665

OR10x100-0.25_3 10 100 HPSOGO 1 0.0917 1535 16.4058 20.4985
SA 1 0.0277 265 12.1188 1.3660
RQA-100 1 0.0087 66 9.1367 56.7655

OR10x100-0.25_4 10 100 HPSOGO 1 0.0848 1300 17.4637 19.4920
SA 1 0.0301 412 10.8208 1.3075
RQA-100 1 0.0136 171 7.8708 57.9960

OR10x100-0.25_5 10 100 HPSOGO 1 0.0950 1533 15.7664 20.7145
SA 1 0.0288 124 11.6473 1.3000
RQA-100 1 0.0115 124 9.5729 58.1900

OR10x100-0.25_6 10 100 HPSOGO 1 0.0826 1502 15.5119 19.5335
SA 1 0.0318 511 11.1043 1.3300
RQA-100 1 0.0141 147 8.2158 56.5400

OR10x100-0.25_7 10 100 HPSOGO 1 0.0961 1402 18.1718 18.4175
SA 1 0.0248 178 11.9436 1.2970
RQA-100 1 0.0102 90 6.8702 55.3970
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR10x100-0.25_8 10 100 HPSOGO 1 0.0964 1690 16.2831 18.4270

SA 1 0.0278 381 10.7944 1.3040
RQA-100 1 0.0118 118 8.7086 57.0590

OR10x100-0.25_9 10 100 HPSOGO 1 0.0948 1249 20.2040 17.9445
SA 1 0.0265 294 12.2209 1.2940
RQA-100 1 0.0104 122 5.1986 55.9435

OR10x100-0.50_10 10 100 HPSOGO 1 0.0483 1174 17.3868 18.0340
SA 1 0.0186 574 9.4942 1.3110
RQA-100 1 0.0036 73 6.5345 63.2835

OR10x100-0.50_1 10 100 HPSOGO 1 0.0484 1579 13.5801 17.6600
SA 1 0.0187 325 15.1732 1.3090
RQA-100 1 0.0026 7 4.1623 63.0395

OR10x100-0.50_2 10 100 HPSOGO 1 0.0468 1432 15.8327 18.7200
SA 1 0.0125 239 11.6447 1.3190
RQA-100 1 0.0048 143 5.2378 63.3390

OR10x100-0.50_3 10 100 HPSOGO 1 0.0490 1578 14.8950 16.6820
SA 1 0.0135 154 12.8413 1.3105
RQA-100 1 0.0029 54 6.9857 66.4715

OR10x100-0.50_4 10 100 HPSOGO 1 0.0430 1341 16.5514 16.4995
SA 1 0.0185 186 13.8290 1.3110
RQA-100 1 0.0118 475 4.8631 67.3220

OR10x100-0.50_5 10 100 HPSOGO 1 0.0473 1330 16.3756 16.7405
SA 1 0.0163 280 11.5217 1.3115
RQA-100 1 0.0031 0 5.6903 63.5320

OR10x100-0.50_6 10 100 HPSOGO 1 0.0454 1172 18.2277 16.0160
SA 1 0.0155 296 12.7256 1.3080
RQA-100 1 0.0039 109 6.6483 63.8850

OR10x100-0.50_7 10 100 HPSOGO 1 0.0459 1155 18.2466 15.8395
SA 1 0.0171 357 14.3753 1.3180
RQA-100 1 0.0048 119 6.1604 64.4070

OR10x100-0.50_8 10 100 HPSOGO 1 0.0462 743 17.5647 15.9050
SA 1 0.0136 166 14.2741 1.3240
RQA-100 1 0.0044 96 7.3280 66.1570

OR10x100-0.50_9 10 100 HPSOGO 1 0.0513 1672 16.1972 16.1290
SA 1 0.0140 273 12.9482 1.3155
RQA-100 1 0.0027 52 6.9444 64.1375

OR10x100-0.75_10 10 100 HPSOGO 1 0.0269 1023 17.6832 16.9780
SA 1 0.0056 122 9.8742 1.4740
RQA-100 1 0.0001 0 2.4331 66.4410

OR10x100-0.75_1 10 100 HPSOGO 1 0.0277 916 16.5788 18.6885
SA 1 0.0075 0 11.3128 1.3040
RQA-100 1 0.0019 0 6.8586 69.5350

62



A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR10x100-0.75_2 10 100 HPSOGO 1 0.0258 1095 15.5242 20.7400

SA 1 0.0073 124 10.7515 1.3140
RQA-100 1 0.0009 0 7.1764 64.2580

OR10x100-0.75_3 10 100 HPSOGO 1 0.0256 1005 15.7797 20.6295
SA 1 0.0083 80 11.5070 1.3630
RQA-100 1 0.0015 46 4.4844 62.9135

OR10x100-0.75_4 10 100 HPSOGO 1 0.0258 955 16.3625 18.3885
SA 1 0.0082 320 11.9048 1.3465
RQA-100 1 0.0020 76 4.6723 64.2930

OR10x100-0.75_5 10 100 HPSOGO 1 0.0273 989 16.7301 18.5125
SA 1 0.0073 6 13.0579 1.3110
RQA-100 1 0.0000 0 1.5232 67.3280

OR10x100-0.75_6 10 100 HPSOGO 1 0.0275 1160 16.2450 18.1940
SA 1 0.0093 304 11.4782 1.3050
RQA-100 1 0.0021 83 4.8317 63.0790

OR10x100-0.75_7 10 100 HPSOGO 1 0.0269 1158 14.9377 18.5065
SA 1 0.0081 204 9.2068 1.3015
RQA-100 1 0.0016 26 7.3130 63.1600

OR10x100-0.75_8 10 100 HPSOGO 1 0.0279 878 16.8315 17.5010
SA 1 0.0078 59 12.2229 1.3065
RQA-100 1 0.0011 0 6.8600 64.0675

OR10x100-0.75_9 10 100 HPSOGO 1 0.0269 984 17.3234 18.3760
SA 1 0.0075 186 11.0984 1.3085
RQA-100 1 0.0022 0 6.0655 66.0285

OR10x250-0.25_10 10 250 HPSOGO 1 0.1694 7634 29.0563 48.1235
SA 1 0.0393 1957 16.1623 2.1450
RQA-100 1 0.0120 514 9.2715 104.6290

OR10x250-0.25_1 10 250 HPSOGO 1 0.1664 7983 27.9589 45.7035
SA 1 0.0326 1497 15.4447 2.1490
RQA-100 1 0.0120 516 7.6896 108.6720

OR10x250-0.25_2 10 250 HPSOGO 1 0.1637 8576 26.1441 44.8245
SA 1 0.0394 1736 17.0499 2.1560
RQA-100 1 0.0104 473 7.4646 104.8760

OR10x250-0.25_3 10 250 HPSOGO 1 0.1681 8251 25.3104 42.8510
SA 1 0.0389 1360 19.8969 2.1445
RQA-100 1 0.0093 310 7.9057 107.4570

OR10x250-0.25_4 10 250 HPSOGO 1 0.1635 8716 25.5774 39.7680
SA 1 0.0358 1438 17.8132 2.2010
RQA-100 1 0.0122 635 8.0281 101.6680

OR10x250-0.25_5 10 250 HPSOGO 1 0.1641 8304 27.2863 40.8235
SA 1 0.0319 1225 16.5153 2.2380
RQA-100 1 0.0104 491 7.3451 106.4780
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR10x250-0.25_6 10 250 HPSOGO 1 0.1652 8278 25.5783 43.6980

SA 1 0.0362 1422 16.7952 2.1560
RQA-100 1 0.0130 587 8.2492 103.0460

OR10x250-0.25_7 10 250 HPSOGO 1 0.1621 7918 26.0526 46.1880
SA 1 0.0385 1535 21.0787 2.1555
RQA-100 1 0.0143 750 6.9448 105.1330

OR10x250-0.25_8 10 250 HPSOGO 1 0.1620 8463 23.9854 41.9530
SA 1 0.0330 1377 16.0885 2.1545
RQA-100 1 0.0140 548 9.3005 102.9650

OR10x250-0.25_9 10 250 HPSOGO 1 0.1729 8566 25.9887 39.8805
SA 1 0.0327 1563 14.9385 2.1600
RQA-100 1 0.0099 418 8.6058 104.0640

OR10x250-0.50_10 10 250 HPSOGO 1 0.0842 7940 23.9977 38.4430
SA 1 0.0204 1275 20.4142 2.6820
RQA-100 1 0.0032 251 7.1554 121.8620

OR10x250-0.50_1 10 250 HPSOGO 1 0.0785 7302 21.9509 38.6520
SA 1 0.0206 1513 21.8142 2.6930
RQA-100 1 0.0035 214 7.6508 124.3200

OR10x250-0.50_2 10 250 HPSOGO 1 0.0836 7175 26.1550 38.3155
SA 1 0.0210 1536 19.0899 2.7880
RQA-100 1 0.0031 171 7.6498 125.6240

OR10x250-0.50_3 10 250 HPSOGO 1 0.0815 7678 26.5688 38.2700
SA 1 0.0222 1411 18.6703 2.6730
RQA-100 1 0.0030 236 7.2650 127.3110

OR10x250-0.50_4 10 250 HPSOGO 1 0.0805 7736 20.9561 38.3495
SA 1 0.0195 1409 18.8136 2.6780
RQA-100 1 0.0052 450 7.0534 126.1710

OR10x250-0.50_5 10 250 HPSOGO 1 0.0812 7450 21.6421 38.3565
SA 1 0.0219 1668 20.9933 2.6660
RQA-100 1 0.0032 172 6.8374 126.8980

OR10x250-0.50_6 10 250 HPSOGO 1 0.0814 7870 24.4369 38.2365
SA 1 0.0228 1696 18.4644 2.6915
RQA-100 1 0.0036 166 7.1708 123.8670

OR10x250-0.50_7 10 250 HPSOGO 1 0.0827 7656 21.3249 38.1685
SA 1 0.0224 1517 24.2348 2.6715
RQA-100 1 0.0029 218 7.0604 126.8540

OR10x250-0.50_8 10 250 HPSOGO 1 0.0833 7884 19.5029 38.4465
SA 1 0.0198 1334 21.7509 2.6725
RQA-100 1 0.0028 186 7.7750 124.0190

OR10x250-0.50_9 10 250 HPSOGO 1 0.0826 7683 23.0747 38.0385
SA 1 0.0216 1277 20.9764 2.6910
RQA-100 1 0.0025 158 7.1739 121.3300
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR10x250-0.75_10 10 250 HPSOGO 1 0.0540 7154 22.8364 38.3215

SA 1 0.0112 1116 15.9355 2.4690
RQA-100 1 0.0013 138 5.5245 117.0670

OR10x250-0.75_1 10 250 HPSOGO 1 0.0543 6982 23.5497 38.3535
SA 1 0.0118 1092 18.7102 2.4555
RQA-100 1 0.0011 55 5.5839 116.2810

OR10x250-0.75_2 10 250 HPSOGO 1 0.0540 7122 24.8465 38.0640
SA 1 0.0107 810 15.4428 2.4675
RQA-100 1 0.0011 20 6.8000 114.8530

OR10x250-0.75_3 10 250 HPSOGO 1 0.0537 6975 22.7497 38.4970
SA 1 0.0103 1087 14.1651 2.4480
RQA-100 1 0.0012 43 6.5177 118.7660

OR10x250-0.75_4 10 250 HPSOGO 1 0.0519 6496 22.5579 38.4050
SA 1 0.0100 1127 13.5542 2.4480
RQA-100 1 0.0015 147 4.8410 115.5160

OR10x250-0.75_5 10 250 HPSOGO 1 0.0516 6671 21.8698 38.0415
SA 1 0.0106 912 18.7318 2.5920
RQA-100 1 0.0017 135 5.8673 113.4800

OR10x250-0.75_6 10 250 HPSOGO 1 0.0529 6924 21.0938 38.4960
SA 1 0.0108 1041 16.5849 2.5860
RQA-100 1 0.0011 29 7.3512 117.5580

OR10x250-0.75_7 10 250 HPSOGO 1 0.0555 7006 23.2330 38.6165
SA 1 0.0104 1178 15.5300 2.4595
RQA-100 1 0.0011 101 4.9371 117.8310

OR10x250-0.75_8 10 250 HPSOGO 1 0.0532 7223 21.5058 38.0865
SA 1 0.0105 989 17.1267 2.8740
RQA-100 1 0.0014 117 5.5077 117.8700

OR10x250-0.75_9 10 250 HPSOGO 1 0.0536 6941 20.3899 38.0715
SA 1 0.0115 1230 16.4451 2.4445
RQA-100 1 0.0011 105 6.0000 116.9590

OR10x500-0.25_10 10 500 HPSOGO 1 0.2051 22120 29.9164 93.6210
SA 1 0.0426 4094 22.1522 3.6445
RQA-100 1 0.0123 1175 10.1440 164.0750

OR10x500-0.25_1 10 500 HPSOGO 1 0.2016 21435 28.3266 88.7420
SA 1 0.0449 4064 24.5161 3.7565
RQA-100 1 0.0131 1334 8.3358 177.1430

OR10x500-0.25_2 10 500 HPSOGO 1 0.2029 21995 29.5660 84.3750
SA 1 0.0421 4215 19.9625 3.7085
RQA-100 1 0.0109 1131 8.4342 177.9740

OR10x500-0.25_3 10 500 HPSOGO 1 0.2047 20982 32.1692 98.7380
SA 1 0.0408 3584 25.1707 3.6510
RQA-100 1 0.0119 1093 10.2896 184.6420
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR10x500-0.25_4 10 500 HPSOGO 1 0.2001 21494 32.0949 106.4380

SA 1 0.0446 3906 23.5266 3.6705
RQA-100 1 0.0144 1479 10.0648 182.5020

OR10x500-0.25_5 10 500 HPSOGO 1 0.2013 21228 32.5434 106.9240
SA 1 0.0420 3470 26.7880 3.6380
RQA-100 1 0.0114 1153 8.5144 180.9070

OR10x500-0.25_6 10 500 HPSOGO 1 0.2150 23429 29.7296 106.1430
SA 1 0.0420 3550 20.5188 3.6390
RQA-100 1 0.0114 1161 9.1848 176.7600

OR10x500-0.25_7 10 500 HPSOGO 1 0.2066 22164 76.4228 94.1900
SA 1 0.0419 4124 21.2368 3.6455
RQA-100 1 0.0130 1321 10.5546 179.3070

OR10x500-0.25_8 10 500 HPSOGO 1 0.2034 22482 28.5598 102.3200
SA 1 0.0396 3537 21.4881 3.6600
RQA-100 1 0.0116 1085 9.8005 178.9930

OR10x500-0.25_9 10 500 HPSOGO 1 0.1963 19934 29.4571 107.9440
SA 1 0.0464 3871 24.1887 3.6540
RQA-100 1 0.0144 1497 10.4857 162.2620

OR10x500-0.50_10 10 500 HPSOGO 1 0.0988 19191 27.3361 107.2180
SA 1 0.0274 4810 28.3554 5.0305
RQA-100 1 0.0045 813 8.1817 235.4560

OR10x500-0.50_1 10 500 HPSOGO 1 0.0981 19681 23.4734 109.6880
SA 1 0.0254 4490 23.4041 4.7650
RQA-100 1 0.0043 751 8.7564 225.0060

OR10x500-0.50_2 10 500 HPSOGO 1 0.1006 20179 29.6162 109.7070
SA 1 0.0267 4417 25.6628 4.7920
RQA-100 1 0.0037 492 9.2817 203.3310

OR10x500-0.50_3 10 500 HPSOGO 1 0.1032 20264 30.8521 106.8740
SA 1 0.0263 4796 24.9780 4.7660
RQA-100 1 0.0040 747 8.1477 232.4040

OR10x500-0.50_4 10 500 HPSOGO 1 0.1028 20389 27.2324 107.0760
SA 1 0.0265 4270 26.6510 4.9810
RQA-100 1 0.0040 753 7.0640 223.8580

OR10x500-0.50_5 10 500 HPSOGO 1 0.0957 18431 29.1307 100.5890
SA 1 0.0252 3325 27.4691 4.7585
RQA-100 1 0.0038 553 8.9666 231.5800

OR10x500-0.50_6 10 500 HPSOGO 1 0.1055 20954 28.8353 104.1000
SA 1 0.0275 4733 23.7653 4.7965
RQA-100 1 0.0042 790 7.3519 214.4060

OR10x500-0.50_7 10 500 HPSOGO 1 0.1007 20120 30.6235 95.9880
SA 1 0.0254 4089 24.4141 4.7660
RQA-100 1 0.0040 747 8.2934 245.3570
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR10x500-0.50_8 10 500 HPSOGO 1 0.1013 19796 26.9090 94.6400

SA 1 0.0270 4214 25.1951 4.7470
RQA-100 1 0.0037 680 7.9473 231.4500

OR10x500-0.50_9 10 500 HPSOGO 1 0.1010 19369 26.9844 93.7460
SA 1 0.0269 4366 26.4773 4.7770
RQA-100 1 0.0038 670 8.1854 232.2860

OR10x500-0.75_10 10 500 HPSOGO 1 0.0731 20799 30.4837 94.8360
SA 1 0.0139 3065 20.5266 4.2015
RQA-100 1 0.0015 378 6.0332 206.2680

OR10x500-0.75_1 10 500 HPSOGO 1 0.0747 20151 30.7441 93.4220
SA 1 0.0139 2906 26.2637 4.1895
RQA-100 1 0.0016 360 6.6843 207.2460

OR10x500-0.75_2 10 500 HPSOGO 1 0.0729 18767 33.4622 94.0215
SA 1 0.0131 2750 22.2450 4.2435
RQA-100 1 0.0015 324 6.9671 215.2560

OR10x500-0.75_3 10 500 HPSOGO 1 0.0691 19921 24.3084 88.2710
SA 1 0.0127 3119 21.3061 4.3560
RQA-100 1 0.0017 462 4.6363 209.5990

OR10x500-0.75_4 10 500 HPSOGO 1 0.0736 20220 32.8064 89.1480
SA 1 0.0144 3270 18.0707 4.1785
RQA-100 1 0.0015 335 6.6170 207.4950

OR10x500-0.75_5 10 500 HPSOGO 1 0.0749 20590 27.6405 85.5165
SA 1 0.0138 2983 23.2882 4.2135
RQA-100 1 0.0014 266 7.1764 204.3540

OR10x500-0.75_6 10 500 HPSOGO 1 0.0685 19206 27.8673 86.3160
SA 1 0.0147 2796 22.0873 4.2210
RQA-100 1 0.0019 445 7.1659 209.4210

OR10x500-0.75_7 10 500 HPSOGO 1 0.0720 18612 33.7680 90.0835
SA 1 0.0136 2658 22.0998 4.2500
RQA-100 1 0.0016 390 6.1984 202.4440

OR10x500-0.75_8 10 500 HPSOGO 1 0.0710 18983 32.0585 92.5415
SA 1 0.0136 2736 22.6528 4.2320
RQA-100 1 0.0016 321 7.4044 212.0270

OR10x500-0.75_9 10 500 HPSOGO 1 0.0734 20189 28.8870 94.8675
SA 1 0.0119 2537 22.6128 4.1945
RQA-100 1 0.0015 323 7.1648 214.3100

OR30x100-0.25_10 30 100 HPSOGO 1 0.0982 1588 17.0287 47.2120
SA 1 0.0236 78 10.3223 1.6890
RQA-100 1 0.0156 220 4.2866 73.4645

OR30x100-0.25_1 30 100 HPSOGO 1 0.0960 1002 19.9104 47.5455
SA 1 0.0250 299 11.4612 1.6515
RQA-100 1 0.0123 73 6.7639 74.2135

67



A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR30x100-0.25_2 30 100 HPSOGO 1 0.1032 1521 16.5015 44.6165

SA 1 0.0305 355 12.7059 1.6560
RQA-100 1 0.0164 288 4.3162 67.4505

OR30x100-0.25_3 30 100 HPSOGO 1 0.0970 1561 15.6775 42.6000
SA 1 0.0306 387 10.9704 1.6485
RQA-100 1 0.0193 264 8.3388 69.4355

OR30x100-0.25_4 30 100 HPSOGO 1 0.0923 1248 16.6253 43.5260
SA 1 0.0253 306 9.4700 1.6660
RQA-100 1 0.0143 270 6.1563 69.8215

OR30x100-0.25_5 30 100 HPSOGO 1 0.1011 1519 19.4008 45.0090
SA 1 0.0252 263 11.3206 1.6590
RQA-100 1 0.0168 342 5.0190 73.2200

OR30x100-0.25_6 30 100 HPSOGO 1 0.0995 1513 16.2069 46.8435
SA 1 0.0244 74 14.2206 1.6590
RQA-100 1 0.0092 0 11.4512 68.9355

OR30x100-0.25_7 30 100 HPSOGO 1 0.0952 1693 13.5359 53.8800
SA 1 0.0297 352 10.9659 1.6510
RQA-100 1 0.0171 223 6.7617 68.3290

OR30x100-0.25_8 30 100 HPSOGO 1 0.1033 1528 16.4346 53.6630
SA 1 0.0258 248 12.4900 1.6675
RQA-100 1 0.0132 172 7.6658 72.3650

OR30x100-0.25_9 30 100 HPSOGO 1 0.0956 1076 17.0294 52.9760
SA 1 0.0292 334 11.5737 1.6650
RQA-100 1 0.0143 248 6.3182 74.0565

OR30x100-0.50_10 30 100 HPSOGO 1 0.0501 1454 17.2841 53.1765
SA 1 0.0126 347 10.0871 1.6580
RQA-100 1 0.0042 38 3.6966 75.0115

OR30x100-0.50_1 30 100 HPSOGO 1 0.0525 1576 14.7570 53.2505
SA 1 0.0175 304 11.2650 1.6550
RQA-100 1 0.0071 137 6.9878 74.3125

OR30x100-0.50_2 30 100 HPSOGO 1 0.0507 1434 16.1298 53.5080
SA 1 0.0151 234 14.4972 2.0380
RQA-100 1 0.0041 4 7.9215 73.0135

OR30x100-0.50_3 30 100 HPSOGO 1 0.0517 1513 17.4770 52.1880
SA 1 0.0169 362 13.1928 2.0250
RQA-100 1 0.0079 173 9.4101 71.6705

OR30x100-0.50_4 30 100 HPSOGO 1 0.0487 1559 15.5440 49.9520
SA 1 0.0128 316 11.7924 1.7655
RQA-100 1 0.0025 69 7.2990 74.3485

OR30x100-0.50_5 30 100 HPSOGO 1 0.0518 1338 17.5704 47.1200
SA 1 0.0175 440 13.2469 1.6700
RQA-100 1 0.0040 44 8.1437 70.8510
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR30x100-0.50_6 30 100 HPSOGO 1 0.0475 1031 15.3251 49.2690

SA 1 0.0156 297 12.2963 1.9760
RQA-100 1 0.0019 0 6.7112 69.2775

OR30x100-0.50_7 30 100 HPSOGO 1 0.0520 1465 17.3534 53.6570
SA 1 0.0160 310 13.6220 2.0380
RQA-100 1 0.0044 81 5.2062 72.0365

OR30x100-0.50_8 30 100 HPSOGO 1 0.0521 1717 16.6942 52.4905
SA 1 0.0162 219 15.7987 1.6675
RQA-100 1 0.0025 50 5.6258 69.6505

OR30x100-0.50_9 30 100 HPSOGO 1 0.0522 1620 15.3281 54.1725
SA 1 0.0183 415 15.1493 1.6650
RQA-100 1 0.0057 239 1.5149 73.9725

OR30x100-0.75_10 30 100 HPSOGO 1 0.0314 1434 14.0926 53.9540
SA 1 0.0083 180 11.4804 1.6350
RQA-100 1 0.0011 0 6.8949 72.4805

OR30x100-0.75_1 30 100 HPSOGO 1 0.0314 1479 14.9382 53.9295
SA 1 0.0072 0 12.2229 1.6360
RQA-100 1 0.0000 0 0.0000 75.1210

OR30x100-0.75_2 30 100 HPSOGO 1 0.0295 1322 14.0650 53.7985
SA 1 0.0075 214 10.5880 1.6395
RQA-100 1 0.0014 0 7.7330 72.1940

OR30x100-0.75_3 30 100 HPSOGO 1 0.0292 932 16.6190 53.7800
SA 1 0.0077 74 11.5449 1.8650
RQA-100 1 0.0022 60 6.6348 72.5210

OR30x100-0.75_4 30 100 HPSOGO 1 0.0282 1039 16.9071 53.6220
SA 1 0.0073 264 9.9303 1.6550
RQA-100 1 0.0027 11 5.1884 72.7030

OR30x100-0.75_5 30 100 HPSOGO 1 0.0309 1235 16.3727 52.9735
SA 1 0.0088 275 12.8649 1.6245
RQA-100 1 0.0039 93 6.4869 75.7725

OR30x100-0.75_6 30 100 HPSOGO 1 0.0270 1093 15.1494 52.9675
SA 1 0.0069 97 12.1466 1.6685
RQA-100 1 0.0031 123 3.8872 72.8995

OR30x100-0.75_7 30 100 HPSOGO 1 0.0291 1300 14.1723 53.8865
SA 1 0.0069 28 12.2572 1.6305
RQA-100 1 0.0008 0 6.6464 80.4310

OR30x100-0.75_8 30 100 HPSOGO 1 0.0315 1233 16.3421 53.7230
SA 1 0.0080 253 10.6677 1.7185
RQA-100 1 0.0021 0 5.5045 74.6610

OR30x100-0.75_9 30 100 HPSOGO 1 0.0302 1163 13.2123 52.9865
SA 1 0.0078 155 11.5698 1.6370
RQA-100 1 0.0026 88 6.1449 70.9815
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR30x250-0.25_10 30 250 HPSOGO 1 0.1754 8405 24.5932 112.9900

SA 1 0.0320 1223 18.4293 2.5150
RQA-100 1 0.0112 487 9.1477 106.3000

OR30x250-0.25_1 30 250 HPSOGO 1 0.1846 9781 19.7489 106.0350
SA 1 0.0357 1263 16.8181 2.4585
RQA-100 1 0.0134 572 9.9401 108.1050

OR30x250-0.25_2 30 250 HPSOGO 1 0.1810 9144 26.8812 110.9750
SA 1 0.0385 1873 14.6301 2.4710
RQA-100 1 0.0194 914 9.4345 106.6910

OR30x250-0.25_3 30 250 HPSOGO 1 0.1874 9836 22.2636 130.4400
SA 1 0.0334 1475 16.3505 2.4825
RQA-100 1 0.0091 372 8.7977 105.8830

OR30x250-0.25_4 30 250 HPSOGO 1 0.1838 9173 28.4114 129.8800
SA 1 0.0363 1567 16.7975 2.5295
RQA-100 1 0.0110 452 9.6638 104.9300

OR30x250-0.25_5 30 250 HPSOGO 1 0.1749 7595 29.8278 128.8150
SA 1 0.0364 1520 18.2181 2.4680
RQA-100 1 0.0128 617 6.2578 105.4630

OR30x250-0.25_6 30 250 HPSOGO 1 0.1796 8411 24.5153 120.9470
SA 1 0.0329 1187 17.0422 2.4720
RQA-100 1 0.0114 533 8.4226 106.8710

OR30x250-0.25_7 30 250 HPSOGO 1 0.1737 8662 23.5128 130.9980
SA 1 0.0389 1315 15.9906 2.4895
RQA-100 1 0.0131 571 8.6562 108.2430

OR30x250-0.25_8 30 250 HPSOGO 1 0.1764 8708 23.0794 133.4050
SA 1 0.0364 1264 19.2702 2.4850
RQA-100 1 0.0093 335 7.5103 104.4860

OR30x250-0.25_9 30 250 HPSOGO 1 0.1659 8129 25.7125 131.1210
SA 1 0.0393 1423 18.8616 2.4745
RQA-100 1 0.0114 552 7.8070 105.9220

OR30x250-0.50_10 30 250 HPSOGO 1 0.0864 8083 21.4199 131.9460
SA 1 0.0200 1125 22.4288 3.0080
RQA-100 1 0.0046 393 7.2284 126.8770

OR30x250-0.50_1 30 250 HPSOGO 1 0.0898 8354 24.1173 130.1920
SA 1 0.0202 1530 18.4949 2.9970
RQA-100 1 0.0044 356 7.5766 128.0230

OR30x250-0.50_2 30 250 HPSOGO 1 0.0885 8345 24.9028 125.8910
SA 1 0.0200 1198 20.7699 2.9905
RQA-100 1 0.0036 246 6.7305 127.2860

OR30x250-0.50_3 30 250 HPSOGO 1 0.0840 7601 22.9532 124.1520
SA 1 0.0214 1534 19.1872 3.3085
RQA-100 1 0.0036 265 6.6310 125.6190
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR30x250-0.50_4 30 250 HPSOGO 1 0.0875 8262 28.1420 116.9590

SA 1 0.0207 1332 18.9897 3.0205
RQA-100 1 0.0043 214 7.8013 127.5250

OR30x250-0.50_5 30 250 HPSOGO 1 0.0868 8271 21.2818 113.2880
SA 1 0.0193 1357 20.9800 3.0185
RQA-100 1 0.0037 305 6.8556 129.8750

OR30x250-0.50_6 30 250 HPSOGO 1 0.0846 7710 21.8211 113.8770
SA 1 0.0209 1405 18.8600 3.0750
RQA-100 1 0.0050 325 8.7567 126.2370

OR30x250-0.50_7 30 250 HPSOGO 1 0.0877 7791 22.5785 114.7950
SA 1 0.0226 1371 17.4780 3.0110
RQA-100 1 0.0046 319 7.3280 126.3120

OR30x250-0.50_8 30 250 HPSOGO 1 0.0893 7662 22.5526 108.7390
SA 1 0.0203 1458 19.7647 3.0000
RQA-100 1 0.0032 242 6.6933 131.0910

OR30x250-0.50_9 30 250 HPSOGO 1 0.0865 8247 20.9619 106.4230
SA 1 0.0227 1120 22.4695 3.0805
RQA-100 1 0.0038 202 7.4927 129.2660

OR30x250-0.75_10 30 250 HPSOGO 1 0.0554 6891 24.0816 105.6860
SA 1 0.0115 1110 17.9597 2.7970
RQA-100 1 0.0021 180 6.7450 118.3380

OR30x250-0.75_1 30 250 HPSOGO 1 0.0598 7354 22.0307 106.1330
SA 1 0.0109 834 17.3774 2.7965
RQA-100 1 0.0018 144 6.1725 114.1570

OR30x250-0.75_2 30 250 HPSOGO 1 0.0564 7652 21.1948 108.8440
SA 1 0.0104 998 18.6279 2.8255
RQA-100 1 0.0019 131 6.8877 113.0990

OR30x250-0.75_3 30 250 HPSOGO 1 0.0590 7761 23.2855 113.4170
SA 1 0.0119 750 20.7764 2.8040
RQA-100 1 0.0014 149 5.5335 111.7330

OR30x250-0.75_4 30 250 HPSOGO 1 0.0572 7617 24.2997 109.2220
SA 1 0.0119 1125 19.5172 2.8175
RQA-100 1 0.0020 207 5.6772 112.1840

OR30x250-0.75_5 30 250 HPSOGO 1 0.0551 6754 22.3505 103.6630
SA 1 0.0102 953 16.3907 2.8425
RQA-100 1 0.0019 0 6.1919 114.1830

OR30x250-0.75_6 30 250 HPSOGO 1 0.0541 6818 21.3192 104.3540
SA 1 0.0105 897 17.2583 2.8740
RQA-100 1 0.0017 166 6.2085 112.3150

OR30x250-0.75_7 30 250 HPSOGO 1 0.0582 7431 24.4683 103.4470
SA 1 0.0116 1094 20.9143 2.8745
RQA-100 1 0.0013 65 5.6701 110.2540
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR30x250-0.75_8 30 250 HPSOGO 1 0.0557 7291 25.2086 103.5260

SA 1 0.0112 911 20.4685 2.8025
RQA-100 1 0.0017 144 6.3344 114.0020

OR30x250-0.75_9 30 250 HPSOGO 1 0.0544 7499 20.3374 110.3560
SA 1 0.0111 918 21.5824 2.7965
RQA-100 1 0.0016 188 6.3119 116.5520

OR30x500-0.25_10 30 500 HPSOGO 1 0.2147 23321 31.7777 219.5610
SA 1 0.0432 3296 27.1382 3.9370
RQA-100 1 0.0122 1128 9.9938 179.8810

OR30x500-0.25_1 30 500 HPSOGO 1 0.2097 21551 32.9275 241.4460
SA 1 0.0411 3601 25.0619 3.9730
RQA-100 1 0.0135 1232 10.4805 156.9070

OR30x500-0.25_2 30 500 HPSOGO 1 0.2116 21506 30.5462 256.0100
SA 1 0.0455 4017 30.1471 4.4045
RQA-100 1 0.0108 927 10.7713 184.2570

OR30x500-0.25_3 30 500 HPSOGO 1 0.2119 22829 25.7963 252.5550
SA 1 0.0459 3890 23.8789 3.9625
RQA-100 1 0.0121 1061 10.4833 171.4910

OR30x500-0.25_4 30 500 HPSOGO 1 0.1995 20112 33.9659 257.9420
SA 1 0.0462 4454 22.5212 3.9745
RQA-100 1 0.0118 1202 9.4242 170.9690

OR30x500-0.25_5 30 500 HPSOGO 1 0.2018 21295 30.6346 261.0770
SA 1 0.0419 3675 21.4089 4.1090
RQA-100 1 0.0118 976 10.9343 181.0010

OR30x500-0.25_6 30 500 HPSOGO 1 0.2077 22789 26.7724 249.2330
SA 1 0.0449 3749 29.5397 3.9350
RQA-100 1 0.0157 1304 11.8004 177.5640

OR30x500-0.25_7 30 500 HPSOGO 1 0.2086 21368 28.5850 229.3330
SA 1 0.0405 3097 24.0734 3.9440
RQA-100 1 0.0133 1262 9.5134 172.8850

OR30x500-0.25_8 30 500 HPSOGO 1 0.2114 21736 30.0924 226.7200
SA 1 0.0396 3478 20.4989 3.9450
RQA-100 1 0.0123 1236 7.5040 187.5480

OR30x500-0.25_9 30 500 HPSOGO 1 0.2045 21448 29.6737 217.5080
SA 1 0.0414 3951 21.9367 3.9480
RQA-100 1 0.0139 1311 10.2742 183.9410

OR30x500-0.50_10 30 500 HPSOGO 1 0.1068 21841 24.9921 210.9530
SA 1 0.0252 3991 26.8254 5.0830
RQA-100 1 0.0044 607 9.3220 216.5470

OR30x500-0.50_1 30 500 HPSOGO 1 0.1093 22080 25.4244 219.7930
SA 1 0.0264 3863 30.5663 5.1305
RQA-100 1 0.0037 664 7.5598 217.8530
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR30x500-0.50_2 30 500 HPSOGO 1 0.1030 20449 27.0585 211.8460

SA 1 0.0288 4528 28.4035 5.0725
RQA-100 1 0.0049 845 8.4487 220.2850

OR30x500-0.50_3 30 500 HPSOGO 1 0.1102 21476 25.9480 206.1260
SA 1 0.0281 4296 31.5963 5.1645
RQA-100 1 0.0042 750 7.7418 201.8760

OR30x500-0.50_4 30 500 HPSOGO 1 0.1076 21983 24.6576 212.7020
SA 1 0.0273 3861 31.1565 5.0850
RQA-100 1 0.0047 845 8.5756 205.0760

OR30x500-0.50_5 30 500 HPSOGO 1 0.1091 21389 28.9430 200.6850
SA 1 0.0276 3972 32.6846 5.0875
RQA-100 1 0.0043 789 6.9491 215.2090

OR30x500-0.50_6 30 500 HPSOGO 1 0.1047 21112 28.0393 200.1500
SA 1 0.0254 4129 27.0967 5.1645
RQA-100 1 0.0046 832 8.6371 219.2260

OR30x500-0.50_7 30 500 HPSOGO 1 0.1101 22025 24.4786 190.0310
SA 1 0.0280 4573 23.5243 5.4760
RQA-100 1 0.0036 625 8.1532 212.6360

OR30x500-0.50_8 30 500 HPSOGO 1 0.1074 21985 26.0108 189.6150
SA 1 0.0278 3837 30.4765 5.1680
RQA-100 1 0.0048 859 9.2596 221.8600

OR30x500-0.50_9 30 500 HPSOGO 1 0.1063 20978 30.7942 193.6430
SA 1 0.0287 4255 29.3241 5.1285
RQA-100 1 0.0044 606 8.8065 209.5060

OR30x500-0.75_10 30 500 HPSOGO 1 0.0730 19990 34.0404 188.3080
SA 1 0.0149 3085 23.4921 4.5685
RQA-100 1 0.0021 498 6.9455 196.7860

OR30x500-0.75_1 30 500 HPSOGO 1 0.0750 18754 28.2254 187.8940
SA 1 0.0137 3257 23.6025 4.5720
RQA-100 1 0.0020 440 7.7685 204.1960

OR30x500-0.75_2 30 500 HPSOGO 1 0.0724 20278 28.2024 184.5870
SA 1 0.0147 3016 27.7110 4.6315
RQA-100 1 0.0019 464 7.5236 195.9630

OR30x500-0.75_3 30 500 HPSOGO 1 0.0775 20810 34.0164 183.4460
SA 1 0.0130 2359 27.9778 4.5465
RQA-100 1 0.0016 346 7.7330 210.5900

OR30x500-0.75_4 30 500 HPSOGO 1 0.0743 20769 31.4002 184.1070
SA 1 0.0150 3330 26.6785 4.6045
RQA-100 1 0.0022 480 7.6453 198.7770

OR30x500-0.75_5 30 500 HPSOGO 1 0.0736 19259 32.5138 184.1290
SA 1 0.0140 2947 24.7285 4.7280
RQA-100 1 0.0021 513 7.8905 198.9930
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR30x500-0.75_6 30 500 HPSOGO 1 0.0738 19510 35.0366 183.8680

SA 1 0.0140 3144 25.4335 4.6545
RQA-100 1 0.0022 532 6.8702 195.4090

OR30x500-0.75_7 30 500 HPSOGO 1 0.0719 19514 30.1385 184.0370
SA 1 0.0158 3627 24.5474 4.9900
RQA-100 1 0.0019 451 7.1896 197.0200

OR30x500-0.75_8 30 500 HPSOGO 1 0.0768 22155 26.7292 191.6010
SA 1 0.0123 2746 21.3776 4.7545
RQA-100 1 0.0017 337 8.1117 208.3460

OR30x500-0.75_9 30 500 HPSOGO 1 0.0736 20288 34.4812 184.5400
SA 1 0.0141 2726 23.4725 5.1265
RQA-100 1 0.0019 416 8.4428 198.4100

OR5x100-0.25_10 5 100 HPSOGO 1 0.0713 939 16.5135 10.4165
SA 1 0.0217 217 11.5178 1.3255
RQA-100 1 0.0074 133 5.8975 55.1100

OR5x100-0.25_1 5 100 HPSOGO 1 0.0802 1546 15.5108 10.2720
SA 1 0.0207 192 11.1241 1.3495
RQA-100 1 0.0114 128 10.6705 52.7020

OR5x100-0.25_2 5 100 HPSOGO 1 0.0814 1606 15.0906 10.1670
SA 1 0.0247 159 13.0432 1.3940
RQA-100 1 0.0077 84 9.0222 52.3100

OR5x100-0.25_3 5 100 HPSOGO 1 0.0792 934 16.0181 10.5790
SA 1 0.0204 114 11.6634 1.2940
RQA-100 1 0.0056 28 7.2087 53.2445

OR5x100-0.25_4 5 100 HPSOGO 1 0.0769 1293 17.4436 11.3715
SA 1 0.0237 370 10.5617 1.2215
RQA-100 1 0.0073 118 6.8688 50.3120

OR5x100-0.25_5 5 100 HPSOGO 1 0.0753 841 18.1846 11.8885
SA 1 0.0215 238 12.2646 1.4130
RQA-100 1 0.0076 73 5.7810 52.7625

OR5x100-0.25_6 5 100 HPSOGO 1 0.0851 1343 18.1011 12.9560
SA 1 0.0245 227 13.4222 1.4110
RQA-100 1 0.0124 199 7.6030 49.5145

OR5x100-0.25_7 5 100 HPSOGO 1 0.0782 1322 18.7577 13.3400
SA 1 0.0255 423 11.4449 1.4320
RQA-100 1 0.0122 160 9.3408 49.2225

OR5x100-0.25_8 5 100 HPSOGO 1 0.0829 952 18.8280 13.0495
SA 1 0.0258 386 12.6819 1.1995
RQA-100 1 0.0061 80 6.6159 51.1165

OR5x100-0.25_9 5 100 HPSOGO 1 0.0748 864 16.7055 13.2460
SA 1 0.0247 252 12.6933 1.2325
RQA-100 1 0.0041 0 5.5136 49.5480
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR5x100-0.50_10 5 100 HPSOGO 1 0.0384 1047 15.0781 12.3740

SA 1 0.0095 170 11.2621 1.2180
RQA-100 1 0.0017 43 5.9821 57.9785

OR5x100-0.50_1 5 100 HPSOGO 1 0.0415 1262 16.1096 13.9825
SA 1 0.0148 405 11.8148 1.2010
RQA-100 1 0.0014 0 6.5391 55.5340

OR5x100-0.50_2 5 100 HPSOGO 1 0.0397 1025 16.4767 14.2385
SA 1 0.0136 335 12.4467 1.2140
RQA-100 1 0.0006 0 5.4342 58.1170

OR5x100-0.50_3 5 100 HPSOGO 1 0.0364 1159 14.9845 14.8080
SA 1 0.0125 243 10.8812 1.2040
RQA-100 1 0.0010 22 4.8062 54.5915

OR5x100-0.50_4 5 100 HPSOGO 1 0.0401 1247 16.1012 14.1355
SA 1 0.0106 99 11.5929 1.2075
RQA-100 1 0.0009 0 5.0695 56.3200

OR5x100-0.50_5 5 100 HPSOGO 1 0.0418 1328 13.5333 12.8190
SA 1 0.0123 237 12.6317 1.2445
RQA-100 1 0.0019 26 7.4766 53.3460

OR5x100-0.50_6 5 100 HPSOGO 1 0.0394 1140 16.3707 12.9445
SA 1 0.0126 253 10.1242 1.2020
RQA-100 1 0.0024 52 5.1962 57.8395

OR5x100-0.50_7 5 100 HPSOGO 1 0.0402 1258 14.0472 12.3400
SA 1 0.0147 345 11.4636 1.2070
RQA-100 1 0.0017 0 6.1677 57.4930

OR5x100-0.50_8 5 100 HPSOGO 1 0.0435 1378 13.4374 11.7480
SA 1 0.0123 258 12.1947 1.2775
RQA-100 1 0.0029 77 4.6583 54.4110

OR5x100-0.50_9 5 100 HPSOGO 1 0.0394 1007 16.0800 13.1325
SA 1 0.0159 414 11.5263 1.3075
RQA-100 1 0.0032 78 5.4111 55.3675

OR5x100-0.75_10 5 100 HPSOGO 1 0.0254 1182 13.9684 13.7835
SA 1 0.0074 214 11.2818 1.3010
RQA-100 1 0.0005 5 5.0498 54.6885

OR5x100-0.75_1 5 100 HPSOGO 1 0.0240 976 14.0950 13.4450
SA 1 0.0079 167 10.2176 1.2300
RQA-100 1 0.0005 0 3.9294 56.6895

OR5x100-0.75_2 5 100 HPSOGO 1 0.0232 884 15.8442 11.5450
SA 1 0.0065 235 8.5598 1.2280
RQA-100 1 0.0019 0 5.0498 57.0680

OR5x100-0.75_3 5 100 HPSOGO 1 0.0233 905 13.3901 12.0645
SA 1 0.0053 140 9.0488 1.3685
RQA-100 1 0.0013 41 5.6877 56.6035
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR5x100-0.75_4 5 100 HPSOGO 1 0.0209 912 13.6066 11.7010

SA 1 0.0058 145 10.9791 1.2390
RQA-100 1 0.0007 0 4.3203 57.5250

OR5x100-0.75_5 5 100 HPSOGO 1 0.0255 1042 15.4328 11.8490
SA 1 0.0064 107 10.7247 1.3595
RQA-100 1 0.0010 12 3.5777 56.1630

OR5x100-0.75_6 5 100 HPSOGO 1 0.0238 1027 14.9613 11.3965
SA 1 0.0062 123 9.0407 1.2045
RQA-100 1 0.0007 0 3.4900 55.6260

OR5x100-0.75_7 5 100 HPSOGO 1 0.0239 768 18.0885 11.5550
SA 1 0.0065 99 11.1283 1.2125
RQA-100 1 0.0013 19 5.5911 58.2425

OR5x100-0.75_8 5 100 HPSOGO 1 0.0229 630 17.7206 11.6175
SA 1 0.0068 144 10.6715 1.2130
RQA-100 1 0.0002 0 3.9988 56.0585

OR5x100-0.75_9 5 100 HPSOGO 1 0.0254 627 16.6131 11.9035
SA 1 0.0082 233 10.0539 1.2060
RQA-100 1 0.0012 0 5.0725 55.9525

OR5x250-0.25_10 5 250 HPSOGO 1 0.1497 7656 22.2030 27.5935
SA 1 0.0313 1017 17.5699 2.3115
RQA-100 1 0.0073 345 7.0612 101.9480

OR5x250-0.25_1 5 250 HPSOGO 1 0.1636 8035 23.5741 31.6580
SA 1 0.0328 1242 16.7637 2.1475
RQA-100 1 0.0088 432 6.8993 102.7270

OR5x250-0.25_2 5 250 HPSOGO 1 0.1640 8756 27.0703 31.2155
SA 1 0.0338 1424 18.9182 2.0820
RQA-100 1 0.0108 501 8.5531 100.2340

OR5x250-0.25_3 5 250 HPSOGO 1 0.1613 8216 24.3247 32.2130
SA 1 0.0360 1627 18.0294 2.1025
RQA-100 1 0.0122 561 9.7831 100.4600

OR5x250-0.25_4 5 250 HPSOGO 1 0.1404 7063 25.8493 31.3340
SA 1 0.0341 1421 16.8083 2.0960
RQA-100 1 0.0125 602 8.2825 104.2400

OR5x250-0.25_5 5 250 HPSOGO 1 0.1507 7665 23.5893 31.1050
SA 1 0.0301 1215 15.9720 2.0920
RQA-100 1 0.0089 372 7.4243 99.2035

OR5x250-0.25_6 5 250 HPSOGO 1 0.1520 7442 27.2694 31.4255
SA 1 0.0375 1512 17.3094 2.0840
RQA-100 1 0.0125 561 7.9246 100.3170

OR5x250-0.25_7 5 250 HPSOGO 1 0.1568 7101 27.5392 31.5650
SA 1 0.0352 1448 19.7321 2.0785
RQA-100 1 0.0098 322 8.5758 100.9390
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR5x250-0.25_8 5 250 HPSOGO 1 0.1508 6717 27.7852 29.2535

SA 1 0.0307 1205 17.4671 2.0860
RQA-100 1 0.0103 503 7.2360 101.4900

OR5x250-0.25_9 5 250 HPSOGO 1 0.1561 8123 25.1533 28.4390
SA 1 0.0338 1155 17.7679 2.0795
RQA-100 1 0.0096 449 8.2183 106.9570

OR5x250-0.50_10 5 250 HPSOGO 1 0.0748 6950 22.6577 29.0740
SA 1 0.0195 1297 17.7065 2.5535
RQA-100 1 0.0026 207 5.3474 122.8820

OR5x250-0.50_1 5 250 HPSOGO 1 0.0729 7171 20.3496 26.5765
SA 1 0.0187 1291 18.0700 2.5690
RQA-100 1 0.0031 253 6.5065 118.1420

OR5x250-0.50_2 5 250 HPSOGO 1 0.0747 7185 23.6992 25.8775
SA 1 0.0180 1222 17.1683 2.5635
RQA-100 1 0.0027 194 7.0813 116.9920

OR5x250-0.50_3 5 250 HPSOGO 1 0.0785 7026 22.9483 25.0560
SA 1 0.0190 1256 20.4217 2.5700
RQA-100 1 0.0017 104 5.5009 121.8500

OR5x250-0.50_4 5 250 HPSOGO 1 0.0772 7637 17.0112 25.1990
SA 1 0.0182 1591 16.7562 2.5685
RQA-100 1 0.0023 31 7.3086 127.1280

OR5x250-0.50_5 5 250 HPSOGO 1 0.0716 7203 22.6324 25.9030
SA 1 0.0214 1994 16.5378 2.5595
RQA-100 1 0.0025 141 6.9390 131.0560

OR5x250-0.50_6 5 250 HPSOGO 1 0.0737 7254 22.9772 30.5640
SA 1 0.0180 1519 16.3213 2.5565
RQA-100 1 0.0025 182 5.6732 126.0940

OR5x250-0.50_7 5 250 HPSOGO 1 0.0753 6279 22.6303 32.5725
SA 1 0.0168 1208 19.0788 2.9430
RQA-100 1 0.0025 202 6.3269 131.2820

OR5x250-0.50_8 5 250 HPSOGO 1 0.0725 6855 22.0673 29.9005
SA 1 0.0176 983 14.8694 2.5530
RQA-100 1 0.0031 241 6.3328 127.2250

OR5x250-0.50_9 5 250 HPSOGO 1 0.0762 7391 22.3987 29.6950
SA 1 0.0198 1458 18.6615 2.5460
RQA-100 1 0.0020 113 6.2984 123.9440

OR5x250-0.75_10 5 250 HPSOGO 1 0.0522 6433 25.8322 29.1210
SA 1 0.0093 967 14.3776 2.7475
RQA-100 1 0.0004 14 4.4283 115.7700

OR5x250-0.75_1 5 250 HPSOGO 1 0.0476 5152 23.7869 28.0415
SA 1 0.0096 668 15.1189 2.3370
RQA-100 1 0.0010 99 5.0666 115.1620
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR5x250-0.75_2 5 250 HPSOGO 1 0.0533 6507 28.6059 26.2205

SA 1 0.0094 1016 12.9906 2.3685
RQA-100 1 0.0008 60 5.3982 112.3330

OR5x250-0.75_3 5 250 HPSOGO 1 0.0491 6567 21.3401 26.1300
SA 1 0.0088 821 16.8045 2.3340
RQA-100 1 0.0014 131 4.6819 116.8470

OR5x250-0.75_4 5 250 HPSOGO 1 0.0502 6064 22.7420 26.6215
SA 1 0.0095 1022 13.7244 2.3360
RQA-100 1 0.0007 42 5.5353 114.6650

OR5x250-0.75_5 5 250 HPSOGO 1 0.0506 6541 22.7815 25.4620
SA 1 0.0094 859 14.7665 2.6090
RQA-100 1 0.0008 57 5.4130 113.7870

OR5x250-0.75_6 5 250 HPSOGO 1 0.0507 6585 21.8632 31.3410
SA 1 0.0101 1031 15.6764 2.3255
RQA-100 1 0.0012 121 4.8503 113.9140

OR5x250-0.75_7 5 250 HPSOGO 1 0.0515 6432 25.0708 30.4805
SA 1 0.0103 982 16.5499 2.3635
RQA-100 1 0.0009 26 5.3310 113.6910

OR5x250-0.75_8 5 250 HPSOGO 1 0.0528 6358 25.8175 28.3835
SA 1 0.0081 717 15.2807 2.3230
RQA-100 1 0.0007 55 4.8052 115.1330

OR5x250-0.75_9 5 250 HPSOGO 1 0.0517 7008 23.3843 27.2905
SA 1 0.0097 1084 16.9770 2.3265
RQA-100 1 0.0004 14 5.1303 113.4200

OR5x500-0.25_10 5 500 HPSOGO 1 0.2063 23069 31.2777 61.1155
SA 1 0.0392 3332 23.4868 3.5885
RQA-100 1 0.0113 1224 8.3833 159.3750

OR5x500-0.25_1 5 500 HPSOGO 1 0.1933 20744 30.7413 65.2450
SA 1 0.0393 3290 20.3686 3.5780
RQA-100 1 0.0125 1251 7.5551 158.0500

OR5x500-0.25_2 5 500 HPSOGO 1 0.1977 21488 31.6109 60.1515
SA 1 0.0407 3952 23.7396 3.6160
RQA-100 1 0.0122 1116 11.9352 164.3780

OR5x500-0.25_3 5 500 HPSOGO 1 0.1901 20535 27.9639 62.6610
SA 1 0.0397 3307 21.9238 3.5760
RQA-100 1 0.0114 854 11.2590 172.2380

OR5x500-0.25_4 5 500 HPSOGO 1 0.2001 22456 33.8615 56.1965
SA 1 0.0399 3932 22.8265 3.5995
RQA-100 1 0.0153 1458 9.8133 163.9920

OR5x500-0.25_5 5 500 HPSOGO 1 0.2048 22749 29.4433 61.2805
SA 1 0.0379 3619 23.5716 3.5895
RQA-100 1 0.0109 1126 9.6499 168.3920
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A.2 – Chu-Beasley benchmark

instance C N solver SR MAPE LE SD time [s]
OR5x500-0.25_6 5 500 HPSOGO 1 0.2147 24342 29.1794 52.9320

SA 1 0.0373 3559 20.7014 3.5860
RQA-100 1 0.0128 1268 9.5854 181.0770

OR5x500-0.25_7 5 500 HPSOGO 1 0.2035 20245 35.1998 50.6235
SA 1 0.0396 3396 22.9116 3.5920
RQA-100 1 0.0106 999 8.4012 169.9220

OR5x500-0.25_8 5 500 HPSOGO 1 0.2065 21192 33.9731 52.6590
SA 1 0.0413 3927 20.6289 3.5780
RQA-100 1 0.0114 1078 10.9567 159.0370

OR5x500-0.25_9 5 500 HPSOGO 1 0.1929 20578 34.9763 61.1925
SA 1 0.0398 3620 26.9147 3.5920
RQA-100 1 0.0133 1373 9.7581 151.9860

OR5x500-0.50_10 5 500 HPSOGO 1 0.0943 18718 24.3619 58.2825
SA 1 0.0228 3624 22.8695 4.9105
RQA-100 1 0.0037 698 7.8753 246.3870

OR5x500-0.50_1 5 500 HPSOGO 1 0.0915 17451 29.6742 55.8545
SA 1 0.0221 3697 23.0257 4.6005
RQA-100 1 0.0039 712 8.0312 247.6300

OR5x500-0.50_2 5 500 HPSOGO 1 0.0943 18743 25.3047 51.9705
SA 1 0.0228 3502 24.8962 4.6085
RQA-100 1 0.0039 683 7.3263 198.2870

OR5x500-0.50_3 5 500 HPSOGO 1 0.0946 16671 31.1525 51.5395
SA 1 0.0222 4021 18.9953 4.6210
RQA-100 1 0.0031 554 6.9732 231.1660

OR5x500-0.50_4 5 500 HPSOGO 1 0.0962 19475 27.8704 61.5290
SA 1 0.0238 3773 28.7573 4.6200
RQA-100 1 0.0026 472 6.1156 229.4700

OR5x500-0.50_5 5 500 HPSOGO 1 0.0960 19359 25.5096 53.5610
SA 1 0.0261 4696 21.1764 4.6155
RQA-100 1 0.0030 337 8.0433 205.6060

OR5x500-0.50_6 5 500 HPSOGO 1 0.0969 20034 24.6759 50.0180
SA 1 0.0242 4262 20.6083 4.6430
RQA-100 1 0.0026 478 6.7153 230.7250

OR5x500-0.50_7 5 500 HPSOGO 1 0.0969 19030 28.7074 49.2515
SA 1 0.0231 3689 22.1376 4.6340
RQA-100 1 0.0034 565 8.0137 224.8190

OR5x500-0.50_8 5 500 HPSOGO 1 0.0947 19012 23.9654 49.1385
SA 1 0.0244 4385 21.4075 4.7535
RQA-100 1 0.0034 521 9.2499 220.6110

OR5x500-0.50_9 5 500 HPSOGO 1 0.0948 19000 31.6606 49.2685
SA 1 0.0248 3992 23.3645 4.6070
RQA-100 1 0.0032 579 6.9771 220.1250
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A – MKP Benchmark Results

instance C N solver SR MAPE LE SD time [s]
OR5x500-0.75_10 5 500 HPSOGO 1 0.0727 19143 30.4953 48.9025

SA 1 0.0107 2353 19.5588 4.0050
RQA-100 1 0.0011 263 6.1380 220.9980

OR5x500-0.75_1 5 500 HPSOGO 1 0.0688 18341 26.5748 48.9000
SA 1 0.0117 2227 22.2070 4.0475
RQA-100 1 0.0014 345 4.8606 218.1030

OR5x500-0.75_2 5 500 HPSOGO 1 0.0699 19019 34.0746 48.8975
SA 1 0.0115 2747 20.2237 4.0330
RQA-100 1 0.0012 256 5.9632 216.1120

OR5x500-0.75_3 5 500 HPSOGO 1 0.0711 19234 27.4238 49.1380
SA 1 0.0111 2530 19.5597 4.3235
RQA-100 1 0.0013 254 6.0704 211.8480

OR5x500-0.75_4 5 500 HPSOGO 1 0.0694 18538 30.5531 48.8360
SA 1 0.0114 2689 20.0734 4.0475
RQA-100 1 0.0011 265 6.7030 218.5210

OR5x500-0.75_5 5 500 HPSOGO 1 0.0707 19396 28.3701 48.8975
SA 1 0.0109 2398 19.7829 4.0440
RQA-100 1 0.0012 307 5.2340 217.9460

OR5x500-0.75_6 5 500 HPSOGO 1 0.0717 19613 33.3697 49.1335
SA 1 0.0112 2619 21.5855 4.0060
RQA-100 1 0.0011 233 6.9699 209.6230

OR5x500-0.75_7 5 500 HPSOGO 1 0.0712 19765 27.7224 49.0875
SA 1 0.0115 2430 19.8531 4.0055
RQA-100 1 0.0013 301 5.2995 216.1530

OR5x500-0.75_8 5 500 HPSOGO 1 0.0705 19182 29.6816 49.8395
SA 1 0.0127 2977 20.2320 4.0380
RQA-100 1 0.0014 278 6.8800 206.2360

OR5x500-0.75_9 5 500 HPSOGO 1 0.0703 19787 26.2078 49.4645
SA 1 0.0119 2759 20.3187 4.0115
RQA-100 1 0.0011 239 5.4827 221.5800
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