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Summary

RNA is one of the most important molecules along with DNA and proteins for the reg-
ulation of cells’ life. Several types of RNA molecules participate in the process of gene
expression and for their role is fundamental the structure they assume. Differently from
DNA, RNA can fold into intricate structures at secondary or tertiary level. A class
of RNA of great importance is the non-coding RNAs. Knowing the structure of these
molecules leads to understand their function and how they influence the expression of
the genes. Nowadays it is not possible to exactly determinate in vivo the secondary
structures of the molecules. For this reason, several methods for their prediction have
been implemented in several tools. These methods apply different physical principles
(e.g. minimum free energy) using various algorithmic approaches. The goal of this the-
sis is the development of a tool that takes as input the secondary structures predicted
by several tools and compute the consensus between the different predictions by prun-
ing less relevant and probable interactions between molecule’s nucleotides. Cosmo, the
main program developed for this thesis, is written in C++ and with SeqAn code style
with the addition of some python auxiliary blocks. It computes a consensus structure
module for RNA secondary structures, merging the output structures of three tools of
prediction, Ipknot with six configurations and RNA fold and RNAstructure that also
integrate experimental data. The structure of the consensus consists in a graph whose
vertex are the nucleotides and the edges represent the interactions between them. The
weights of the edges, in the case of the consensus, are proportional to the number of
tools that predict the interactions. Another type of structure is the one of the base pair
probability matrix that consists of a graph where each vertex has edges connected with
all the others and the weights are the probabilities of interaction. This type of structure
is computed by RNAfold and actually is the input for the program Lara that compute
the sequence structure alignment of RNA molecules. The objective of Cosmo is to give
a lighter but not less accurate input to the sequence structure tools Lara and LocARNA
and improve the computational time of the programs that for many sequences can take
time of the order of hours. The program of Cosmo has been tested on two different se-
quence libraries, Rna Mapping Database (RMDB) that contains experimental data and
Bralibase. The tool used to validate the improvement in the alignment is LocARNA. The
obtained results show that computing the consensus structure of 50 sequences of RMDB
and 476 sequences of Bralibase, the number of edges of consensus significantly decrease
(98,3% for the first library and 96,9% for the second) in comparison with the base pair
probability matrix. This results lead, in the second experiment, to an evident decrease in
the computational time of the sequence structure alignment computed by LocARNA that
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speeds-up by 69,4%. Moreover, the quality of further sequence structure alignments has
been evaluated demonstrating that after Cosmo’s aggregation and pruning the quality of
the alignment is preserved. Consequently, it is possible to assert that giving a lighter in-
put for the sequence structure alignment, there is an evident speed-up in the computation
of sequence structure alignment without impacting the quality of the results.
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Chapter 1

Introduction

Ribonucleic acid (also known as RNA) is one of the three major biological macromolecules
that are essential for all known forms of life along with DNA and proteins [1].
RNA usually is classified into the three major types that contribute to convert DNA
code into proteins, that are messenger RNA (mRNA), transfer RNA (tRNA), ribosomal
RNA (rRNA). Scientists found that RNA plays a central role in protein synthesis and
that this aim is achieved by the presence of other varieties of RNAs, called noncoding
RNAs (ncRNAs). Their name refers to the fact that they do not actively encode proteins
but are anyway fundamental for their production. Among noncoding RNAs there are
small regulatory RNAs (sRNAs) which are involved in many complex regulatory roles
in cells and they are divided in subcategories according to their specific function (e.g.
miRNA, siRNA) [2]. DNA is a molecule that carries the genetic instructions used in
the growth, development, functioning and reproduction of all known living organisms
and many viruses [3]. Through the process of gene expression from DNA, proteins and
functional RNA are produced. The flow of genetic information in a biological system,
from DNA to RNA to proteins, is explained in the central dogma of molecular biology,
extended for the presence of noncoding RNAs as post-transcriptional regulation factors
(Figure 1.1).

The action of ncRNAs influences the gene expression modifying the production of
proteins [5]. Among ncRNAs, there are small nuclear RNAs (snRNAs, which are in-
volved in splicing pre-mRNA to give rise to mature mRNA), microRNAs (miRNAs) and
small interfering RNA (siRNAs) which inhibit gene expression by repressing translation.
MiRNAs and siRNAs are incorporated into a complex called RISC (RNA-induced silenc-
ing complex) that inhibits the transcription of an mRNA molecule that has a sequence
complementary to its RNA component. For these molecules the structure is fundamental
to perform their function.
Bioinformatics starts since biological data about RNA, DNA, proteins, gene expression
are produced at a phenomenal rate and computers have become indispensable to biologi-
cal research. It consists in the application of computational techniques to understand and
organize biological data. The aim is to allows researchers to access existing information
and develop tools and resources that aid in the analysis of data to interpret the results
in a biologically meaningful manner.
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1 – Introduction

Figure 1.1: Gene expression according to the central dogma of molecular biology. The
linear view of gene expression, in which DNA is transcribed by RNA polymerases to
mRNA, then translated by the ribosome and tRNAs into proteins is extended by the ad-
dition of post-transcriptional regulation via miRNAs and RNA binding proteins (RBPs)
[4]

Figure 1.2: Venn Diagram that explains the interdisciplinarity of bioinformatics: com-
puter science for tools development, statistics for data analysis, biology as subject.[6]

The data bioinformatic deals with are DNA, RNA or protein sequences, macromolec-
ular structures and the results of functional genomics experiments [7]. The sequences are
strings of an alphabet of four base letters for DNA (A, C, G, T) and RNA (A, C, G, U),
the nitrogenous bases, and an alphabet of twenty letters correspondent to amino acids for
proteins. Furthermore, other information included are the molecules structures closely
related to their function. If DNA molecule consists of two strands coiled around each
other to form a double helix, for RNA and proteins there is a big variety of structures
they can assume at different levels as secondary or tertiary structures (Figure 1.3).

RNA folds into intricate structures that enable its pivotal roles in biology, ranging
from regulation of gene expression to ligand sensing and enzymatic functions. Knowledge
of in vivo RNA structures can reveal working mechanism of RNAs in cells, facilitates
the controlled manipulation of gene expression and help in the development of molecular
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1.1 – RNA molecule and gene expression

Figure 1.3: (a) DNA is typically double stranded, whereas RNA is typically single
stranded. (b) Although it is single stranded, RNA can fold upon itself, with the folds
stabilized by short areas of complementary base pairing within the molecule, forming a
three-dimensional [8]

tools for bio and nanotechnological application [9]. Since experimental structure determi-
nation is time-consuming and expensive, resources for computational prediction of RNA
structure have become indispensable.

1.1 RNA molecule and gene expression

RNA is a polymeric molecule involved in various biological roles: coding, decoding, reg-
ulation, and expression of genes. Functional RNA molecules (tRNAs, ribosomal RNAs,
etc.), usually have characteristic spatial structures and therefore also characteristic sec-
ondary structures, that are prerequisites for their function. Consequently, secondary
structures are highly conserved in evolution for many classes of RNA molecules [10]. At
its most basic level, the structure of RNA consists of sequence of nucleotides, the basic
units. Each nucleotide in RNA contains a ribose sugar, with carbons numbered from 1’
to 5’, a nitrogenous base that is attached to the 1’ carbon position, adenine (A), cytosine
(C), guanine (G), or uracil (U) and a phosphate group that have a negative charge, mak-
ing RNA a charged molecule (polyanion). The nucleotides are linked to one another in
a chain by chemical bonds, called ester bonds, between the sugar base of one nucleotide
and the phosphate group of the adjacent nucleotide forming a sugar-phosphate backbone
that defines directionality of the molecule [11] (Figure 1.4).

RNA molecules are synthesized in the process of gene expression that include the
transcription, RNA splicing, translation, and post-translational modification of proteins
(Figure 1.5). The transcription consists of the production of the RNA copy of the DNA.
This process is performed in the nucleus by RNA polymerase, which separates the two
DNA strands and adds RNA nucleotides complementary to one of the DNA strands. Each
RNA base is complementary to the respective DNA one, ‘A’ with ‘U’ and ‘C’ with ‘G’. In
this way, the RNA strand will be complementary to the template DNA strand which is
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1 – Introduction

Figure 1.4: The structural framework of RNA molecule. The nitrogenous bases are from
the up uracil, cytosine, adenine, uracil, guanine. [12]

complementary to the coding strand. Therefore the RNA will be equal to the DNA coding
strand with the exception that the thymine is uracil in RNA. In eukaryotes there are
three different type of RNA polymerase responsible for the transcription of the different
RNAs, mRNA, tRNA, rRNA and non-coding RNA, these transcripts will be modified by
post-processes actuated by enzymes actions. A very important modification of eukaryotic
pre-mRNA is RNA splicing. The pre-mRNAs consist of alternating segments called exons
and introns. During the process of splicing, an RNA-protein catalytical complex known as
spliceosome catalyzes the removal of introns and then splice adjacent exons together. In
certain cases, some introns or exons can be either removed or retained in mature mRNA.
This so-called alternative splicing creates series of different transcripts originating from a
single gene. These transcripts can be translated into different proteins, known as isoform
proteins. For some RNA (e.g. non-coding RNA) the mature RNA is the final gene
product [13]. In the case of mRNA the RNA is an information carrier coding for the
synthesis of one or more proteins in a process called translation. The coding region of the
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1.2 – RNA secondary structure

mRNA carries information for protein synthesis. Each triplet of nucleotides of the coding
region is called codon and can bind the complementary anticodon triplet in tRNA. For
each anticodon, tRNAs carry the correspondent amino acid.

Figure 1.5: Illustration of the processes of gene expression [14].

Amino acids are then chained together by the ribosome according to the order of
triplets in the coding region. The ribosome helps tRNA to bind to mRNA and takes the
amino acid from each tRNA to form an amino acid chain [15][16].

Each mRNA molecule is translated into many protein molecules. Each protein exists
as an unfolded polypeptide when translated from a sequence of mRNA. Amino acids
interact with each other to produce a three-dimensional structure, the folded protein
known as the native state. The resulting three-dimensional structure is determined by
the amino acid sequence (Anfinsen’s dogma)[17].

1.2 RNA secondary structure

The single-stranded nature of RNA provides the plasticity needed for it to fold into diverse
secondary and tertiary structures that govern its functional roles. The first level of RNA
structure is the sequence of nitrogenous bases of molecule’s nucleotides. Then, base
pairing between nucleotides in the same molecule create a second level of structure. The
canonical bounds are A-U/U-A/C-G/G-C which correspond to energetically favorable
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1 – Introduction

pairings of a pyrimidine with a purine, Watson-Crick base paring. Other that occur less
frequently are the wobble pairs G-U/U-G [18].

Figure 1.6: An RNA stem-loop secondary structure.

Figure 1.7: An RNA pseudoknot structure [19].

RNA molecules can fold at the second level in different ways, as shown in the pictures
Figure 1.6 and Figure 1.7. The simplest one is the pseuoknot-free, for example in the
Figure 1.6 there is a stem and an hairpin loop. The stem is a region where the base
pairs are stacked directly to each other without any unpaired bases in between, the loop
is defined by its closing base pair and all the bases between it are not paired. The RNA
structure with pseudoknot contains at least two stem-loop structures in which half of one
stem is intercalated between the two halves of another stem, as shown in Figure 1.7. The
RNA structure pseudoknot-free can also contain other substructure (Figure 1.8) as bulge
loop, loop with unpaired bases on one side (left or right) of a closing base pair, interior
loop, with unpaired bases on both side, multiloop, where some base pairs bound other
substructures [20].

1.3 RNA molecule’s analysis

The introduction of high-throughput next-generation sequencing (NGS) technologies rev-
olutionized transcriptomics, the study of transcriptomes. Starting from RNA-seq protocol
is possible to study levels of gene expression end extract data of sequencing that are used
in ulterior analysis.

A typical RNA-Seq experiment (Figure 1.9) consists of isolating RNA, converting
it to complementary DNA (cDNA), preparing the sequencing library, and sequencing
it on an NGS platform. To isolate different species of RNA three specific protocols
can be used. Poly-A selection selects for RNA species with poly-A tail, targeted using
poly-T oligos, and enriches for mRNA, ribo-depletion removes ribosomal RNA using
commercially available kits and enriches for mRNA, pre-mRNA, and ncRNA and finally
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1.3 – RNA molecule’s analysis

Figure 1.8: Substructures typical of an RNA secondary structure without pseudoknots
[21].

size selection selects small RNA species using size fractionation by gel electrophoresis,
essentially for miRNA sequencing.

An important method of RNA analysis that uses sequencing data, is the sequence
alignment performed for understanding the structures, functions, and evolutionary histo-
ries of linear RNA and for finding homologs in sequence databases. Alignment is also used
for DNA and proteins. The alignment is usually used to compare similar sequences and
considers base per base, the similarity of the sequences classifying the events as match,
mismatch, gap for insertion and gap for delection (Figure 1.10). It can take also informa-
tion about the secondary structure of the molecules since sequences evolve more rapidly
that the structures. For this reason, RNA secondary structure becomes indispensable
for RNA analysis. Several tools have been implemented to predict it and protocols have
been developed to extract information about in vivo nucleotides state.

21



1 – Introduction

Figure 1.9: Overview of RNA-Seq. First, RNA is extracted from the biological material of
choice (e.g., cells, tissues). Second, subsets of RNA molecules are isolated using a specific
protocol, such as the poly-A selection protocol to enrich for polyadenylated transcripts
or a ribo-depletion protocol to remove ribosomal RNAs. Next, the RNA is converted
to complementary DNA (cDNA) by reverse transcription and sequencing adaptors are
ligated to the ends of the cDNA fragments. Following amplification by PCR, the RNA-
Seq library is ready for sequencing [22]
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1.3 – RNA molecule’s analysis

Figure 1.10: Example of biological events in the alignment. There are two sequences, a
query and a subject. The differences between the bases at a same position are mismatch
if the base change, insertion if the second sequence miss the base, deletion if the second
sequence has a base more [23].
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Chapter 2

Background

To exert their effects, RNAs assume several secondary and tertiary structures that can
be studied independently, at different levels. To predict the secondary structure, numer-
ous tools have been developed using different computational methods as well as different
physical principles. The first structure prediction method was the Nussinov algorithm
that enables the computation of the structure with the maximal number of base pairs for
a given RNA sequence [24]. A more accurate type of structure prediction to obtain an
‘optimal’ structure is the criterion of the minimum free energy (MFE), since the MFE
structure is not only often the most stable, but also the most probable in thermodynamic
equilibrium; the energy refers to substructures energy contributions. The number of pos-
sible secondary structures a specific RNA can adopt grows exponentially with its sequence
length [25] and it is difficult to enumerate all of them to assign stability scores and select
the best candidate. The problem is solved efficiently by a technique called dynamic pro-
gramming (DP), which recursively builds the optimal solution from solutions of smaller
sub-problems. This is possible, since for pseudo-knot free structures each base pair di-
vides the structure into two independent parts, inside and outside of the base pair [26].
The first dynamic programming algorithm to compute the MFE structure of an RNA,
was published in 1981 by Zuker and Stiegler [27], about a decade after the first attempts
to predict secondary structures using experimentally determined loop energy contribu-
tions. Another algorithm is the McCaskill one that enables the efficient computation of
RNA structure probabilities as well as probabilities that a certain base pair is formed.
Furthermore, the probabilities of unpaired bases for subsequences reflect the accessibility
of RNA parts for other interactions [28]. An alternative method is the prediction of a
structure with the highest sum of pairing probabilities, called the maximum expected ac-
curacy (MEA) structure. It uses base pair probabilities and unpaired probabilities (e.g.
computed via the McCaskill algorithm) to find the structure that is ‘maximally accurate’
in its structural elements. This approach generally maximize expected base pair accuracy
as a function of base pair probabilities calculated using a partition function method [29].
Furthermore, thanks to high-throughput technologies based on enzyme cleavage or chem-
ical modification of nucleotides, experimental data can be integrated in the prediction
of RNA secondary structure. Structural states of nucleotides can be detected for the
stops they cause during reverse transcription. Different protocols can be used to probe
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2 – Background

Figure 2.1: Main methods used for RNA secondary structure prediction.

RNA structures: parallel analysis of RNA structure (PARS) utilizes RNase V1 and nucle-
ase S1 simultaneously, DMS-seq or Structure-seq uses dimethyl sulfate (DMS) to modify
adenines and cytosines in single-stranded status, SHAPE protocol uses NAI-N3 to modify
the backbone of all four nucleotides in single-stranded states [30]. Since these data only
reveal the structural state of nucleotides (reactivity), to reveal the pairing relationships
between nucleotides need to be incorporated in the proper folding algorithm. In fact,
the reactivity only reveals if a nucleotide is pair on not but fails in the definition of the
pairing and consequently in the definition of the secondary structure. Some prediction
methods consider this data as a pseudo free energy parameter and use it as a constraint.

2.1 RNA secondary structure prediction tools

Many prediction methods for RNA secondary structure have been developed by efficient
algorithms implemented in several tools. They take as input RNA sequences and give as
output RNA secondary structures in different file formats. Generally the input file of a
tool for RNA structure prediction is a FASTA file. It is a text-based format that can be
used for nucleotide sequences or peptide sequences. The FASTA format starts with the
name of the sequence preceded by the symbol ‘>’ and at the next line the sequence of
nucleotide bases. Some tools take as input a FASTA file that contains a list of sequences
while others take only a sequence for file. The output file of the tools can be in different
formats. Obviously, all these formats represent RNA secondary structures but in different
ways. One format is the dot bracket notation (.dbn) (Figure 2.2). It contains a row for
the name of the sequence preceded by ‘>’, a row for the nucleotides sequence, a row for
the secondary structure. As secondary structure, for each base there is a symbol that can
be a dot, for unpaired nucleotides, a bracket ‘(’ or ‘)’ for the paired ones. If the bracket
is open the nucleotide will be paired with one of which bracket is close. The last open
bracket will be paired with the first close, the penultimate open with the second close
and so on. It can include other type of bracket ‘[’ , ‘]’ for the pseudoknot level. Another
format that has the information about RNA secondary structure is the connectivity table
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Figure 2.2: Example of ‘.dbn’ file. First row name of the sequence ‘example’, second row
sequence, third row secondary structure and correspondent free energy. On the right the
folded molecule obtained with RNAfold.

(.ct) format (Figure 2.3). It contains at the first row the number of nucleotides, the
sequence name and additional parameters as the free energy of the structure, then a row
for each nucleotide. Each row of the nucleotide is composed by the index n of the base,
the base (A,C,G,U), the index n−1, the index n+1, the number of the base with which n
is paired (no pair is 0). To integrate experimental data, these must be included in a .dat

Figure 2.3: Example of ‘.ct’ file for the same molecule of the Figure 2.2.

format. This type of format consists of one row for each nucleotide and each row consist
of the index of the nucleotide and the corresponding reactivity. In the next paragraphs
the description of the list of the tools for structure prediction used for the consensus
structure module and RNAex that also integrates experimental data.

2.1.1 RNAfold (Vienna RNA package)

Vienna RNA package is a set of algorithms for analysis of RNA sequence-structure and
contains in addition several scripts and utilities for plotting and input-output processing.
The source code for the package is freely available and there are compiled binaries for
Linux, macOS and Windows platforms. The tools provided are also available as web
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interface. RNAfold is a program of Vienna Package that computes RNA secondary
structures. It reads RNA sequences, calculates their minimum free energy structure and
prints the MFE structure and its free energy. If an option is set it also computes the
partition function using McCaskill algorithm and the base pairing probability matrix,
associating for each base the probability to be paired with the others [32].

Figure 2.4: Example of a base pairing probability matrix (same molecule of Figure 2.2).
The area of the squares is proportional to the probability of the nucleotide i on the
horizonal axis to be paired with nucleotide j on the vertical axis.

RNA fold requires as input a FASTA file and gives as output a ‘.dbn’ file format.
Furthermore it allows to give as input structure constraints in .dat format in order to
predict a structure enhanced by experimental data.

2.1.2 IPknot

IPknot predicts RNA secondary structures with pseudoknots with a method based on
maximizing expected accuracy of a predicted structure, by using integer programming
with threshold cut. The tool decomposes a pseudoknotted structure into a set of pseudoknot-
free substructures and approximates a base-pairing probability distribution that considers
pseudoknots, leading to the capability of modeling a wide class of pseudoknots. The ob-
jective is to find a secondary structure that maximizes the expectation of the gain func-
tion under a given probability distribution over the space of pseudoknotted secondary
structures. The maximization of the gain function is equivalent to the maximization of
the weighted sum of the base-pairing probabilities. Consequently, the base pairs whose
pairing probabilities are at most a threshold are not considered, this is the threshold
cut. Maximization of the gain function is solved by using the IP problem in which some
constraints are set: each base can be paired with at most one base, another disallows
pseudoknots within the same level and the final one ensures that each base pair of a
level is pseudoknotted to at least one base pair at every lower level. Applying these
constraints to a mcCaskill algorithm Ipknot predicts a secondary structure based on a
refined base pair probability matrix. IPknot has several parameters that users should
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Figure 2.5: A diagram of the iterative refinement algorithm for the base-pairing proba-
bility matrix. A constraint on secondary structure for each level is denoted by a variant
of the dot-parenthesis format: a matching parenthesis ‘()’ denotes an allowed base pair,
a character ‘x’ indicates an unpaired base, and a dot ‘.’ is used for an unconstrained base.

select, including the weights for true positive base pairs at the levels, the number of
decomposed levels of pseudoknots, and the number of iterations of the iterative refine-
ment algorithm [31]. It takes as input a FASTA file and allow to choose three levels of
prediction: pseudoknot-free, nested-pseudoknot, pseudoknotted with nested pseudoknot.
Then, three possible energy models are available: McCaskill that gives the minimum
energy structure, CONTRAfold that calculates the maximum expected accuracy and
NUPACK based on dynamic programming.

2.1.3 RNAstructure

RNAstructure is a software package for RNA secondary structure prediction and anal-
ysis. It is publicly available with a user-friendly interface for Microsoft Windows and
the package is coded in C++. This includes several algorithms for secondary structure
prediction, prediction of base pair probabilities, bimolecular structure prediction, and
prediction of a structure common to two sequences. The algorithms for structure predic-
tion include free energy minimization (Fold) and maximum expected accuracy structure
prediction (MaxExpect). These use nearest neighbor parameters to predict the stabil-
ity of secondary structures; the parameters include both free energy and enthalpy [33].
RNAstructure requires as input a FASTA file or a SEQ file. The latter consists of at
least a line for comments, a title with the sequence name and a line for the sequence.
Nucleotide sequences can contain U or T interchangeably. That are interpreted accord-
ing to the context of the desired operation (i.e. as U in RNA calculations or as T in
DNA calculations). Spaces in the sequence are ignored. Sequences are case-sensitive and
lowercase letters indicate a base that should be forced single-stranded (unpaired) in the
predicted structure. "XXXX" can be used in the sequence to indicate that some bases
have been left out of the prediction. It accepts file with SHAPE reactivity with any
extension but with the file interface of a .dat format, previously explained. The output
file will be in ‘.ct’ format that contains secondary structure information for a sequence.
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2.1.4 RNAex

RNAex is a web interface that predict RNA secondary structures enhanced by in vivo
and in vitro data for both known and novel RNA transcripts in human, mouse, yeast
and Arabidopsis. It provides four prediction methods, restrained MaxExpect, SeqFold,
RNAstructure (Fold) and RNAfold that can be selected by the user. The first uses
a posterior probabilistic model to transform various types of probing data into pairing
probabilities and predict RNA secondary structure with the maximum expected accuracy
(MEA) algorithm. SeqFold selects the structure centroid with minimal distance to the
PARS data. RNAstructure and RNAfold allow to incorporate probing data restraints and
convert them into pseudo energy contributions. Four major steps are required to process
the raw probing data and predict the data-enhanced RNA secondary structure. The first
is to align the reads on the genome reference, the second is to calculate the reverse tran-
scriptase termination (RT stop) read counts because enzyme cleavage truncates the RNA
transcripts and chemical modification halts reverse transcription before the modification
sites. The third step consists of extracting structural reactivity from RT stops. Finally
it needs to incorporate the experimental restraints into the final structure prediction.
The structural reactivity derived from the third step needs to be transformed into the
proper inputs (e.g. probabilities based on a statistical model) for a given structure-folding
algorithm [34].

To use experimental data to enhance structure prediction, proper dataset generated
by high-throughput sequencing must be chosen before submission. The structure can be
predicted by providing the transcript ID or its genomic locations. When the transcript is
given, RNAex extracts the sequence and structure-probing data, processes the structure-
probing datasets selected by the user. The software predicts the data-enhanced RNA
secondary structures using the selected folding method then it visualizes the predicted
structures, the processed structure probing data and the post transcriptional regulation
and mutation information. RNAex only proceeds to fold the data-enhanced structure for
transcripts that have been mapped with sufficient probing data, otherwise it will proceed
with the structure prediction without experimental data.

The user can set also parameters for all the four methods like percentage of nucleotides
with sufficient probing reads, minimum number of reads to define sufficiency for a nu-
cleotide and finally it is also possible choose to compare with structure prediction without
data. Additionally, specific parameters for each folding method can be modified.

2.2 RNA Mapping Database

Chemical mapping is a broadly utilized technique for probing the structure and function
of RNAs. RNA Mapping Database is a central location for chemical mapping data. The
available database contains files in RNA Data (RDAT) text format. Each file name is
given as an RMBD ID that consists of three groups of alphanumeric characters sepa-
rated by underscores: the first group has 6 characters that describe the probed RNA,
the second of length 3 that describe the probe used, and the third is a four digits nu-
meric identifier. For example,TRP4P6_SHP_0003 is an ID for the Tetrahymena group
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1 intron P4P6 domain, probed using 2’OH acylation (SHAPE) chemistry. The file con-
tent consists of three main sections, which are the general section, the construct section,
and the data section (Figure 2.7). The general section contains information about the
RDAT specification version used and serves as the root of the document. The construct
section describes the specific RNA molecule that was probed in the experiment and lists
information about the construct, such as nucleotide sequence, secondary structure, so-
lution conditions as annotations and additional comments. The mapping data for each
construct is then encapsulated in data sections, with two required lines as ‘annotation
data’ (e.g., the type of probes used, the ion concentrations) and ‘reactivity’, for each
lane capillary of an electrophoresis experiments or for each sequence position in a deep
sequencing experiment.

Figure 2.6: Example of rdat file [35].

The database includes experiments using base methylation by dimethyl sulfate (DMS),
base adduct formation by 1-cyclohexyl-(2-morpholinoethyl) carbodiimide metho-p-toluene
sulfonate (CMCT), selective 2’ hydroxyl acylation with primer extension (SHAPE). The
classical method to read out RNA structure probing data is gel electrophoresis (PAGE).
RNA modifications induced by the different probes are detected by reverse transcription
(RT) using a radio or fluorescently labeled primer; labeled cDNAs accumulate as a result
of the RT stops caused by the modified molecules and are fractionated by PAGE. Cap-
illary electrophoresis (CE) instead improves the output extending the analysis from 150
nucleotides of PAGE to approximately 500 nucleotides.

If the specificity of DMS and CMCT probes is for certain bases the SHAPE one is for
all nucleotides. The reactivity derives from selective 2’-hydroxyl acylation (Figure 2.8 A),
covalent SHAPE molecule modifications are detected by reverse transcriptase-mediated
primer extension [37]. DNA synthesis by reverse transcriptase stops one nucleotide prior
to the position of a modified one. The length of each cDNA reports the site of a SHAPE
modification in the original RNA. Subtraction of the intensity of modified RNA peaks
from intensities of no-reagent control peaks yields a reactivity profile [Figure 2.8 D].
Nucleotides constrained by base-pairing and tertiary interactions have low SHAPE reac-
tivities whereas single-stranded and unconstrained nucleotides have higher reactivities.
High-throughput SHAPE can be performed using fluorescently labeled primers and cap-
illary electrophoresis using a commercial DNA sequencing instrument and analyzed using
custom software.
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Figure 2.7: Probes used for detecting nucleotides state [36].

The reactivity data are then modified to be used as constraints for secondary structure
prediction. Reactivity can be considered as a pseudo free energy term using the formula:

∆G(i) = m ln(SHAPE reactivity(i) + 1) + b (2.1)

This model has two free parameters, the intercept b and slope m. The intercept is negative
(-0.8 kcal/mol) and represents a favorable free energy increment for pairing nucleotides
at which the SHAPE reactivity is low. The slope is positive (2.6 kcal/mol) and penalizes
base pairing at nucleotides with high SHAPE reactivities [39].

2.3 SeqAn

SeqAn is a C++ library of efficient data types and algorithms for sequence analysis in
computational biology [40]. SeqAn has a generic programming design that guarantees an
easy integration with other libraries. This design is based on four design principles. The
first is the generic programming that allow to have high performance algorithms in the
C++ standard library; it consists of exchangeable template types: classes and algorithms
are written only once but can be applied to different data types. The second feature
of SeqAn is to use global functions instead of member functions, functions members of
a class, to access objects. Global functions can be added to a program at any time
and without changing the existing code. Algorithms that access objects only via global
functions can therefore be applied to a great variety of types, including built-in types and
external classes. The third characteristic is the use of type traits. An algorithm on strings
may need to know which type of characters are stored in the string, or what kind of iterator
can be used for it: this is the purpose of traits. Trait classes are implemented as class
templates that don’t depend on a datatype. New traits and new specializations of already
existing traits can be added without changing other parts of the library. Finally, the
hierarchical structure called ‘template argument subclassing’ which means that different
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Figure 2.8: Fig. 14 (A) RNA is selectively modified (red dots) at flexible nucleotides in
an RNA. (B) Positions of adduct formation are detected by primer extension. (C) Primer
extension products from the experimental, no-reagent control, and sequencing markers
are resolved by capillary electrophoresis. (D) Electropherograms are computationally
deconvoluted to yield normalized SHAPE reactivities [38].

specializations of a given class template are specified by template arguments. As contents,
SeqAn covers all areas of sequence analysis. Starting from manipulation of sequences,
it contains different algorithms for pairwise and multiple sequence alignment, indexing
data structure, graph type implementation, including directed graphs, undirected graphs,
trees, alignment graphs. SeqAn also supports several file formats that are common in the
field of bioinformatics, e.g., FASTA [41].

2.4 RNA sequence-structure alignment

RNA sequences can be aligned based on sequence similarity (i.e., primary structure)
but the ability to produce good alignments in this way decreases rapidly as sequence
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conservation decreases. Additional criteria can be used, for example patterns of secondary
structure or constraints imposed by the 3D architecture. Elements of the secondary
structure that are shared by aligned molecules can serve as landmarks for alignment even
in the absence of conserved sequences and can allow the alignment of more distantly
related sequences, because the secondary structure evolves more slowly then the primary
sequence. As a consequence alignment of distantly related RNA sequences typically
require consideration of both sequence and secondary structure (Figure 2.9). Two tools of
interest that perform the sequnce-structure alignment are Lara and LocARNA, described
in the following sections.

Figure 2.9: Example of RNA sequence-structure alignment of four sequences that share
the secondary structure in the first row. [47]

2.4.1 Lara

Lara, lagrangian relaxation alignment, is a SeqAn program that compute RNA sequence
structure alignment by using lagrangian relaxation. In Lara the nucleotides of the input
sequences are converted into vertices of a graph, then weighted edges between the vertices
are added and that represent either structural information or possible alignments of pairs
of nucleotides. A modifyed version of Needleman-Wunsch is used as core of the program.
Based on the graph model, an integer linear programming formulation is developed.
The solutions are obtained by using an algorithmic approach employing methods from
combinatorial optimization. The optimization consists of maximizing the edges weights
by using an objective function which takes constraints into account [42].

2.4.2 LocARNA

LocARNA is a tool for multiple sequence alignment, one of the fastest and most accurate.
It performs alignment and folding simultaneously. Pairwise alignments are computed us-
ing dynamic programming. Multiple alignments are built from pairwise alignments with
a progressive alignment strategy. The folding algorithm, if no structure constraints are
given, is based on the RNA free energy model. The input for LocARNA is a set of
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Figure 2.10: Comparison between sequence alignment computed by the CLUSTALW
program on the left and sequence-structure alignment computed by LARA on the right.

sequences in the FASTA format that can be enriched with structure information (Fig-
ure 2.11).

Figure 2.11: (a) Alignment computed by LocARNA, plot generated using RNAALIFOLD.
The colour annotation shows the conservation of base pairs (b) 2D plot of consensus
secondary structure with the same colour scheme [43].
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Chapter 3

Method

Cosmo, COnsensus Structue MOdule, is a consensus structure module and integrates
structure prediction tools that use different prediction methods for generating a mask of
the interactions selected by prediction algorithms. This mask is useful for reducing the
number of nucleotide interactions evaluated during the sequence-structure alignment of
RNA sequences. The Consensus Structure Module firstly computes the RNA secondary
structure prediction running Ipknot, RNAfold and RNAstructure. In Cosmo there are
used several configurations for each tools including the ones which integrate experimental
data for RNAfold and RNAstructure. Cosmo calculates the consensus of the structures
obtained looking for the common base pairs among them. If all the structures have
the same base-pair this will have a major weight in the consensus module, otherwise a
minor one. The code is composed by a python script that compute the input file for
the main program written in C++ programming language. Cosmo is implemented using
some SeqAn functions and adopting the language style. An objective of the consensus
structure is to give a lighter input to tools that compute the sequence structure alignment
of RNA sequences. The input of Lara and LocARNA is the base pair probability matrix
computed by the RNAfold tool.

Since this method associates for each nucleotide the probability to be paired with the
others in the graph structure it corresponds for n nucleotide to an nxn number of edges.
Cosmo application reduces the number of edges by selecting the ones that the structure
pediction tools give as output and giving them a weight proportional to the consensus.

3.1 SeqAn structures

For the consensus structure module, the SeqAn data-structures have been used because
of their enanched functionality. Firstly, the sequence and all the related information are
stored in RnaStructContents (Figure 3.2). This is a structure that contains a header and
all records for an RNA structure file. The records consist of the string of the sequence
name, an RNA alphabet string for the sequence (e.g. ACCGGCU). There is also the
storage of the sequence length corresponding to the number of nucleobases and the offset
that indicates where the sequence starts. There are two string sets one for reactivities and
one for reactivity errors to store experimental data. The record also includes the vector

37



3 – Method

Figure 3.1: Diagram scheme of Cosmo. The input structures are given by running Ipknot,
RNAfold and RNAstructure; the last two integrate experimental data of the RMDB. Then
the consensus structure will be the input for sequence structure alignment performed by
Lara.

of fixed graphs for the secondary structures, the vector of base pair probability graphs,
a string for a related comment. A fundamental structure used for Cosmo is the graph of

Figure 3.2: Illustration of the hierarchical organization of the RNA SeqAn structure.

the RNA record. The graph for definition is an ordered pair of a set of vertices and a set
of edges. In RNA graph the vertices are nucleotides and the interaction of the secondary
structure between them are represented by weighted edges where the weight can be for
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example the probability of a nucleotide to be paired with the other (Figure 3.3). The
fixed graphs used for Cosmo are undirected, without edges directionality, and belong to
the class RnaStructureGraph. The other type of graph that is used in an RNA record is
the graph correspondent to the base pair probability matrix computed by RNAfold. In
this case the graph is still undirected but from each nucleotide there are more then one
edge and there is not the definition of a fixed structure (Figure 3.4).

Figure 3.3: Example of fixed graph with three interaction edges whose weights are the
probability of one nucleotide to be paired with the connected one.

Figure 3.4: Example of graph of the base pair probability matrix. Multiple edges for the
second and the fourth nucleotide. The weights are the probabilities of the base pair.

3.2 Prediction of secondary structure
To obtain the input file of Cosmo application, a python script runs Ipknot, RNAstruc-
ture and RNAfold. These tools take a FASTA file as input and compute the secondary
structures of the input file sequences. For Ipknot and RNAfold a FASTA with multiple
sequence is given as input instead for RNAstructure it is necessary to have a single se-
quence FASTA and to run the tool a number of times equal to the number of sequences.
The output files for Ipknot and for RNAfold are in dot bracket notation; RNAstructure
gives the output files in the connect format, one output file for sequence. Through a C++
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program that combine three SeqAn functions, files in connect format are converted in dot
bracket notation and resulting in a unique ‘.dbn’ file. This program loads each input file
in a structure RnaStructContents, then an output file with the ‘dbn’ extension is written
with a SeqAn function that depending on the extension of the output file writes in the
desired format. Finally all the dbn of the three tools are merged together with another
python script. The resulting file will be the input for Cosmo application and will contain
all the secondary structures in dot bracket notation. The fixed-structure generation using
three tools and the file adaptation flow is represented in Figure 3.5.

Figure 3.5: Input and output file formats of Ipknot, RNAfold, RNAstructure. The final
‘.dbn’ are merged in the file that will be the input for Cosmo application.

3.3 Cosmo application
Cosmo application is developed to compute the consensus from several RNA secondary
structures and to reduce the edges of a base pair probability graph. It takes multiple
inputs from a command line that are:

• the name of the input file obtained with the python scripts,

• the name of the output file,

• the parameter used during the RNAfold execution to select the minimum energy to
be considered,

• the weight of the first edge in the construction of the consensus graph,

• the weight to add to the edge in case of consensus,
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• the time limit,

• the number of threads forced,

• the number of threads detected,

• the level of verbose.

In Cosmo application there are three possible levels of verbose in order to have different
levels of the steps description, starting from the one that is the most general to the
level three that is the most accurate. All these options are contained in the header file
‘option.h’ included in the main. The main includes also other header files that are data-
types.h which contains the variable and structures definition of rna cosmo application,
rna_cosmo_io.h that contains the function to read the input file, ‘vienna_rna.h’ contains
functions to manage ViennaRNA objects. It consists of the declarations of the functions
to compute the base pair probability matrix by using ViennaRNA and to build the
corresponding graph where the edges weights are the probabilities. The first step of the
program is the creation of an RnaStructContent where all the structures of the input file
are ordered as fixed graphs of the correspondent sequence. When an RNA structure file
is read there is a record for each sequence and the correspondent fixed graph. Through a
function the fixed graphs of the same sequence are appended as fixed graphs of the same
record and the number of records is reduced (Figure 3.6). This function is contained in the
header file rna_cosmo_io.h. Then the base pair probability matrix for all the sequences is
computed by using RNAfold, using a function defined in vienna-rna.h and another graph
is generated. Each base pair probability graph is added to the correspondent record.

Figure 3.6: For each sequence, the function readMultiStructRnaInputFile, collapse all
the fixed graphs correspondent to the output structures of the different tools (Ipknot,
RNAfold, RNAstructure) in a unique record.

Then, all the graph obtained with Ipknot, RNAstructure, RNAfold contained in the
records are processed in order to compute the consensus graph. The development of the
next part of the code is illustrated in the flow charts, Figure 3.7. By scoring on all the
graphs of a sequence, the first input graph is copied in a new one that will become the
consensus graph. The initial weight of the edges of the consensus graph is equal to the
parameter set as option, the default value is ‘1’; by using an edge iterator for undirected
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graph the weight of the edges is assigned. For the other graphs of the record the consensus
one will be updated. This subprocess consists on scoring all the edges of the graphs if an
edge already exists, its weight in the consensus is incremented by a number equal to the
parameter set as option, default value ‘0.5’. If the edge doesn’t exist in the consensus, it
is created with the weight of initialization. In this way, the consensus graph has edges
with a weight proportional to the number of graphs that have them. The consensus is
obtained and then probabilities are added to the current weights.
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Figure 3.7: Flow chart of cosmo application. The subprocess ‘update the consensus
graph’ is shown in Figure 3.8.
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Figure 3.8: Flow chart of the subprocess ‘update the consensus graph’, block of the flow
chart of Figure 3.7.

3.4 Bpp matrix pruning using the consensus structure
The consensus structure is used to filter the structure of the base pair probability matrix
(bpp matrix) with a python script. Firstly, for the consensus graph, a file with all the
adjacency lists of the sequences is obtained. The base pair probability matrices computed
by the RNAfold tool are in ‘PostScript’ format (.ps); each file has the name of the sequence
and it consists in a header and the pairs of nucleotides with the respective probabilities.
Reading the sequence name from the adjacency lists, the correspondent ‘.ps’ file of the
sequence is open and the header is copied in a new ‘.ps’ file. Only the pairs of the
adjacency list will be maintained in the new .ps file with the respective probability. In
the flow chart of Figure 3.9 the illustration of the main steps computed for each sequence.
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Figure 3.9: Flow chart of the filtering of the bpp matrix in the ‘.ps’ format. This flow is
repeted for each sequence.
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Results

The results obtained for this work take as input RNA sequences from RNA mapping
database (RMDB) and from Bralibase that contains classes of RNA families. Bralibase
is a benchmark alignment database [44] is used to evaluate the performance of alignment
tools as well as Lara and LocARNA. The first step in order to obtain the results, is
to download the sequence files from the libraries sites. Then though a python script
there is the prediction of the secondary structure for each sequence of the FASTA files
contained in the libraries. Ipknot runs with six different configurations, while RNAfold
and RNAstructure with the default parameters. Then Cosmo computes the consensus
structure of all the structures reducing significantly the edges of the base pair probability
graph.

4.1 Dataset

Cosmo is validated using all the sequences of RNA mapping database that includes se-
quences of ribozymes, ribonucleic acid enzymes, pT181, a prototype of a family of staphy-
lococcal plasmids that silence genes in the process of gene expression [45]. Other types of
sequences are riboregulators, that silence or activate gene expression in response to dif-
ferent cell’s signals by binding to complementary Watson-Crick base pairing [46]. There
are also sequences of riboswitch that are segment of mRNA and bind small molecules
resulting in changing the production of proteins of the same mRNA [48]. The second
library used for validation is Bralibase and consists of 5S rRNA, tRNA, U5 spliceosomal
RNA .

4.2 Implementation of secondary structure prediction

The input sequences and structures for Cosmo are obtained by using a python script.
From the files of RNA mapping database are produced FASTA files, input for tools; fur-
thermore .dat files are obtained by extracting reactivities data. The .dat format consists
in two columns, one for nucleotide indeces the other for the correspondent reactivities.

Through the script the three selected tools run with different configurations. For
Ipknot there are two energy models McCaskill that computes the partition function of
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Figure 4.1: Illustration of the steps of the python script. Firstly from the .rdat file FASTA
files and .dat files are extracted. FASTA files are used as input of the tools that run in
different confiurations. The output files will be the input for Cosmo application.

the secondary structure and CONTRAfold that maximize the expected accuracy. Each
method is used with the three available levels: pseudoknot-free, nested-pseudoknot, pseu-
doknotted with nested pseudoknot. RNAfold and RNAstructure are used with default
configurations and each one with the configuration that integrates experimental data in
.dat format. RNAfold calculates the minimum free energy structure, RNA fold uses ther-
modynamics and the most recent set of nearest neighbor parameters. For RNAstructure
and for the two configurations with experimental data (RNAfold and RNAstructure) it
was necessary for tools functionality to obtain a FASTA file per sequence. A schematic
representation of the configuration of used prediction algorithms is given in Figure 4.1.
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4.3 Reduction of the edges of the base pair probability
graph

For the first experiment fifty sequences have been selected from the Rna Mapping Database.
The graphs examined for this experiment are obtained by using RNAfold for the base pair
probability graph and the consensus method for the others. The base pair probability
graphs present weighted edges for each vertex, the weight is the probability of a nucleotide
to be paired with the other. The other graphs obtained by Cosmo are computed with the
consensus method, considering firstly all the structures obtained with the tools without
shape data, then all the structures including the ones computed with shape, finally the
only shape enhanced structures. As shown in the Table 4.1, the number of edges from
the base pair probability graph pruned using the first consensus graph decrease of two
orders of magnitude. Of course, the number of edges of the graphs is proportional to the
sequence length. The number of edges in the consensus graph with shape structures is
slightly lower then the graph without considering shape, this mean that the structures
partially change and as consequence edges are added. In this experiment the total number
of interactions decrease from 186933 to 3168, considering the structures without shape.
These numbers derive from the sum of edges of all the base pair probability graphs and
the sum of the edges of all the consensus graphs.

Sequence Name length SHAPE A B C D
Class I Ligase 187 N 4792 63 - -
pT181 transcriptional attenuator 112 Y 2226 39 39 24
taR12 riboregulator antisense 71 Y 478 25 25 24
Ribonuclease P specificity domain,
B. subtilis

156 N 4299 90 - -

SAM I riboswitch, T. tengcongene-
sis

120 N 2227 48 - -

pT181 transcriptional attenuator 120 Y 2459 72 79 29
pT181 transcriptional attenuator 112 Y 2053 48 48 24
cidGMP riboswitch, V. Cholerae 105 N 1681 51 - -
pT181 transcriptional attenuator 108 Y 2098 46 46 25
tRNAphe, E. coli 135 N 3350 70 - -
add adenine riboswitch 166 N 5031 72 - -
adenine riboswitch, add 74 N 1035 27 - -
pT181 transcriptional attenuator 118 Y 2433 52 52 30
pT181 transcriptional attenuator 106 Y 2007 46 46 24
tRNA phenylalanine (yeast) 133 N 2569 50 - -
5S rRNA, E. coli 123 N 2728 85 - -
taR10 riboregulator antisense 70 Y 560 24 24 22
RNA-IN S3 60 Y 411 21 21 6
Hepatitis C virus, IRES domain 338 N 21606 279 - -
TPP riboswitch, E. coli 80 N 1159 33 - -
P4-P6 domain, Tetrahymena ri-
bozyme

239 N 8611 77 - -
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Hox A9 mRNA 5’ UTR 176 N 5530 102 - -
cidGMP riboswitch, V. Cholerae 158 N 4231 75 - -
RNA-IN S4 60 Y 409 26 29 11
add Riboswitch 13-140, V. vulnifi-
cus

128 N 3047 65 - -

R1 translational copy number con-
trol regulator hairpin

64 Y 565 22 22 19

pT181 transcriptional attenuator 120 Y 2425 49 49 29
pT181 transcriptional attenuator 139 Y 3422 91 93 42
pT181 transcriptional attenuator 120 Y 2525 53 53 29
5S RNA, E. coli 180 N 5740 109 - -
crR12 riboregulator UTR 70 Y 830 25 25 16
pT181 transcriptional attenuator 118 Y 2453 52 52 30
pT181 transcriptional attenuator 112 Y 2189 45 45 25
RNA-IN S4 60 Y 409 23 23 8
pT181 transcriptional attenuator 118 Y 2496 50 50 28
SAM I riboswitch, T. tengcongene-
sis

177 N 5174 87 - -

16S rRNA Four-Way Junction 110 N 2062 74 - -
Ribonuclease P specificity domain,
B. subtilis

201 N 7372 104 - -

pT181 transcriptional attenuator 139 Y 3421 66 66 32
adenine riboswitch, add 131 N 3100 47 - -
crR10 riboregulator UTR 70 Y 850 25 25 18
P4-P6 domain, Tetrahymena ri-
bozyme

223 N 8303 102 - -

pT181 transcriptional attenuator 120 Y 2533 53 53 29
pMU720 translational copy number
control regulator hairpin

71 Y 732 23 26 24

Tebowned 72 N 762 20 - -
Hobartner bistable switch 89 N 1184 31 - -
M-stableRNA 103 N 1558 27 - -
btuB riboswitch leader sequence, E.
coli

206 Y 7824 138 149 73

pT181 transcriptional attenuator 120 Y 2437 49 49 29
Hepatitis C virus, IRES domain 395 N 29537 279 - -

Table 4.1: Decrease of the edges from the base pair probability graphs to the
consensus ones. In the first column the sequences names, in the second column
the length of the sequences. ‘Y’ or ‘N’ for the sequence with shape data and
without respectively. In the column A the edges of the base pair probability
graph, in the column B the edges of the consensus graph without considering
shape enhanced structures, in the column C the edges of the consensus graph
using all the structures, in the column D the consensus graph edges obtained by
using only shape structures.
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For the second experiment, Cosmo is validated by using 476 sequences from the Bral-
ibase library. In this case the consensus graphs are obtained by using the tools config-
urations without shape data since not available for this data-set. Ipknot predicts three
levels of pseudoknotted structures each one with two energy models CONTRAfold and
McCaskill. RNAfold and RNAstructure predict one structure for each sequence. There
is, also in this case, a considerable reduction of the number of edges from the base pair
probability graph to the consensus graph computed by Cosmo, in total from 752484 to
23346 (Figure 4.2). In the barchart are shown the total number of edges of the full bpp
(base pair probability) matrix computed by RNAfold and the total number of edges of the
bpp matrix pruned with consensus graph computed using Cosmo. Since the number scale
from the original graph to the consensus one is very different there will be a significative
improvement in the computational time for sequence structure alignment. In fact, if the
input is the consensus graph the alignment tool will consider a reduced number of edges
during the refinement steps of the sequence-structure alignment.

Figure 4.2: Reduction of the total number of edges. In a logaritmic scale representation,
the sum of the edges of the original secondary structures and the sum of the edges of the
consensus structures.

4.4 Computational time of the sequence structure align-
ment

The major objective of Cosmo is the improvement of the computational time of the
sequence structure alignment. To test the effective performance of Cosmo the alignment
is computed using the fifty sequences of RMDB (the same of the first experiment). For
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this experiment the alignment tool used is LocARNA that compute the alignment of RNA
sequences calculating the secondary structures with RNAfold as default but accepts also
structures constraint. The input for the alignment are the two sequence files that can
be uploaded in several formats (Fasta, Clustal, Stockholm, LocARNA PP, ViennaRNA
postscript dotplots) and can contain secondary structure information. In this experiment,
the input files for LocARNA are the sequence of RMDB, each one aligned with all the
others, firstly the sequences with the full bpp matrix generated by RNA fold then the
same with the alignments using the bpp matrices pruned with the consensus structures.
In Figure 4.3 an example of two bpp matrices of the same sequence.

Figure 4.3: Illustation of the base pair probability matrix for the sequence of tRNA
phenylalanine (E. coli). On the left the dotplots of the entire matrix, on the right the
filtered one. The smaller dots disappear and only the bigger dots that represent an high
probability of nucleotide interaction, remain.

The first step to obtain the original base pair probability structures is to run RNAfold
with a particular configuration, giving as input the FASTA file of the fifty sequences, to
compute in this way the structures in the ‘ViennaRNA postscript dotplots’ file format.
The next step is to obtain the filtered sequence structures extracting the adjacency list
of the consensus structures. It consists of the names of the sequences and the list of the
nucleotides and the correspondent base pairs (Figure 4.4).

Then through a python script the ViennaRNA postscript dotplots are filtered. Vi-
ennaRNA postscript dotplots contain all the base pair and the respective probabilities
computed by RNAfold, correspondent to the base pair probability matrix. The filter of
these files consists of maintaining only the base pairs of the consensus structure with
the respective probabilities. In this way the probability matrix will be filtered and the
resulting files will be used for the alignment.

To calculate the computational time, the alignment is performed by using as input
files, the base pair probability matrix that contain the original number of base pairs
and the filtered base probability matrix that contain the base pairs correspondent to the
consensus graph.
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Figure 4.4: Example of adjacency list computed by Cosmo.

To align two thousand five hundred combinations of sequences, if the structure con-
straint is the original ViennaRNA structure the computational time is equal to 49 minutes,
whereas, using the filtered structure the time decrease to 15 minutes. There is a consid-
erable reduction of time that can be much more effective if the number of alignments to
compute is greater. It is also important that the alignment maintains the same quality
in the two cases and the filter does not lead to a loss of information.

4.5 Alignment evaluation

To evaluate how the alignment quality is influenced by the filter, the output alignment
files of LocARNA have been examined. These files contain the aligned sequences with
match, mismatch, gap of insertion, gap of deletion (Figure 1.10).

For each file that contains the alignment of the original structures and the correspon-
dent file that contains the alignment of the filtered structures, the CIGAR and the score
are compared. Since the sequence are fifty and the alignment is computed for all the pos-
sible combinations there are two thousand five hundred files comparations. The CIGAR
is a string that describes how the subject is aligned with the query. It presents the num-
ber of the events and a letter that symbolize the events. For example, ‘15M6X1D3M1I’,
this CIGAR means that in the sequence alignment there are 15 match, 6 mismatches
represented by ‘X’, 1 deletion, 3 match and finally 1 insertion. By comparing the CIGAR
of two original structures and the CIGAR of two filtered structures it is possible to see
how the consensus structure influences the alignment. Another value very significative
in the alignment is the score that assign numeric values for match, mismatch, and gaps.
Since the alignment score computed with LocARNA measures the sequence structure
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Figure 4.5: Illustration of the decrease of the computational time of sequence structure
alignment. The time of the algorithm has been calculated with a bash script that contain
also the command line for LocARNA tool. The columns represent the time spent to
compute 2500 alignments, the first with the original base pair probability matrices of
the RMDB sequences as constraint, the second column refers to ones with the filtered
matrices that contain only the base pairs of the consensus structure.

alignment goodness, the score takes into account also structures similarity. In the fol-
lowing graphs are shown the differences between score of the aligned sequences with the
full bpp matrix and the one of the aligned sequences with the filtered bpp matrix. As
we can see from the Figure 4.6 and Figure 4.7 the range of values is very wide but in
the first case about positive values there is a greater concentration of occurences, the
negatives values are more spread. The quality of the alignment is better as higher is the
score. In this context, the spread negative values can be considered as alignments with
a mojority of mismatches and gaps between the examinatated sequences but this can be
due to the sequences don’t belong to the same family. It is also possible to see from
the scatter plots the correlation between the two variants of alignment. For the negative
values (Figure 4.9) there is a diagonal trend that shows a good similarity in the align-
ment performance. In fact, the alignment with the full bpp matrices and the alignment
with the filtered ones have equal values of scores, this means that the most significative
interactions of the structures are maintained in the filtering. For the other scatter-plot
(Figure 4.8) the corrispondence between the two types of alignment is less, in this case
the score of the alignment is slightly biased by the filtering.
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Figure 4.6: Positive differences between the alignment score of the original structures and
the filtered ones (x-coordinates) and the realitive occurences (y-coordinates).

Figure 4.7: Negative differences between the alignment score of the original structures
and the filtered ones (x-coordinates) and the realitive occurences (y-coordinates).
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Figure 4.8: Scatter plot that shows the correlation between the score of the alignment
with the original structures and the score with the filtered structures only for positive
values.
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Figure 4.9: Scatter plot that shows the correlation between the score of the alignment
with the original structures and the score with the filtered structures only for negative
values.
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Chapter 5

Conclusions

In Cosmo there is the integration of three tools that use different prediction methods for
RNA secondary structure. To create a consensus structure also structures improved by
experimental data are included. The main program is written in C++ language with the
SeqAn code style, other supplementary blocks are implemented in python. The algorithm
creates a consensus structure where each base pair of the RNA sequences is weighted
according to the number of tools that present it. To store RNA secondary structures
SeqAn graphs are used where the vertex are the nucleotides and the edges symbolize the
pairings between two nucleotides bases.
The objective of Cosmo is to give to the sequence structure alignment computed by Lara
and LocARNA a lighter input. The original input is a base pair probability matrix that
consider for each nucleotide a base pair with all the others weighted on the probability the
pair exists. Using Cosmo, the base pair probability matrices are filtered according to the
conesnsus structures: only the edges present in the consensus structures are maintained
in the matrices. Cosmo is tested on two different RNA sequences libraries, RMDB and
Bralibase. For both libraries, all the sequences present a considerable decrease of the
edges of the graph structures. The base pair probaility matrices pruned using Cosmo
decrease as total number of edges of 98,3% for RMDB and 96,9% for Bralibase.
Cosmo output has been validated using LocARNA as alignment tool and the results
clearly demonstrate that there is a relevant improvement of the computational time in
performing alignment with the filtered matrices. Furthermore, the alignment quality is
evaluated considering the differences of scores giving the original base pair probability
matrices and the filtered ones. The differences in the score of alignment prove that the
quality of alignments changes in an acceptable way. For this reason it is possible to assert
that the consensus structure module can improve computationally the sequence structure
alignment not losing accuracy.
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Appendix A

Supplementary material

Sequence Name bpp Matrix Fixed all
seq184 2521 53
seq558 2407 81
seq36 2257 45
seq466 2497 51
seq304 2417 65
seq541 2403 81
seq39 2616 66
seq397 2571 79
seq555 2479 64
seq382 2453 74
seq130 2223 57
seq254 2259 101
seq460 2491 54
seq260 2300 76
seq14 2570 96
seq6 2381 76
seq11 2523 75
seq21 2932 65
seq133 2391 61
seq204 2076 63
seq468 2418 63
seq154 2398 57
seq236 2278 74
seq462 2443 58
seq29 1820 42
seq196 2068 64
seq22 3046 67
seq48 1965 48
seq375 2313 88
seq512 2396 55
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seq495 2417 70
seq37 2508 47
seq193 1589 59
seq191 1717 59
seq345 2389 75
seq291 2139 56
seq59 2769 83
seq35 2524 52
seq268 2125 66
seq578 2519 61
seq377 2541 104
seq153 2460 67
seq27 1112 45
seq412 2575 79
seq42 2493 50
seq439 2454 59
seq8 2540 84
seq128 2202 97
seq23 3071 87
seq139 2162 50
seq101 2412 81
seq239 2266 77
seq305 2548 67
seq552 2414 59
seq420 2556 75
seq539 2507 63
seq18 2501 87
seq26 2970 80
seq137 2499 54
seq134 2340 50
seq25 2947 87
seq306 2410 64
seq414 2628 51
seq574 2554 85
seq542 2625 70
seq318 2351 68
seq433 2503 77
seq368 2379 55
seq387 2567 91
seq195 2040 87
seq409 2607 44
seq43 2438 59
seq12 1780 65
seq227 2180 109
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seq24 3101 94
seq277 2133 61
seq450 2475 65
seq33 2563 71
seq28 1690 43
seq267 2153 63
seq410 2564 53
seq408 2489 73
seq132 2598 81
seq10 1935 60
seq504 2584 68
seq263 2416 72
seq34 2463 58
seq143 2077 99
seq573 2520 85
seq129 2237 56
seq443 2526 49
seq358 1931 48
seq167 2551 92
seq264 2159 72
seq544 2672 86
seq337 2196 59
seq31 2231 55
seq194 1625 60
seq548 2506 53
seq13 2385 82
seq183 2586 82
seq242 2112 38
seq398 2592 57
seq599 2527 71
seq201 1668 30
seq418 2387 47
seq271 2240 93
seq60 2777 75
seq428 2433 58
seq185 2445 62
seq116 2847 77
seq40 2641 78
seq406 2625 64
seq596 2470 54
seq274 2098 52
seq1041 828 36
seq893 979 38
seq457 987 31
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seq1039 1040 34
seq823 977 48
seq968 1009 35
seq143 945 32
seq125 993 49
seq78 1408 45
seq220 927 36
seq681 995 30
seq928 873 39
seq1012 995 35
seq1037 1304 41
seq25 1427 47
seq1077 974 44
seq273 1049 42
seq961 898 29
seq1018 931 23
seq919 969 28
seq252 1045 58
seq884 870 42
seq340 962 26
seq156 956 38
seq434 992 31
seq189 992 44
seq86 1153 57
seq1067 1013 38
seq441 986 37
seq326 940 25
seq303 954 25
seq548 1001 42
seq274 999 31
seq906 894 31
seq375 984 42
seq904 990 21
seq913 948 31
seq370 913 33
seq186 1287 47
seq146 899 50
seq452 916 26
seq898 989 49
seq151 1006 53
seq948 1012 30
seq553 971 27
seq84 1012 44
seq1105 1355 29
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seq967 979 52
seq363 993 30
seq911 981 31
seq342 1026 32
seq936 1036 27
seq950 961 30
seq485 992 32
seq446 988 41
seq155 894 31
seq276 1013 37
seq180 1213 51
seq728 928 30
seq756 902 43
seq139 1054 46
seq348 947 34
seq259 979 34
seq1066 909 33
seq104 946 36
seq758 958 41
seq789 960 37
seq366 978 47
seq292 964 23
seq749 1068 32
seq1031 939 36
seq178 935 33
seq53 982 26
seq754 923 29
seq304 925 31
seq918 1011 52
seq994 967 31
seq953 962 25
seq844 993 25
seq360 960 40
seq499 1025 34
seq325 978 47
seq1095 991 34
seq335 939 26
seq47 1042 35
seq670 1029 49
seq469 981 29
seq365 1033 54
seq1075 1010 27
seq648 942 40
seq288 958 28
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seq1092 983 39
seq963 943 27
seq98 1008 54
seq101 1003 44
seq290 941 33
seq875 1019 48
seq447 984 47
seq751 1291 52
seq663 931 36
seq1098 927 27
seq1036 864 36
seq929 996 28
seq900 974 33
seq159 972 33
seq416 1026 49
seq60 959 40
seq753 966 30
seq255 929 42
seq734 961 28
seq1093 977 36
seq124 987 28
seq14 979 38
seq864 1185 51
seq462 886 43
seq316 1016 28
seq674 983 34
seq122 999 39
seq3 990 39
seq277 1015 38
seq862 962 32
seq94 914 32
seq1007 967 48
seq969 989 43
seq387 971 37
seq2 971 41
seq976 846 29
seq1058 974 34
seq294 991 59
seq389 935 26
seq791 869 35
seq250 1055 39
seq70 1023 39
seq127 910 27
seq947 952 35
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seq137 912 33
seq19 1036 53
seq414 939 44
seq5 1043 52
seq11 1313 53
seq213 994 29
seq1107 901 26
seq188 982 41
seq470 939 39
seq282 1018 30
seq66 994 59
seq999 954 44
seq128 981 69
seq286 961 36
seq395 953 33
seq112 957 32
seq517 989 48
seq874 932 39
seq965 1477 44
seq436 986 54
seq678 1014 48
seq106 964 36
seq403 975 25
seq138 1012 46
seq886 1036 41
seq334 943 47
seq1070 1247 51
seq692 935 29
seq56 996 38
seq601 852 32
seq451 1035 48
seq1069 997 35
seq246 986 37
seq1046 945 38
seq944 913 30
seq153 876 41
seq428 915 25
seq672 923 37
seq305 933 26
seq406 1037 30
seq297 969 39
seq161 1078 32
seq725 824 24
seq1016 969 58
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seq119 955 37
seq475 975 43
seq321 963 43
seq935 951 24
seq839 820 33
seq1050 986 52
seq54 1011 32
seq846 965 49
seq353 933 24
seq914 943 26
seq916 1266 49
seq792 998 43
seq26 971 38
seq248 1010 29
seq761 995 38
seq1010 938 35
seq1106 958 35
seq162 932 45
seq272 953 43
seq619 971 53
seq964 1025 34
seq980 965 29
seq142 1029 32
seq559 969 43
seq1074 1295 60
seq158 1276 42
seq171 992 49
seq440 910 53
seq41 977 33
seq202 2691 53
seq65 2576 68
seq119 3500 74
seq69 2438 46
seq118 2629 44
seq150 2755 59
seq88 3080 61
seq2 2005 62
seq108 1830 54
seq0 2398 47
seq5 1892 65
seq134 2573 52
seq82 2590 54
seq47 2822 60
seq129 2995 46
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seq120 2933 88
seq122 2603 75
seq7 1712 59
seq154 2752 63
seq184 2591 79
seq187 2252 99
seq106 2775 59
seq44 2325 44
seq143 2719 62
seq67 2491 48
seq23 2112 47
seq125 3144 71
seq138 3343 92
seq76 3305 93
seq93 2835 49
seq41 2480 58
seq84 2186 38
seq147 2719 60
seq152 2491 47
seq144 2688 67
seq153 2712 64
seq142 3402 104
seq96 2391 69
seq107 2224 55
seq565 2469 52
seq536 2462 71
seq4 1316 43
seq484 2513 76
seq5 1301 46
seq476 2326 55
seq479 2535 78
seq510 2440 49
seq103 2371 52
seq315 2447 62
seq543 2440 45
seq584 2591 55
seq119 2496 66
seq2 1259 46
seq158 2417 88
seq473 2505 84
seq523 2516 67
seq480 2396 50
seq86 2479 92
seq365 2387 60

67



A – Supplementary material

seq395 1935 67
seq216 2334 55
seq287 2225 75
seq198 1481 57
seq352 2393 75
seq342 2368 58
seq529 2436 94
seq0 1375 55
seq566 2546 102
seq1 1255 53
seq353 2429 49
seq142 2388 94
seq577 2413 82
seq3 2169 62
seq942 881 31
seq505 839 27
seq694 823 36
seq1000 931 57
seq708 778 33
seq534 789 33
seq179 1291 41
seq327 909 28
seq767 920 27
seq738 736 25
seq91 1224 51
seq800 940 29
seq951 1019 33
seq1040 1389 43
seq165 1398 38
seq242 1000 47
seq449 1100 35
seq1026 1475 39
seq211 1120 31
seq466 973 45
seq843 1459 53
seq747 1014 54
seq592 1099 33
seq869 928 34
seq1109 1271 28
seq683 982 29
seq105 809 23
seq668 780 46
seq411 1063 33
seq769 820 32
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seq880 937 43
seq740 676 20
seq782 1064 58
seq571 828 38
seq484 1011 43
seq828 876 28
seq514 899 30
seq750 935 27
seq59 1245 31
seq927 989 24
seq573 972 30
seq801 870 47
seq50 1022 35
seq367 1000 29
seq744 703 26
seq1097 901 22
seq264 1174 44
seq307 854 30
seq200 1288 29
seq1003 1633 47
seq599 817 41
seq110 1425 54
seq798 1003 21
seq1051 954 30
seq443 1249 44
seq1002 980 36
seq433 952 44
seq1088 1288 35
seq355 920 46
seq810 888 26
seq543 812 35
seq315 935 39
seq0 1254 50
seq763 932 33
seq778 932 30
seq812 925 30
seq358 1022 40
seq834 891 25
seq97 1074 48
seq232 1653 55
seq193 2234 55
seq22 2533 40
seq124 2256 58
seq198 2506 62
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seq8 1820 44
seq3 2094 59
seq163 2551 57
seq63 2514 47
seq234 2146 63
seq180 2116 61

Table A.1: Decrease of the edges from the base pair probability graphs to the
consensus ones for the sequences of Bralibase.
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