Master’s degree course in Mechatronic Engineering

Master’s Degree Thesis

Simulation and advanced control of a professional manipulator

The educational Robot e.DO

Supervisor
Prof. Marina Indri

Candidate
Stefano PESCE

Supervisor at Comau S.p.A.
Ing. Ivan Lazzer

APRIL 2018
This work is subject to the Creative Commons Licence
Alle Nonne
"Sometimes it is the people who no one imagines anything of, who do the things no one...can imagine."

[A. Turing]
Abstract

The project of thesis is developed on the educational robot e.DO in COMAU S.p.A.. COnsorzio MACchine Utensili was founded in 1973 to bring together companies in the Turin area. The company is part of the FCA Group, it develops and implements automation processes, solutions and production services and is specialized in welding robots.

The manipulator e.DO is composed by six axes. The main aim of the project is to create a model that reflects the real behavior of the robot and to control it improving the performances of the actual situation. The Mathworks software allowed to create the mathematical model in Simulink and simulate the system.

The manipulator includes two types of motor units, one for the arm joints and the other for the wrist joints. Both are DC brushed motors. The approach used was to analyze the DC motor in detail creating a model including the values of the datasheets. Considering an approximate evaluation of the friction coefficient and the inertia due to the motor and the planetary gearbox, the simulation on Simulink of both joints approximated the reality. Then, considering all reduction jumps, the whole structure model was created. Thanks to the Comau library, the dynamic model provided information on the variation of the inertia due to the position of the kinematic chain in space. By adding these values, it was possible to replicate the behavior of the whole robot chain. The software including the original control system was analyzed in order to create an exact copy to control the model of the motors. The original controllers were added on Simulink with the respective saturators, one for each loop: position, velocity and torque. To demonstrate the efficiency of the model, a simulation has been carried out in which the real behavior of the robot is compared with the model’s response. The simulated and real signals were very close ensuring that the model satisfactorily reflected reality.

Subsequently, the control is improved to achieve better performance. The structure of the control system has been modified, only two loops have been retained: the position and the velocity ones. Two nested loops are designed in order to made the response of the system close to a prototype of the second order. The canonical form is compared with the transfer function of the system and the parameters were chosen to make the system more prompt keeping the synchronicity and the stability of the entire manipulator. Setting the natural frequency and the damping factor of the transfer function it was possible to improve the transient requirements. The rise time was decreased to make prompt the system, the overshoot was deleted and the settling time was minimized.

Considering the trade-off between the possibility to follow exactly a desired position in Cartesian space and the machine constraints due to the mechanical characteristics of the manipulator, the best controller found in this thesis was modified in order to implement it on the robot in the final step. Finally, the designed control was tested on the robot with satisfactory answers, the transitory response was improved with good results in term of rise time and settling time, on the other hand the steady state response was upgraded without overshoot and tracking error.

The thesis is divided into two large sections, the Background that recalls all the basic knowledges that are used in the project, the part of Project Development that explains in detail how the system has improved and how the improvement has been achieved.
Chapter 1 introduces industrial and educational robotics with a section dedicated to the protagonist of the project e.DO.

From the second chapter starts the Background part, in which the main concepts of the DC motors, the robotics and the manipulator control are explained exhaustively in order to make understandable the following section. Chapters 5-7 in the Project Development part include the design of the control system and the results achieved in this thesis.

Finally Chapter 8 and 9 present the future developments that could improve further e.DO and the conclusions of the thesis.
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Part I

Introduction
Chapter 1

From industrial to educational robotics

The robotics is a branch of the mechatronic engineering. The appearance of the first industrial robots takes place around the seventies. The degrees of freedom and load capacities of these first robots are limited, the first industrial applications are in the automotive field, in fact the robots are equipped with welding pliers to weld and assemble the car bodies. Currently the anthropomorphic robots in the automotive field are used for welding laser and laser systems with one or more sources, this technology reduces time and space and increases the quality of the bodywork. Industrial robots are also heavily used in the industry, especially in difficult working areas, thus safeguarding workers’ health. In Italy there is currently one of the largest companies in the world of industrial robotics, Comau. The importance of the Robotics is increasing in several areas, it becomes fundamental to teach children how to approach with the robotics to get an idea of what a robot is and how it can be used. In this context, with more than forty years of expertise, Comau can contribute with a revolutionary idea: to create an anthropomorphic robot in order to bring the students closer to robotics, this robot is called e.DO.

Figure 1.1: e.DO
1.1 e.DO

e.DO is a manipulator created by COMAU S.p.A. (Figure 1.1). The robot is composed by six joints, the first three for the arm and the lasts for the wrist. Externally, e.DO can be enhanced with user-developed accessories and configurations. Internally, e.DO is ROS-native, open-source control logic gives users complete freedom to create and execute their own programs and applications.

e.DO can be intended as a conceptual gym for the robotics. Robotics widens its boundaries and opens up to new applications and new user communities. The user, in turn, will be able to intervene on the structure and applications of e.DO, as real makers. The perspective is that of continuous experimentation, training and fun. The possibility to add some applications on the sixth axis as a gripper gives to e.DO the prospect to do everything from executing simple pick and place movements to handling automated activities. The maximum payload is 1kg and it can apply a torque of $4\text{N/m}$. In Figure 1.2 can be seen the working space of e.DO with its dimensions:

![Figure 1.2: Overall system and Working Space of e.DO](image)

Figure 1.2: Overall system and Working Space of e.DO
Part II

Background
Chapter 2

DC Motor

2.1 General Principles

The DC Motor is one of the protagonists of this project. To carry out the features of this component it is necessary to introduce some recalls about the electrical machines. In an electrical machine where the energy is transformed and where at least one side between Input and Output energy is an Electrical Energy.

In the DC Machine the stator windings are fed with a DC Excitation current to generate a constant Excitation Flux.

As it is possible to see in Figure 2.1 the shape of the stator allows to obtain the smallest possible reluctance for the excitation flux. When the angle with respect to the neutral axis is null, the flux linked to the rotor windings will be the maximum one and equal to $\lambda = N\Phi_{exc}$, where $N$ is the number of coils and $\Phi_{exc}$ is the excitation flux. On the contrary when the angle is 90° the coil surface is parallel to the $\Phi_{exc}$ and no flux is linking the coil.

![Figure 2.1: Internal didactical view of a DC Motor. [8]](image)

As it is possible to see in Figure 2.1 the shape of the stator allows to obtain the smallest possible reluctance for the excitation flux. When the angle with respect to the neutral axis is null, the flux linked to the rotor windings will be the maximum one and equal to $\lambda = N\Phi_{exc}$, where $N$ is the number of coils and $\Phi_{exc}$ is the excitation flux. On the contrary when the angle is 90° the coil surface is parallel to the $\Phi_{exc}$ and no flux is linking the coil,
2 – DC Motor

i.e., $\lambda = 0$.

Co-sinusoidal Behaviour:

$$\lambda = N\Phi_{exc} \cos \alpha = N\Phi_{exc} \cos \omega t$$

(2.1)

where $\omega$ is the Rotor mechanical angular speed.[20]

From the Lenz Law we know that the electromotive force is the derivative of the linked flux, therefore:

$$e = -\frac{\partial \lambda}{\partial t} = N\Phi_{exc}\omega \sin \omega t$$

(2.2)

The DC voltage can be obtained directly only from a chemical transformation: the battery. The main problem is that, in this way, it is produced an electromechanical force in a rotating system, this needs a mechanical interface to use a static load. The sliding contacts have this task: two rings are connected to the two terminals of the rotor windings and rotate with the rotor; two brushes are fixed and slide against the rings collecting the current. The load is connected to the brushes terminals. Also with this interface we still get a sinusoidal voltage between the brushes, we need a commutator: we use just one ring but split in two halves (Figure 2.2).

![Figure 2.2: Typical Brushed Motor in Cross. [17]](image)

$F = qv \times B$ is the force acting on each electron due to the rotation of the coil inside a flux. This is the force that moves the electrons producing current: thanks to the commutator, the left-hand brush will always be connected to the side of the ring carrying the entering electromotive force, even though the overall shape will still be sinusoidal. In this way, we obtain a mechanical diode with a non-null dc component.[12] (Figure 2.3)

In order to fill the rotor with more coils, another interface is required: the segmented commutator. The ring is now made by a series of insulated sections, the electromotive force is entering on the left side and going out on the right side. Each coil carries a slightly more shifted sinusoidal waveform. in Figure 2.4, it is possible to see the difference between one coil armature and three coils armature electromotive force.

Thanks to the commutator, we obtain a very high dc component almost equal to the amplitude of a single winding and a small super imposed ripple. The number of brushes is equal to the number of magnetic poles. [24]
2.2 Constitutive Relations

To evaluate the constitutive relations of the DC Motor it is necessary to highlight the electrical equivalent circuit: (Figure 2.5)

At steady state the behavior of every DC Machine is governed by the followings relations:

1. \( E = k\Phi_{exc}\omega \)
2. \( V = E + I_a R_a \)
3. \( T = k\Phi_{exc} I_a \)

Where \( E \) is the electromotive force, \( V \) is the output voltage and \( T \) is the generated torque. A fourth equation can be taken into account, given by the is the power balance between input and output.

4. \( P_{in} = I_a V = I_a E + R_a I_a^2 \)

where \( I_a E \) is the Electrical Power to be transformed into Mechanical Power and \( R_a I_a^2 \) is the Rotor Joule Losses.

From these equations, it can be noted that at constant \( \Phi_{exc} \) the torque is proportional to the armature current and \( \omega \) depends on the electromotive force \( E \) and not on the voltage \( V \), even though the only way to control \( E \) is by modifying \( V \) [13].

2.3 Torque Characteristic

Considering the separate excitation machine, to find the relationship between the torque and the rotational speed (Figure 2.6) starting from the constitutive relations, it can be write
Figure 2.5: The electric equivalent circuit of the armature and the free-body diagram of the DC motor [4]

the following equation:

\[ I_a = \frac{V - E}{R_a} \rightarrow T = k \Phi_{exc} \frac{V - E}{R_a} = k \frac{\Phi_{exc}}{R_a} V - k^2 \frac{\Phi_{exc}^2}{R_a} \omega \]  

(2.3)

Just two points are needed to completely describe the linear characteristic:

- \( \omega = 0 \), \( T = k \frac{\Phi_{exc}}{R_a} V = T_s \)
- \( T = 0 \), \( \omega^* = \frac{V}{k \Phi_{exc}} \)

Figure 2.6: Linear \( T - \omega \) relationship [7]

It is possible to highlight that the Null Starting Torque \( T_s \) is for \( T = 0 \); in this condition, the motor can’t start by itself, it needs to be put in rotation normally and \( \omega^* \) is the mechanical speed associated to a null torque.
2.4 Rated Quantities

- Rated Voltage $V_N$: the highest voltage applicable to the machine without causing damages.
- Rated Current $I_N$: the highest current that the machine can absorb.
- Rated Speed $n_N$: rotational speed expressed in round per minute.

From the above rotational speed, we can compute two other quantities:

- Rated Torque $T_N$: from the mechanical power $P_{mech} = T \omega \rightarrow T_N = \frac{P_N}{\pi n_N}$

- Efficiency $\eta$: $\eta = \frac{P_{out}}{P_{in}} = \frac{P_N}{V_N I_N} = \frac{T_N (\frac{2n}{60})}{V_N I_N}$

In the last formulation for the separate excitation machines the Excitation Efficiency should be considered: $\rightarrow \eta = \frac{P_{out}}{P_{in}} = \frac{P_N}{V_N I_N + P_{exc}}$ "Electromagnetic Efficiency"

- Rated Power $P_N$: the highest power that the machine can provide, it is always an output power.

The Rated Power linked to the thermal problems can be highlighted considering the losses: $\Sigma \text{Losses} = P_{in} - P_{out}$

They increase the temperature; the main risk concerns the insulation system among the windings and the laminations that is very sensitive to the temperature. In this sense, the Rated Power is the maximum power that the machine can produce while remaining at a temperature lower than the maximum temperature that the insulation system can withstand $\forall T < T_{instMAX}$

The international standards define the Classes of insulation materials based on the temperatures they can bear from "A" to "H".

2.5 Machine Dimensions

The machine dimensions do not depend only on the rated power. Supposing that the efficiency value is equal to one $\eta = 1$ then the rated power $P_N = E_N I_N = k \Phi_{exc} \omega I_N = T_N \omega_N$, but the excitation flux is equal to the product between the excitation flux density and the iron section $\Phi_{exc} = B_{excN}S_{Fe}$ and the rated current is equal to the product between the current density and the copper section $I_N = J_N S_{Cu}$. Supposing $B_{excN}$ and $J_N$ constants, $P_N = K B_{excN} S_{Fe} \omega_N J_N S_{Cu} = T_N \omega_N$ then:

$$T_N = k_{tot} S_{Fe} S_{Cu}$$

(2.4)

The rated torque is proportional to the machine extension, this means that the machine dimension is strongly related to its working torque. Moreover assuming $\omega_N$, $B_N$, $J_N$ constants, $P_N = k_{tot} S_{Fe} S_{Cu}$ is proportional to the width of the motor powered of four $\rightarrow \alpha \cdot l^4$.

Whereas from the point of view of losses:
JOULE: $P_J = R_a I_a^2 = \rho_{Cu} \frac{l_{Cu}}{S_{Cu}} J^2 S_{Cu} = \rho_{Cu} J^2 l_{Cu} S_{Cu}$ is proportional to the cube of the width → $P_J \propto l^3$

IRON: $P_{Fe} = \text{"Specific Iron Losses"} \left[ \frac{W}{\text{Kg}} \right]$ is proportional to the volume of the Iron → $P_{Fe} \propto l^3$

This means that increasing the dimensions the losses have a smaller increase with respect to the rated power, then the efficiency increases with size. The drawback is that with a bigger machine the rated power increase but we have more power dissipated since the thermal exchange is proportional to the cube of the exposed surface, a better cooling system is required. [25]

### 2.6 Commutation

During the rotation, the current amplitude changes sign when the coil rotates across the neutral axis; Figure 2.8 shows how the current exactly works in the transition. During the commutation, the current flowing in the brush will come from both segments, the amount of current for each segment will be proportional to the contact surface extension between segment and brush. That is because:

$$R_{brush_a} = \rho \frac{l}{S_a} \quad R_{brush_b} = \rho \frac{l}{S_a} \quad (2.5)$$

"The larger the contact surface, the lower the resistance, the higher the current"

From the point of view of the segment current, the ideal linear behaviour will go to zero value, it means that after the commutation no current will flow through the segment without discontinuities. The main problems of this configuration are two:

1. Often the Neutral axis in not exactly vertical but slightly shifted
2. There is an additional electromotive force contribution due to the inductance of the coils: $E = -L \frac{di}{dt}$

These two problems make the coil under commutation have $E \neq 0$.

The inductive electromotive force causes a current in opposition to the current variation, thus causing a commutation delay for the current and a nonlinear commutation. When the brush closes the contact with the segment there will still be a current $I^* \neq 0$. The sharp variation imposed by the sudden open circuit will cause a big electromotive force. There will be a spark between segment and brush that damage the two components, particularly the segment that is very expensive to replace. The solution to this problem is to add more poles to compensate the electromotive force excess during the commutation.\[24\]

### 2.7 DC Machine Dynamic Model

Figure 2.9: Electrical equivalent circuit of DC motor
The mathematical model that describe the dynamic system take under examination the object with a finite number of degrees of freedom that evolves with respect to a deterministic law. With a mathematical and electrical analysis on the equivalent circuit, through the Kirchhoff’s law the Armature Equation can be found as:

\[ v_a(t) = R_a i_a(t) + L_a \frac{di_a}{dt} + e(t) \]  

(2.6)

where \( e(t) \) is the back electromotive force with a positive sign convention. Another important equation is due to an electromechanical observation that involves these terms:

- \( k \rightarrow \) related to the number of conductors and magnetic poles
- \( \Phi \rightarrow \) related to the flux per pole
- \( K_\omega = k\Phi \rightarrow \) related to the 'Back electromotive force constant'

At constant excitation flux \( \Phi_{exc} \), the Electromechanical Equation of the motor is:

\[ e(t) = k\Phi(t) \omega(t) = K_\omega \omega(t) \]  

(2.7)

and the Torque-Current Relationship is:

\[ T_m(t) = k\Phi(t)i_a(t) = k_\tau i_a(t) \]  

(2.8)

It can be noted that there are two different constants \( K_\omega \) and \( k_\tau \) because the two equations are computed in two different operating condition:

- \( K_\omega \) at “No Load Condition”
- \( k_\tau \) at “Short Circuit/Locked Rotor Condition”

The difference is mainly due to the presence or absence of the armature current that produces an additional flux contribution. Even if the average flux produced by the armature is null, it has the negative effect of increasing the density flux \( B_{exc} \) in certain regions, this means that in some cases the density flux can enter in the saturation zone. For big machines the effect of the armature reaction are compensated for example by introducing additional stator coils, instead for small machine the effect can be neglected and the difference between \( K_\omega \) and \( k_\tau \) is about \((5 \div 10\%)\).

The dynamic model is completed by the mechanical equation that involves the main terms of the motion:

- \( T_m \rightarrow \) Motion Torque
- \( J \rightarrow \) Inertia
- \( J\dot{\omega} \rightarrow \) Inertia Torque
- \( B\omega \rightarrow \) Viscous Friction
- \( T_r \rightarrow \) Resistive Torque, independent from \( \omega \)

The Mechanical Equation is:

\[ T_m(t) = J \frac{d\omega}{dt} + B\omega(t) + T_r(t) \]  

(2.9)
2.7 – DC Machine Dynamic Model

2.7.1 Friction
In order to obtain a linear model, it is convenient to take into account only the time-invariant coefficient parameters. The main types of the frictions are:

- Viscous Friction → $B\omega(t)$
- Ventilation Friction → $C\omega^2(t)$
- Start up Friction → $T_{FS} \neq 0$ only for $\omega = 0$
- Coulomb Friction → is dependent from $\omega$

The first and the last frictions are included in the model, the last is considered thanks to the resistive torque, the other two are non-linear frictions and are neglected.

2.7.2 Complete Model in Laplace domain
Under the hypothesis of null initial conditions, translating the previous equations in the Laplace domain:

\[
\begin{align*}
V_a(s) &= R_A I_A(s) + sL_A I_A(s) + E(s) \\
E(s) &= K_\omega \omega(s) \\
T_m(s) &= k_I I_A(s) \\
T_m(s) &= sJ\omega(s) + B\omega(s) + T_r(s)
\end{align*}
\]

The inputs and the outputs are respectively $V_A$, $T_r$ and $\omega$, $T_m$. Since the current is:

\[I_A(s) = \frac{V_A(s) - E(s)}{R_A + sL_A}\]  

Then:

\[T_m(s) = k_I \frac{V_A(s) - E(s)}{R_A + sL_A}\]  

It is possible to evaluate some intermediate equations that allow to find the final relationship between the armature voltage and the angular speed.

Torque/Voltage Transfer Function:

\[\frac{T_m(s)}{V_A(s) - E(s)} = \frac{k_I}{R_A + sL_A}\]  

Speed/Torque Transfer Function:

\[\frac{\omega(s)}{T_m(s) - T_r(s)} = \frac{1}{\beta + sJ}\]  

Electromotive Force/Speed Transfer Function:

\[\frac{E(s)}{\omega(s)} = K_\omega\]

From the above equations, it is possible to exploit the block diagram (Figure 2.10) that involves as input the armature voltage and as output the rotational speed.[1, 15, 21, 22]

To find the canonical form it can be used the superposition theorem, since the non linear characteristics are neglected and the system is perfectly linear:
If the resistance torque is null $T_d = T_r = 0$:

$$\frac{\omega(s)}{V_A(s)} = \frac{G(s)}{1 + G(s)H(s)} = \frac{k_\tau}{k_\tau \frac{k_\tau}{(R_A + sL_A)(\beta + sJ)}}$$

(2.16)

The canonical form is:

$$\frac{\omega(s)}{V_A(s)} = \frac{\frac{k_\tau}{JL_A}}{s^2 + \frac{1}{\tau_A} + \frac{1}{\tau_M}} = \frac{1}{k_\tau} \omega_0$$

(2.17)

Neglecting friction, two time constants can be highlighted: the Armature time constant $\tau_A = \frac{L_A}{R_A}$ and the Mechanical time constant $\tau_M = \frac{J_R A + L_A \beta}{J_\omega K_\tau}$.

The canonical form changes in:

$$\frac{\omega(s)}{V_A(s)} = \frac{\frac{1}{k_\tau \tau_A \tau_M}}{s^2 + \frac{1}{\tau_A} + \frac{1}{\tau_M}} = \frac{1}{s^2 \tau_A \tau_M + s\tau_M + 1}$$

(2.18)

The roots of the equation are: $s_{1/2} = (-\zeta \pm \sqrt{\zeta^2 - 1})\omega_0$ with $\omega_0 = \frac{1}{\sqrt{\tau_0 \tau_M}}$ and $\zeta = \frac{1}{2} \sqrt{\frac{1}{\tau_M}}$.

The system strictly depends on the damping factor in three different ways:

- $\tau_M > 4\tau_A, \zeta > 1 \rightarrow$ The system is Over Damped, there are two real poles
- $\tau_M = 4\tau_A, \zeta = 1 \rightarrow$ The system is Critically Damped, there are two real coincident poles
- $\tau_M < 4\tau_A, \zeta < 1 \rightarrow$ The system is Under Damped, there are two complex conjugate poles

The condition with the Under damped system for $\tau_M = 0$ and $\zeta = 0$ is called perpetual undamped oscillation, but $\tau_M = 0$ means that $R_A = 0$ and there are No Power Losses.
it is an oscillation with a constant amplitude in time domain. This configuration is available only with the superconductors where the armature resistance is very low and can be neglected. In general, the Big Machines have a low damping factor, as opposed to the cheap machines that have high damping factor and accordingly high dissipation.

- If the armature voltage is null $V_A = 0$, then:

$$\frac{\omega(s)}{T_r(s)} = \frac{1}{\frac{\beta+sJ}{\beta+sJ+sL_A} + \frac{R_A+sL_A}{s(\beta+sJ)(JR_A+sL_A)}} = \frac{R_A + sL_A}{s^2 J L_A + s(JR_A + L_A \beta) + (k_T K_\omega)} \tag{2.19}$$

It can be seen the same denominator of the previous equation, considering the time constants the transfer function will become:

$$\frac{\omega(s)}{T_r(s)} = -\frac{1}{J \frac{s + \frac{1}{\tau_A}}{s^2 + \tau_A + \frac{1}{\tau_A \tau_M}}} \tag{2.20}$$

The negative gain in this formulation means that the higher is the Resistive Torque the lower is the Angular Speed.
Chapter 3

Robotics

“A robot may not injure a human being or, through inaction, allow a human being to come to harm.”

In 1941 Isaac Asimov wrote a short story “Liar!” in which the word “Robotics” came out for the first time. The previous citation refers to the main concept of the futuristic novel.[2] The idea was very innovative for the 1941 but it became a fundamental landmark for this century and the future.

3.1 Kinematics

Kinematics allows to feature positions, velocities and accelerations of the multi-body structure points without knowing what generated the motion.

A series of ideal Link/Arms connected by ideal Joints form a kinematic chain, a geometric entity without mass, friction and elasticity. The kinematic chain has a Degree Of Motion (DOM) and may afford a Degree Of Freedom (DOF). On each arm of the structure it is convenient to define a Reference Frame (RF).

3.1.1 Joints

The joints allow one degree of motion between two consecutive connected links, they may have two structures (Figure 3.1):

- Revolute Joint: it permits a rotation between the connected links.
- Prismatic Joint: it permits a translation between the connected links.

The end of the last link in the kinematic chain that can perform a required task is called End Effector. The centre in the end effector is the Tool Centre Point and it is the point that the robot software moves through the space. Depending on the structure of the chain there will be two possible kinds of chain: open if there is only one path between the bases and the tool centre point, closed if there are more possible paths.
3.1.2 Working space

The working space can be the Task space or the Joint space: the first is the set of points that the Tool Centre Point can reach in the space, the other is represented by the value of each joint variable $q_i$. (Figure 3.2)

Defining the robot DOM, the Toll Centre Point DOF and the task DOF $m$ it is possible to characterize four different case studies:

1. $n = n' = n \rightarrow$ The robot has many TCP DOFs as required by the task: NonRedundant Chain.

2. $n = n' > n \rightarrow$ The robot has more TCP DOFs than those required by the task: Redundant Chain.

3. $n = n' < n \rightarrow$ The robot has less TCP DOFs than required by the task: Useless Chain.
4. \( n > n' = n \rightarrow \text{The robot has more joints than required.} \)

In case 2 the redundancy improves the manipulability or dexterity, i.e., the ability to reach a desired pose avoiding obstacles.

### 3.1.3 Anthropomorphic robot

A manipulator is composed by the **Arm** and the **Wrist**, the coupling of these two elements create an anthropomorphic robot with six degrees of freedom.

**Arm:** The structure of arm is composed by three revolute joints disposed in a certain sequence, the first axis is vertical and orthogonal to the others that are parallels between them. (Figure 3.3) It is very similar to the human one: arm and forearm, on which the wrist is grafted. This sequence of joints is often used in the industrial environment because it allows dexterity, even though the accuracy depending on the work space.

![Figure 3.3: Anthropomorphic Arm](image)

**Wrist:** The wrist in the kinematic chain has the purpose to orient the Tool Centre Point in the space: while the shoulder sets the coordinates, the Wrist orients it. A wrist is spherical when the three axes intersecting in a single point; when computing the inverse kinematics, the presence of a spherical wrist is a sufficient condition for the existence of a closed form solution. It is composed by three consecutive rotational joints and it can be Eulerian or Roll Pitch Yaw. (Figure 3.4)

![Figure 3.4: Eulerian and Roll Pitch Yaw wrists](image)

### 3.1.4 Kinematic Functions

There are four functions called kinematic functions that transform the Joint variables into Cartesian variables, these functions describe mathematically the relation between the joint space and the task space:
1. Direct Position: From joint space variables to task space pose.

2. Inverse Position: From task space pose to joint space variables.

3. Direct Velocity: From joint space velocities to task space velocities.

4. Inverse Velocity: From task space velocities to joint space velocities.

In general, the first step is to fix a Reference Frame on each Robot link. It is possible to apply the kinematic functions on any point of the kinematic chain. To move from a Reference Frame to the following one six parameters are needed: three transition values and three angles of rotation.

3.1.5 Denavit-Hartenberg Conventions

Jacques Denavit and Richard S. Hartenberg introduced in 1955 a convention that defines four Degrees of Freedom between two successive Reference Frames, instead of the usual six. Among these four parameters two are related to the translation and the others to the rotation, three of them depend only on the robot geometry and therefore are constant in time, the other depends on the relative motion between two successive links and it is time depending.

Assuming \( q_i(t) \) the \( i \)-th joint variable, \( b_i \) the \( i \)-th link, \( g_i \) the joint and using the term motion axis for each prismatic or revolute joint:

![Denavit Hartenberg convention](image)

Figure 3.5: Denavit Hartenberg convention [11]

Rules:

1. The Reference frame of the \( i \)-th link is positioned on the axis of joint \( g_{i+1} \), at the intersection between this axis and the common normal between this motion axis \( g_{i+1} \) and the previous axis \( g_i \). If the two axes intersect, the origin must be in the intersection point. If the axes are parallel the origin can be located in any point depending on the personal choice, usually on the link.

2. Versor \( z_i \) is aligned with the motion axis \( g_{i+1} \) with the verse indicating positive motion.
3. Versor \( x_i \) is set orthogonal to the versor \( z_{i-1} \); since \( x_i \) must be also orthogonal to \( z_i \) it is normal to the plane defined by the two versor \( z_{i-1} \) and \( z_i \). If those vectors are parallel, \( x_i \) lies on the plane normal to them with the direction and verse chosen by the user.

4. At the end, the versor \( y_i \) completes the Reference Frame with the right-hand rule.

Two undefined situations:

1. The first Reference Frame \( \mathbb{R}_0 \) of the base: the origin cannot univocally be defined since no previous point is present. To fix this ambiguity it is convenient to set only the direction of the versor \( z_i \), and the others two are chosen by the user.

2. The final Reference Frame, in the project the sixth \( \mathbb{R}_6 \): On the tool centre point a following motion axis does not exist, the origin is chosen by the user on the tool centre point or somewhere else and the versor \( z_6 \) is usually orthogonal to the \( z_5 \).

Parameters:

- \( d_i \): is the translation along the motion axis \( z_{i-1} \) between the origin of \( \mathbb{R}_{i-1} \) and the intersection of the axis defined by \( z_{i-1} \) and the axis defined by \( i_i \)
- \( \theta_i \): it is the rotation angle around axis \( z_{i-1} \) such that \( i_{i-1} \) overlaps \( i_i \)
- \( a_i \): it is the minimum distance between axis \( z_{i-1} \) and \( z_i \) along the common normal, measured along \( i_i \)
- \( \alpha_i \): it is the rotation angle around the motion axis \( g_i \) associated to \( i_i \) such that \( k_{i-1} \) overlaps \( k_i \)

The Denavit-Hartenberg parameters define the transformation between \( \mathbb{R}_{i-1} \) and \( \mathbb{R}_i \). As said before, depending on the type of the joint we have some parameters fixed:

Prismatic \( \rightarrow \) \( \{ q_i(t) \equiv d_i(t) \} \), \( \theta_i, a_i, \alpha_i \) are fixed

Revolute \( \rightarrow \) \( \{ q_i(t) \equiv \theta_i(t) \} \), \( d_i, a_i, \alpha_i \) are fixed \( (3.1) \)

It is possible to demonstrate that the Roto-Translation can be represented by a homogeneous matrix called Transformation matrix that contains both the rotational and translational terms.

DH homogeneous Roto-Translation matrix:

\[
T_{i-1}^i = \begin{pmatrix}
\cos \theta_i & -\sin \theta_i & 0 & a_i \\
\sin \theta_i & \cos \theta_i & 0 & \cos \alpha_i \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
R_{i-1} & t_i \\
0 & 1
\end{pmatrix}
\]

(3.2)

From the rotation matrix, it is possible to compute the angles: \( R(q(t)) \rightarrow \alpha(q(t)) \) where \( \alpha(q(t)) \) can be Euler, RPY, quaternions or the axis angle representation.
The inverse kinematic function is important, since the control actions are applied to the
joint motors while the user usually wants to work with Cartesian position and orientation.

\[ p(q(t)) = \begin{pmatrix} x(q(t)) \\ \vdots \\ \alpha(q(t)) \end{pmatrix} \rightarrow \begin{pmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \\ q_5(t) \\ q_6(t) \end{pmatrix} \]  
(3.3)

The spherical wrist allows to guarantee a solution, but the problem is complex and there
are several possibilities to solve it. Using the linear and angular direct velocity kinematic
function, assuming a non-redundant robot with six degree of freedom:

\[
\dot{q}(t) = \begin{pmatrix} \dot{q}_1(t) \\ \dot{q}_2(t) \\ \dot{q}_3(t) \\ \dot{q}_4(t) \\ \dot{q}_5(t) \\ \dot{q}_6(t) \end{pmatrix} \rightarrow \dot{p}(t) = \begin{pmatrix} p_1(t) \\ p_2(t) \\ p_3(t) \\ p_4(t) \\ p_5(t) \\ p_6(t) \end{pmatrix} = \begin{pmatrix} \dot{x}(q(t), \dot{q}(t)) \\ \vdots \\ \dot{\alpha}(q(t), \dot{q}(t)) \end{pmatrix} = \begin{pmatrix} v(q(t), \dot{q}(t)) \\ \vdots \\ \omega(q(t), \dot{q}(t)) \end{pmatrix} \]  
(3.4)

Where \( \dot{q}(t) \) are the velocities in each joint’s motor, \( \dot{p}(t) \) are the velocities in Cartesian
space, \( v(q(t), \dot{q}(t))t \) are the linear velocities and \( \omega(q(t), \dot{q}(t)) \) are the angular velocities.

### 3.1.6 Jacobian Matrices

It is necessary to distinguish two kinds of velocities in the operational space:

**Geometrical velocity:** it is considered the vector \( v = [\dot{x}^T \omega^T]^T \in \mathbb{R}^6 \) where \( \dot{x} \in \mathbb{R}^3 \) is the
linear velocity and \( \omega \in \mathbb{R}^3 \) is the angular velocity of the tool center point.

**Analytical velocity:** it is the operational space vector \( \dot{p} \in \mathbb{R}^6 \) obtained deriving the
vector \( p = [x^T \alpha^T]^T \) of the operational coordinates with respect to time.

Only the linear part \( \dot{x} \) of both arrays does not change. The main difference between them
is the second member of the vector, in the case of the geometrical \( \omega \) is a true vector and it is
possible to define the linear composition of its term, instead \( \dot{\alpha} \) is not a true vector and
is not valid the linear composition: \( \dot{\alpha} \neq \dot{\alpha}_1 + \ldots + \dot{\alpha}_n \). In general, to find the position from
\( \omega(t) \) the exact relation is:

\[
\omega(t) = \dot{\theta}(t)u(t) + \sin \theta(t) \dot{u}(t) + (1 - \cos \theta(t))S(u(t))\ddot{u}(t) \]  
(3.5)

where \( S(u(t)) \) is the symmetrical matrix.

According to the two types of velocities there are two types of Jacobian: Geometrical \( J_g \) and Analytical \( J_a \), which is also called task Jacobian.

- **Geometrical velocities:** \( v_p = \begin{bmatrix} \dot{x} \\ \omega \end{bmatrix} = J_g \dot{q} \)
- **Analytical velocities:** \( \dot{p} = \begin{bmatrix} \dot{x} \\ \dot{\alpha} \end{bmatrix} = J_a \dot{q} \)
Remembering that the relation \( \dot{x} = v \) holds, but it is false that \( \dot{\alpha} = \omega \) except on the planar motion it is possible to derive the fundamental formula of the robotics:

\[
\dot{p}(t) = J(q(t))\dot{q}(t)
\]

where \( J \) is the analytical Jacobian:

\[
J_a(q(t)) = \begin{bmatrix}
\frac{\partial f_1}{\partial q_1} & \cdots & \frac{\partial f_1}{\partial q_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_m}{\partial q_1} & \cdots & \frac{\partial f_m}{\partial q_n}
\end{bmatrix}
\]

The geometrical Jacobian can be split the matrix in columns as:

\[
J_g(q(t)) = \begin{bmatrix}
J_{L,1} & J_{L,2} & \cdots & J_{L,n} \\
J_{A,1} & J_{A,2} & \cdots & J_{A,n}
\end{bmatrix}
\]

where \( J_{L,i} \) describes how the velocity \( \dot{q}_i \) of the \( i \)-th joint contributes to the linear velocity of the tool center point, and \( J_{A,i} \) how the velocity \( \dot{q}_i \) of the \( i \)-th joint contributes to the angular velocity. Both \( J_{L,i} \) and \( J_{A,i} \in \mathbb{R}^3 \).

### 3.1.7 Singularity

“A condition caused by the collinear alignment of two or more robot axes appearing in unpredictable robot motion and velocities.”

The American National Standard for Industrial Robots and Robot Systems-Safety Requirements defined in this way the singularity in Robotics.

For an anthropomorphic robot, the configurations where the geometrical Jacobian has not full rank are said kinematic singularity. A square matrix is invertible if the determinant is different from zero, in our case if the determinant of the Jacobian matrix is not null: \( \det J(q(t)) \neq 0 \). When it does not happen, a singularity exists at \( q_s(t) \). When the joint coordinates approach a singularity, the joint velocities become very large for small Cartesian velocities. Mathematically speaking:

\[
\dot{q} = J^{-1}(q(t))\dot{p} = \frac{1}{\det J} \dot{p} \rightarrow \frac{1}{\varepsilon} \dot{p} \rightarrow \infty
\]

When the joints try to follow a finite Cartesian velocity near the singularity configuration, the velocity becomes excessively large and it is not possible to follow a geometric path. Given a velocity profile, near the singularity conditions it is possible to reduce the Cartesian velocity and follow the geometric path, otherwise to follow the velocity profile but following an approximated path. In the exact singularity situation nothing can be done, the best way to not have problems is to avoid the singularity. There are three types of singularities:

- Completely extended or folded arm: the velocities transit from span a subspace of dimensions Two, the plane, to One dimension space, the tangent line.
- Wrist centre on the vertical: the final velocities cannot be obtained with infinitesimal joint rotation.
- Wrist singularity: there are two axes aligned.
3.2 Dynamics

The relations of the forces and torques between the task space and the joint space when the robot moves are studied by the Dynamics. To determine the dynamic model equation two main approaches can be applied: Lagrange equations based on the energy function and Newton-Euler equations based on the equilibrium of the vector generalized forces. In this project only the Lagrangian approach is treated.

3.2.1 Lagrangian equations

The difference between the total kinetic co-energy and the total potential energy on the manipulator is called Lagrangian function, where the kinetic co-energy and the potential energy are defined as follows:

\[ C^*(q(t), \dot{q}(t)) = \sum_{i=1}^{n} C_i^*(q(t), \dot{q}(t)) \]
\[ P(q(t)) = \sum_{i=1}^{n} P_i(q(t)) \]  

(3.10)

So, the Lagrangian function is a state one defined as:

\[ \mathcal{L}(q(t), \dot{q}(t)) = C^* - P = \sum_{i=1}^{n} C_i^*(q(t), \dot{q}(t)) - \sum_{i=1}^{n} P_i(q(t)) \]  

(3.11)

The system dynamics can be described by scalar differential equations (the so-called Lagrangian equations):

\[ \frac{d \left( \frac{\partial \mathcal{L}}{\partial \dot{q}_i} \right)}{dt} - \frac{\partial \mathcal{L}}{\partial q_i} + \frac{\partial \mathcal{D}}{\partial \dot{q}_i} = \mathcal{F}_i \]  

(3.12)

where \( \mathcal{F}_i \) is the i-th generalized force, and \( \mathcal{D} \) is the dissipative energy defined as follows:

\[ \mathcal{D}(\dot{q}) = \sum_{i=1}^{n} \mathcal{D}_i(\dot{q}) = \frac{1}{2} \sum_{i=1}^{n} \beta_i \dot{q}_i^2 \]  

(3.13)

3.2.2 Kinetic Co-energy

The kinetic co-energy is the sum between two contributions, providing the value of the i-th arm kinetic co-energy:

\[ C^*(q(t), \dot{q}(t)) = \frac{1}{2} v_c^T((q, \dot{q})) m_i v_c((q, \dot{q})) + \frac{1}{2} \omega_i^T((q, \dot{q})) \Gamma_\iota \omega_c((q, \dot{q})) \]  

(3.14)

The first contribution is due to translation and the second to rotation. Using the Jacobian matrices to express the kinetic co-energy as a function of the generalized coordinates \( q \) and velocities \( \dot{q} \), it is possible to determine \( C^*(q(t), \dot{q}(t)) \) starting from the expression of the following jacobians:

\[ J_L = [J_{L_1}, J_{L_2}, \ldots, J_{L_i}, 0, \ldots, 0] \]  
\[ J_A = [J_{A_1}, J_{A_2}, \ldots, J_{A_i}, 0, \ldots, 0] \]  

(3.15)  

(3.16)
that allow to write velocity as:

\[ \dot{p}(t) = J(q(t))\dot{q}(t) \rightarrow \begin{cases} v_i^p = J_L \dot{q}_i + \cdots + J_L \dot{q}_i = J_L \dot{q} \\ \omega_i = J_A \dot{q}_i + \cdots + J_A \dot{q}_i = J_A \dot{q} \end{cases} \]  

(3.17)

The kinetic co-energy then becomes:

\[ C^*(q(t), \dot{q}(t)) = \frac{1}{2} \sum_{i=1}^{n} \dot{q}_i^T \left( J_L^T m_i J_L + J_A^T \Gamma_i J_A \right) \dot{q}_i + \frac{1}{2} \dot{q}_i^T \left( H_i(q) \right) \frac{1}{2} \dot{q}_i = \frac{1}{2} \dot{q}^T \left( H(q) \right) \frac{1}{2} \dot{q} \]  

(3.18)

where \( H(q) \) is the Inertia matrix; it is symmetric, positive definite and depends on the configuration of the robot.

### 3.2.3 Potential Energy

The potential energy inside the Lagrangian equation can be included with two possible approaches: the forces and the torque due to the gravitational effects are inserted in the equation as external generalized forces \( F \) acting on the arms, otherwise the position energy due to the gravitational field is considered as a potential energy term where the position is the center of mass.

\[ P(q) = -m_i G^T r_{0i}(q) \]  

(3.19)

where \( G \) is the vector that include the gravitational terms. Moreover, in case of elastic elements in the kinematic chain there will be a potential contribution due to the elastic energy added to the gravitational one.

### 3.2.4 Virtual Work

The method of Virtual Work is suitable for the multilink structures that change their configuration in time [9]. Depending on the kind of joint, the virtual work can be different. In the revolute joint the virtual work is the sum of the virtual works done by the angular torques, instead in the prismatic joint is the sum of the virtual works done by the linear forces.

\[ \delta W = \sum_{K=1}^{N_f} f_K \delta r_K + \sum_{K=1}^{N_n} \tau_K \delta \alpha_K \]  

(3.20)

### 3.2.5 Generalized Forces

The generalized forces are the forces due to the action of the actuators moving the joints and all the other forces exchanged with the environment neglecting the weight forces, included inside the gravitational potential energy terms, and the friction forces included
in the dissipation energy terms. From the definition of the virtual work it is possible to derive the i-th component of the generalized force acting on the i-th joint.

\[ \delta W = \sum_{K=1}^{N_f} f_K \delta q_K + \sum_{K=1}^{N_c} \tau_K \delta \alpha_K = \sum_{K=1}^{N_f} f_K \left[ \sum_{i=1}^{n} \frac{\partial r_K}{\partial q_i} \delta q_i \right] + \sum_{K=1}^{N_c} \tau_K \left[ \sum_{i=1}^{n} \frac{\partial \alpha_K}{\partial q_i} \delta q_i \right] \]

(3.21)

where \( f_i \) and \( \tau_i \) are respectively the linear and the angular generalized forces. If the joints apply an active command torque \( \tau_C = [\tau_{C_1} \ldots \tau_{C_n}]^T \) the i-th component of the generalized total force is:

\[ F_i = \tau_i + \sum_{j=1}^{n} H_{ij}(q) \dot{q}_j + \sum_{j=1}^{n} C_{ij}(q, \dot{q}) \dot{q}_j + g_i(q) = \tau_i \]

(3.22)

where the first term is related to the command torques provided by actuators and the second term is due to the environment interactions. If friction forces are neglected it can be considered the Lagrangian equation without the dissipative energy:

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = \tau_i \]

(3.23)

With the differentiations, it can be obtained the i-th dynamic equation:

\[ \sum_{j=1}^{n} H_{ij}(q) \ddot{q}_j + \sum_{j=1}^{n} C_{ij}(q, \dot{q}) \dot{q}_j + g_i(q) = \tau_i, \quad i = 1, \ldots, n \]

(3.24)

where the terms \( h_{ijk}(q) \) can be expressed through the so-called Christoffel symbols of the first type, given by:

\[ h_{ijk}(q) = \frac{1}{2} \left( \frac{\partial H_{ij}(q)}{\partial q_k} + \frac{\partial H_{ik}(q)}{\partial q_j} + \frac{\partial H_{jk}(q)}{\partial q_i} \right) = h_{ikj}(q) \]

(3.25)

Setting \( C_{ij}(q, \dot{q}) \) the equation became:

\[ \sum_{j=1}^{n} H_{ij}(q) \ddot{q}_j + \sum_{j=1}^{n} C_{ij}(q, \dot{q}) \dot{q}_j + g_i(q) = \tau_i \]

(3.26)

the so obtained dynamic model can be represented in matrix form as:

\[ H(q) \ddot{q} + C((q), \dot{q}) \dot{q} + B \dot{q} + g(q) = \tau \]

(3.27)

where the dissipative term has been included, defining \( B \) as the diagonal matrix of the viscous friction coefficients.

### 3.2.6 Physical interpretation

It is possible to rewrite the entire equation considering the meaning of the Christoffel terms:

\[ H_{ii}(q) \ddot{q}_i + \sum_{j \neq i} H_{ij}(q) \dot{q}_j + \sum_{j} h_{ijj}(q) \dot{q}_j^2 + \sum_{j} \sum_{k \neq j} h_{ijk}(q) \dot{q}_k \dot{q}_j + g_i(q) = \tau_i \]

(3.28)

where:
1. \( H_{ii}(q)\ddot{q}_i \) is the term due to the acceleration of the link.

2. \( \sum_{j \neq i} H_{ij}(q)\ddot{q}_j \) is the term due to the other joint accelerations transmitted to the link.

3. \( \sum_j h_{ijj}(q)\dot{q}_j^2 \) is due to the centrifugal accelerations acting on the link.

4. \( \sum_j \sum_{k \neq j} h_{ijk}(q)\dot{q}_k\dot{q}_j \) is the term due to the Coriolis acceleration acting on the link.

5. \( g_i(q) \) is the term due to the weight forces acting on the link.
Chapter 4

Manipulator Control

The objective of the algorithms that are involved in the control of the manipulator is to feed the joint actuators with proper signals so that the tool centre point follows the assigned Cartesian path. Depending on the final target of the robot, the type of controller will be as complex as the path to follow will be difficult. It is possible to distinguish two main cases:

- Trajectory tracking without environment interaction: there are not forces or torques to be applied on other object or surface in the space.

- Trajectory tracking with environment interaction: it is necessary to follow the path and apply a force or torque on another object or surface in the space.

The other variables that affect the task are: the type of robot, its mechanical structure that can be equilibrated or not, the presence of constraints in the reference path that will change trajectories in time and, not last, the desired precision. The type of motors and the sensors used in the manipulator affect the design, too: the DC motors with brush or brushless linked with a gear box to the joint allow to strongly reduce the nonlinear effects on the dynamic model of the manipulator, but they introduce some phenomena that are difficult to model, like the Coulomb friction and the elasticity of the joint, on the other hand the direct-drive motors delete these negative effects but have some nonlinear dynamics. For the sensors, the control structure depends on the types of data that are available on the output: the precision of the velocity, that changes if it is computed via software or not, and the precision of the encoder position are two basic parameters for the closed chain accuracy. In general, it is important to contextualize the controller with respect to the target to achieve. The best controller for an application may be unsuitable for another one, the choice of the controller structure and its parameters depend on the environment and the final desired features of the system. To fulfil the specifications on transient and steady-state response requirements is equivalent in our case to follow the desired Cartesian path, this means that the joints must follow the desired time functions of the actuating torques, force.

A general control scheme can be seen in Figure 4.1, where the main blocks of the chain can be distinguished:
Controller: compares the desired value of the variable to be controlled (position/velocity) with the real one and changes the input processing the resulting error is such a way to minimize it.

Actuators: require the control signal and a source of energy, move and control the mechanism of the system.

Drives: are electronic devices providing power to a motor or servo.

Manipulator: is the system to be controlled.

Transducers: are the sensors that receive a signal or stimulus from a physical system and produce a signal, which represents information about the system, which is used by the control system.

The control system of a manipulator can be made with different approaches: decentralized and centralized control.

4.1 Decentralized control

In the industrial environment, the most common approach is to treat each joint separately, designing a servomechanism that achieves the dynamic requests. The Decentralized Control is also called Independent Joint Control, because each joint motor has a local controller. Each system is Single Input Single Output (SISO) and the variables involved are the position and the velocity of the joint. The controller is designed considering an approximated model of the joint and it is often based on a PID architecture due to its simplicity.

Considering the previous background of the DC motor, starting from Figure 4.2 where the inputs are the armature voltage $v_a$ and the resistive torque $\tau_r = \tau_d$ are seen as disturbance torque and the output is the position of the motor $\theta_m$, it is possible to see how each joint can be modeled.

The choice to use the armature voltage $v_a$ as command variable it is a common feature for the European and Japanese manufacturers, while North American tend to use the armature current $i_a$. Assuming some approximations, it is possible to simplify the model:
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Figure 4.2: DC motor diagram in open loop

It is reasonable to neglect $L_a$, knowing that the losses associated are usually very small. The equation of the motor will become:

$$V_a - R_a I_a = K_w \omega_m$$

and from the torques equilibrium equations (2.9) it can be obtain:

$$V_a - R_a \frac{\tau_d}{K_T} = \left[ \frac{R_a}{K_T} I_a s + \left( K_w + \frac{R_a}{K_T} \beta_t \right) \omega_m \right]$$

The second term inside the square brackets, is very close to $K_w$ because $\frac{R_a}{K_T} \beta_t \omega_m \ll K_w \omega_m$. Focusing on the equation:

$$\frac{R_a I_a}{\text{armature losses}} + \frac{\beta_t \omega_m}{\text{friction torque}} \ll \frac{K_w \omega_m}{\text{e.f.m link}}$$

The armature losses are multiplied by a small constant, the ratio between the torques lost through the frictions and the driving torque. They will be much less than the electromotive force of the armature because.

From the above equation it is possible to obtain the block diagram reported in Figure 4.3:

Figure 4.3: Simplified DC motor diagram in open loop with $L_a = 0$
Setting: \( T = \frac{R_a J_t}{K'_{\omega}} \) where \( K'_{\omega} = (K_{\omega} + R_a \beta_t / K_\tau) \approx K_{\omega} \), the transfer functions between input and output are:

\[
\frac{\omega_m(s)}{v_a(s)} = G_\omega(s) = \frac{1}{K'_{\omega}(1 + sT)}
\]

(4.4)

\[
\frac{\omega_m(s)}{\tau_d(s)} = G_d(s) = -K_d G_\omega(s) = -\frac{T}{J_t(1 + sT)}
\]

(4.5)

with \( K_d = \frac{R_a}{K_\tau} \).

The controller concerned in the project is based on two feedback loops: velocity and position (Figure 4.4).

The inputs are the desired position and the possible disturbance on the direct chain and the output is the position of the motor.

### 4.1.1 Cascade Control

To regulate the output variable can be convenient to realize a control loop characterized by more loops. The Cascade Control is a control technique that is exploitable when:

1. The dynamics of the process to be controlled can be decomposed into two or more distinct dynamics.

2. The first dynamics is faster than the second one and the following.

3. The variable between the two dynamics can be measured.

The inner control loop shall consist of a velocity loop: the velocity signal is measured through a sensor, an encoder with a gain fixed by the constructor \( K_{TV} \). The external one shall consist of the position loop with its corresponding coefficient \( K_{TP} \). The global controller is designed in such a way to obtain: a high rejection ratio with respect to the noise
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through a high gain in the upstream block and an integrative action to delete the gravity effect at steady state. These requests lead to two controllers, one purely Proportional ($P$) and another Proportional-Integrative ($P-I$).

$$C_P(s) = K_P \quad C_V(s) = K_V \frac{1 + sT_V}{s} \quad (4.6)$$

The time constant $T_V$ can be selected to remove the mechanical pole of the joint:

$$T_V = T \quad (4.7)$$

With this choice the transfer function of the closed loop will be of the second order:

$$W(s) = \frac{K_PK_V}{K_\omega s^2 + K_V K_TV s + K_TP K_P K_V} \quad (4.8)$$

It can be possible to assign arbitrarily the two poles of $W(s)$ tuning the only free parameters $K_P$ and $K_V$. Focusing on the function in such a way to exploit the system as a second order type, underlining the damping factor and the natural frequency:

$$W(s) = \frac{1}{1 + \frac{2\zeta}{\omega_n} s + \frac{s^2}{\omega_n^2}} \quad (4.9)$$

with:

$$\frac{2\zeta}{\omega_n} = \frac{K_TV}{K_P K_TP} \quad \frac{1}{\omega_n^2} = \frac{K_\omega}{K_P K_TP K_V} \quad (4.10)$$

To obtain the desired poles are imposed:

$$K_V = 2\zeta \omega_n \frac{K_\omega}{K_TV} \quad K_P = \frac{K_TV}{2\zeta K_TP} \omega_n \quad (4.11)$$

Similarly with the superposition effect theorem it is possible to find the transfer function resulting between the disturbance and the output of the system:

$$W_d(s) = \frac{g_m(s)}{d(s)} = -K_d \frac{K_V K_P K_TP (1 + sT)}{1 + \frac{K_TV}{K_P K_TP} s + \frac{K_\omega}{K_V K_P K_TP} s^2} \quad (4.12)$$

The rejection ratio of the disturbance it is the product $K_P K_TP K_V$ completely defined imposing $K_P$ and $K_V$ for the desired dynamics. The time necessary to have a significant attenuation of the disturbance is approximable to $T_R = \max[T, 1/(\zeta \omega_n)]$.

The Cascade Control has more advantages with respect to the traditional control:

1. The disturbance can be compensated with the inner loop fast enough to remove the contribute on the output.
2. It is possible to achieve a faster inner dynamics.
3. Greater robustness of the internal system thanks to the second feedback loop and more rejection ratio.
4. Possibility to force a desired dynamics of the inner loop with a consequent simplification of the design of the external controller.
4.2 Calculated Torque Feedforward Control

When it is requested to follow paths with high velocities and accelerations it is possible to reduce the tracking error using the target of these variables in a Feedforward Compensation. This method is a tradeoff between the Independent Joint Control and the Centralized Control. In particular, this approach can be used when it is necessary to estimate a Calculated Torque to remove a known contribute of the exogenous disturbances acting on the system.

Figure 4.5: Block scheme of computed torque feedforward control [23]

Even though the disturbance term can be canceled $d_r = d_d - d = 0$ only in the ideal case of the perfect tracked trajectory $q = q_d$ and of perfect knowledge of the model. The calculated torque reduce, anyway, the coupling disturbance, this means that it is required less effort to the controllers that can achieve the same rejection ratio with lower proportional gains. The calculation of the feedforward is computationally onerous because it is a centralized control action and the computation time can exceed the sampling time in the real-time systems.

To obtain a right disturbances compensation in the systems where the small sampling time is a limitation, a possible solution is to compute a partial compensation where only the most significant terms will be canceled. In general, the most heavy terms are usually the inertia and the gravitation that change in time. Finally, it should be pointed out that the choice of the properly control structure is always a trade-off between memory capacity and computational requirements.

Independent joint control may be inappropriate when the required operating velocities are too high, the structured disturbance torques dependent on Coriolis’ and centrifugal velocities heavily affect the joints behavior and furthermore, it may happen that due to the lack of the gearbox there is no reduction of the non linear coupling effects among the joints. In these cases the tracking error can become too high due to the torque disturbance effects. In order to directly delete these torques, a control strategy containing non linear
4.3 Centralized control

In the Centralized control, the applied torque to each joint is a function of the positions and velocities of the other joints. The manipulator is considered as a MIMO (Multi Input Multi Output) system with \( n \) torques applied as inputs to the joints and \( n \) positions as outputs that interact among themselves with nonlinear relations.

The centralized control law is necessary non linear, the main approach is the Inverse Dynamics one: the applied torque resulting by the dynamic equation of the manipulator is computed starting from the knowledge of the joint variables.

The motors are considered as torque generators because the aim of this control is to apply the torques that will compensate exactly the structured disturbances. Neglecting the value of the armature inductance \( L_a \approx 0 \), the dynamic equation of the electric motor will be:

\[
V_a = G_v V_c = R_a I_a + K_\omega \dot{q}_m
\]  
(4.13)

from this it is possible to find the armature current:

\[
I_a = R_a^{-1} (G_v V_c + K_\omega \dot{q}_m)
\]  
(4.14)

Assuming \( K_r \) the reduction ratio matrix due to the gearbox, the applied torque will be:

\[
\tau_c = K_r \tau_m = K_r K_r I_a = K_r K_r R_a^{-1} (G_v V_c + K_\omega \dot{q}_m)
\]  
(4.15)

Including another current loop, to obtain a torque generator, the \( K_w \) can be neglected, the armature current will be:

\[
I_a = G_i V_c
\]  
(4.16)

where \( G_i \) is a constant gain matrix and \( V_c \) is an array of voltages, this means that:

\[
\tau_c = K_r \tau_m = K_r K_r I_a = K_r K_r G_i V_c = u
\]  
(4.17)

where \( u \) is the array of the control input.

As we had seen before the equation of the dynamic model can be written as:

\[
H(q)\ddot{q} + C((q), \dot{q})\dot{q} + B\dot{q} + g(q) = \tau_e
\]  
(4.18)

assuming:

\[
n(q, \dot{q}) = C((q), \dot{q})\dot{q} + B\dot{q} + g(q)
\]  
(4.19)

then:

\[
H(q)\ddot{q} + n(q, \dot{q}) = u
\]  
(4.20)

The inverse dynamic control approach is based on the idea to obtain the linearization of the dynamics of the system through a non linear feedback of the states, so to achieve a linear and decoupled system. Under the hypothesis to have the capacity to compute exactly the matrices \( H(q) \) and \( n(q, \dot{q}) \) of the dynamic model, the vector command \( u \) is defined as:

\[
u = H(q)a_c + n(q, \dot{q}) \rightarrow \dot{q} = a_c
\]  
(4.21)
Figure 4.6: Global linearization with Inverse Dynamics Control [23]

where $a_c$ is the new acceleration input to define in order to obtain an asymptotic stability. The control loop is included to get an exact linearization of the system, so that the resulting system consists of $n$ double integrators as in Figure 4.6.

The decoupled system:

$$\ddot{q} = a_c = y \quad (4.22)$$

can be easily controlled through a loop function. The controller could have a Proportional-Derivative actions (Figure 4.7), to which a feedforward acceleration term can be added:

$$y = K_P \ddot{q} + K_D \dot{q} + \ddot{q}_d \quad (4.23)$$

where $q_d$ is time varying. The closed loop obtained is the following:

$$\ddot{q} + K_D \dot{q} + K_P \ddot{q} = 0 \quad (4.24)$$

The error is now governed by a second order dynamics that can be assign choosing the suitable gains in the diagonal matrices $K_P$ and $K_D$. Assuming the matrices $K_P$ and $K_D$ diagonal, the time evolution of the error is governed by eigenvalues that are roots of the polynomial:

$$s^2 + K_D s + K_P = 0 \quad (4.25)$$
This means that with the inverse dynamics control we have full control on the time history with which the error goes to zero.
Part III

Project Development
The principle aim of this project of thesis is to improve the ability of "e.DO", from the control point of view, i.e., to improve the tracking performance of the robot. It is necessary that each joint follows the desired input trajectories, but with some evident constraints. There are some requested features that are absolutely mandatory to satisfy:

1. The manipulator must have an overall synchronous movement.
2. The stability of the system must be achieved in every condition.
3. Each joint must follow the desired trajectory without overshoot.

To fulfill the requirements it is indispensable to know the model of the system. The model have to comply to the behavior of the real manipulator. Once the model is coherent with the reality, it is possible to modify some features on the pattern, verify if it reacts correctly to the modifications and then make the changes on the real machine. It is a process very similar to the validation and verification that is used in the automotive factory where there are phases to be respected:

![Validation and Verification diagram](image)

Figure 4.8: Validation and Verification diagram

This continuous iteration in the improvement process suggests to split the following developments in Model and Simulation issues.
Chapter 5

Dynamic Model of the e.DO robot

5.1 e.DO features

The dynamic model is built on the basis of the structure and the components of the manipulator. In this section are listed and depicted the e.DO’s components with a brief analysis of the datasheets. e.DO is a six joints manipulator that has two kinds of motors, one for the first three joints and another one the last. This characteristic splits the links too, the brackets that connect the joints together are different depending on the structure (Figure 5.1).

A Top-Down approach is used to examine the problems of the system as a whole.

Figure 5.1: e.DO six action motion units

The hardware architecture of the system includes also two main elements:

- Controller Raspberry PI
- Novalabs ServoDrive
The Raspberry is the brain of the manipulator, the control system and the main software algorithms of the project are included in this component. The software is ROS (Robotic Operating System) compliant. The second component is the drive that actuates the DC motor. The standard flux of communication is represented in Figure 5.2 where it can be seen that the command received from the tablet will be processed by the RaspberryPI and finally will go to the joints through the Novalabs Servodrive moving e.DO.

![Figure 5.2: The standard flux of communication.](image)

The two kinds of motors were provided by the Swiss company Maxon Motor. In all the project the large motion units are called Arm motors and the small motion units Wrist motors. The characteristics of these components can be summarized as in Table 5.1, where are listed the most significant values of the datasheets. To achieve high transmissible torque reducing the velocity output at the terminal side of the motor, were added two different planetary gears depending on the motor type; their features are reported in Table 5.2.

<table>
<thead>
<tr>
<th>Values at nominal voltage</th>
<th>Wrist Motor</th>
<th>Arm Motor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Voltage</td>
<td>12 V</td>
<td>12 V</td>
</tr>
<tr>
<td>No load speed</td>
<td>13200 rpm</td>
<td>11700 rpm</td>
</tr>
<tr>
<td>No load current</td>
<td>35.4 mA</td>
<td>81.8 mA</td>
</tr>
<tr>
<td>Nominal speed</td>
<td>9850 rpm</td>
<td>10700 rpm</td>
</tr>
<tr>
<td>Nominal torque</td>
<td>5.36 mNm</td>
<td>30.4 mNm</td>
</tr>
<tr>
<td>Nominal current</td>
<td>0.662 A</td>
<td>3.21 A</td>
</tr>
<tr>
<td>Max. efficiency</td>
<td>77.3 %</td>
<td>90.6 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Wrist Motor</th>
<th>Arm Motor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. output power</td>
<td>8.18 W</td>
<td>46.9 W</td>
</tr>
<tr>
<td>Terminal resistance</td>
<td>4.53 Ohm</td>
<td>0.335 Ohm</td>
</tr>
<tr>
<td>Terminal inductance</td>
<td>0.131 mH</td>
<td>0.0346 mH</td>
</tr>
<tr>
<td>Torque constant</td>
<td>8.53 mNm/A</td>
<td>9.73 mNm/A</td>
</tr>
<tr>
<td>Mechanical time constant</td>
<td>6.74 ms</td>
<td>3.21 ms</td>
</tr>
<tr>
<td>Rotor inertia</td>
<td>1.08 gcm²</td>
<td>9.06 gcm²</td>
</tr>
</tbody>
</table>

Table 5.1: Dc Motor Datasheets of DCX16S GB KL 12V and DCX22L GB KL 12V
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Wrist Planetary Gear  Arm Planetary Gear

<table>
<thead>
<tr>
<th>Gearhead Data</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction</td>
<td>186 : 1</td>
<td>231 : 1</td>
</tr>
<tr>
<td>Max. continuous torque</td>
<td>0.8 Nm</td>
<td>4.5 Nm</td>
</tr>
<tr>
<td>Max. intermittent torque</td>
<td>1 Nm</td>
<td>6.2 Nm</td>
</tr>
<tr>
<td>Max. efficiency</td>
<td>65 %</td>
<td>75 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technical Data</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial play</td>
<td>0.1 mm</td>
<td>0.1 mm</td>
</tr>
<tr>
<td>mm from flange</td>
<td>5 mm</td>
<td>10 mm</td>
</tr>
<tr>
<td>Axial play</td>
<td>0 ÷ 0.1 mm</td>
<td>0 ÷ 0.4 mm</td>
</tr>
<tr>
<td>Max. radial load</td>
<td>90 N</td>
<td>150 N</td>
</tr>
<tr>
<td>Max. axial load (dynamic)</td>
<td>30 N</td>
<td>80 N</td>
</tr>
<tr>
<td>Max. continuous input speed</td>
<td>14000 rpm</td>
<td>10000 rpm</td>
</tr>
</tbody>
</table>

Table 5.2: Planetary gear Datasheets of GPX16HP 186:1 and GPX26 A 231:1.

With these data it was possible to create a model of the whole system.

5.2 From Paper to Model

Starting from the analysis of the DC motor from the equations (2.17) and (2.18), the transfer function between the armature voltage $V_A$ and the angular velocity $\omega$ in the Laplace domain is given by:

$$\frac{\omega(s)}{V_A(s)} = \frac{k_T s^2 L_A + s (J R_A + L_A \beta)}{s^2 \tau_M + s \tau_A + 1} = \frac{1}{K \omega}$$

(5.1)

If the time constants $\tau_M$ and $\tau_A$ are separated by at least one decade, it is possible to simplify this expression into:

$$\frac{\omega(s)}{V_A(s)} = \frac{1}{K \omega} \frac{1}{(1 + s \tau_M)(1 + s \tau_A)}$$

(5.2)

Putting inside the equation the right data from the datasheets only for the Arm Motor the previous transfer function will highlight the poles and the zeros in the formula:

$$\frac{\omega(s)}{V_A(s)} = \frac{8.3511 \times 10^7}{(s + 2241)(s + 375.5)}$$

(5.3)

where for simplicity the friction coefficient is considered null.

The engine is already equipped with a negative feedback, so the poles that the system will show on the outside will be different from the mechanical and electrical poles on the direct chain of the block diagram.
This means that the time constants are $\tau_A \approx 3.8388 \times 10^{-4} s$ and $\tau_M \approx 0.0032 s$, it is clear that there is at least one decade and the two poles can be highlighted on the Bode diagram that will appear to be the following one:

![Bode Diagram](image)

Figure 5.3: Bode Diagram of the Arm Motor.

### 5.2.1 Planetary gear

To complete the model it is necessary to consider the overall system composed by motor and the planetary gear. The planetary gear has some sensible advantages:

- High reduction ratio
- High transmissible torque
- High radial loads on output shafts

From the mechanical point of view it can be modeled as a parallel shaft gearbox, the essentially aim of this component is to increase the torque to the detriment of the velocity. The planetary gear can be modeled with two ideal gearwheels with radius $\rho'$ and $\rho$, on the motor side and on the arm side, respectively, with an even number of teeth $N'$ and $N$. The number of teeth is proportional to the radius: $\frac{\rho'}{\rho} = \frac{N'}{N}$.

The values from the motor side are written with apex, instead the values from the link side are indicated without apex (Figure 5.4).

It is defined Transformation ratio the value: $r = \frac{N'}{N} = \frac{\rho}{\rho'}$. This ratio can be higher or lower than one, but in the industrial robot it is always $r > 1$ and the absolute value is written in the form $r : 1$.

During the motion it is necessary that the product between the positions $\theta'$ and $\theta$ and the respectively rays $\rho'$ and $\rho$ must be equal: $\rho' \theta' = \rho \theta$. The approach is the same for the derivative it means that: $\rho' \omega' = \rho \omega$. From the listed relations follows that $\omega' = r/\omega$ i.e. $\omega = \omega'/r$. It appears that the velocity on the joint side is lower than the velocity on the motor side of the ratio $1/r$. 
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If we assume an ideal efficiency equal to one, the relationship between the torques between the planetary gear side and the motor side becomes:

\[
\omega_m \tau_r = \omega'_m \tau'_r
\]  \hspace{1cm} (5.4)

where \( \tau_r \) is the torque provided to the downstream arm.

Remembering that \( \omega'_m = r \omega_m \):

\[
\tau_r = r \tau'_r
\]  \hspace{1cm} (5.5)

\[
= r(r'_m - r'_p)
\]  \hspace{1cm} (5.6)

\[
= r[r'_m - J_m \omega'_m - \beta_m \omega'_m]
\]  \hspace{1cm} (5.7)

\[
= r[r'_m - J_m (r \omega_m) - \beta_m (r \omega_m)]
\]  \hspace{1cm} (5.8)

\[
= r \tau'_m - r^2 (J_m \omega_m + \beta_m \omega_m)
\]  \hspace{1cm} (5.9)

expressed in joint velocities.

From the point of view of the equilibrium of the torque equation to the downstream gearbox, the output torque is the component of the differential equation of the manipulator dynamics:

\[
\tau = H(q) \ddot{q} + C(q, \dot{q}) \dot{q} + B(q) \dot{q} + g(q) + J^T F_e
\]  \hspace{1cm} (5.10)

where:

- \( H(q) \dot{q} \) are the inertial torque of the manipulator
- \( C(q, \dot{q}) \dot{q} \) are the Coriolis and centrifuges torques
- \( B(q) \dot{q} \) are the viscous friction
- \( J^T F_e \) are the equivalent joint torques that balance the generalized external force that are created by the interaction between the tool center point and the external environment.
The i-th element of the vectorial previous equation becomes:

\[ \tau_{ri} = \sum_{j=1}^{n} H_{ij}(q)q_{j} + \sum_{j=1}^{n} \sum_{k=1}^{n} h_{ijk}(q)q_{j}^{2} + g_{i}(q) + \beta_{bi}q_{i} + \tau_{fi}, \quad i = 1, \ldots, n \]  

(5.11)

where \( \tau_{fi} \) are the i-th torque component of the product \( J^{T}F_{e} \). Developing the equation and remembering that the angular values to the downstream of the gearmotor are

\[ q_{i} = \frac{\theta_{mi}}{r_{i}}, \quad \dot{q}_{i} = \frac{\dot{\theta}_{mi}}{r_{i}}, \quad \ddot{q}_{i} = \frac{\ddot{\theta}_{mi}}{r_{i}} \]  

(5.12)

and that \( H_{ii} = J_{bi} \) is the proper inertia of the i-th arm:

\[
\tau_{ri} = \left( \sum_{j=1}^{n} H_{ij}q_{j} + H_{ii}\ddot{q}_{i} \right) + \sum_{j=1}^{n} \sum_{k=1}^{n} h_{ijk}(q)q_{j}^{2} + g_{i} + \beta_{bi}q_{i} + \tau_{fi} \\
= H_{ii}\ddot{q}_{i} + \beta_{bi}q_{i} + \sum_{j \neq i}^{n} H_{ij}q_{j} + \tau_{ci} + \tau_{gi} + \tau_{fi} \\
= J_{bi}\ddot{\theta}_{mi} + \beta_{bi}\dot{\theta}_{mi} + \tau_{Mi} + \tau_{ci} + \tau_{gi} + \tau_{fi}
\]

(5.13)

where:

\[ \tau_{Mi} = \sum_{j \neq i}^{n} H_{ij}q_{j} \]  

(5.14)

is the torque due to the massive and inertial coupling effects,

\[ \tau_{ci} = \sum_{j=1}^{n} \sum_{k=1}^{n} h_{ijk}q_{j}q_{k} \]  

(5.15)

is the torque due to the centrifugal and Coriolis effects, \( \tau_{gi} = g_{i} \) is the torque due to the gravitational effects and \( \tau_{fi} \) is the torque due to the environment interaction effects. In addition can be inserted another term to consider any errors on the model or on measurements called structured disturbance torque:

\[ \tau_{di} = \tau_{Mi} + \tau_{ci} + \tau_{gi} + \tau_{fi} \]  

(5.16)

Finally, it can be obtained these equations:

\[ \tau_{ri} = J_{bi}q_{i} + \beta_{bi}q_{i} + \tau_{di} \]  

(5.17)

depending on the joint velocities and

\[ \tau_{ri}' = \frac{J_{bi}}{r_{i}}\dot{\theta}_{mi} + \frac{\beta_{bi}}{r_{i}}\dot{\theta}_{mi} + \tau_{di} \]  

(5.18)

depending on the motor velocities.

If we try to bring the torque to the upstream of the gearbox:

\[ \tau_{ri}' = \frac{1}{r_{i}}\tau_{ri} = \frac{1}{r_{i}}(J_{bi}\dot{\theta}_{mi} + \beta_{bi}\dot{\theta}_{mi}) + \frac{1}{r_{i}}\tau_{di} \]  

(5.19)
remembering that:
\[ \tau'_r = \tau'_m - \tau'_p = \tau'_m - (J_m\dot{\omega}'_m + \beta_m\omega'_m) \] (5.20)

and we obtain:
\[ \tau'_m = \tau'_r + \tau'_p = \left( \frac{1}{r^2} J_b + J_m \right)\dot{\omega}'_m + \left( \frac{1}{r^2} \beta_b + \beta_m \right) + \omega'_m + \frac{1}{r}\tau'_d \] (5.21)

Due to the setting:
\[ \tau'_d = \frac{1}{r}\tau_d \]
\[ J'_t = \left( \frac{1}{r^2} J_b + J_m \right) \]
\[ \beta'_t = \left( \frac{1}{r^2} \beta_b + \beta_m \right) \]

we can finally write:
\[ \tau'_m = \tau'_p + \tau'_d = J'_t\dot{\omega}'_m + \beta'_t\omega'_m + \tau'_d \] (5.22)

This last equation has a significant meaning: the contribution of the torque \( \tau'_p \) is related to the total inertia \( J'_t \) and the viscous friction \( \beta'_t \) which are mainly composed by the motor inertia \( J_m \) and \( \beta_m \). The inertial contribution and friction due to the link are reduced by the term \( \frac{1}{r^2} \). It is reasonable that the effect of the inertia change due to the configuration of the whole robotic structure appears scarcely influential on the torque motor model. This is exclusively due to the introduction of the planetary gearbox.

It will finally appear that:
\[ \tau_m = \tau_p + \tau_d = J_t\ddot{q} + \beta_t\dot{q} + \tau_d \] (5.23)

with:
\[ J_t = (r^2 J_m + J_b); \quad \beta_t = (r^2 \beta_m + \beta_b) \] (5.24)

This equation shows that the total inertia of joints are mainly the inertia of motors multiplied by \( r^2 \). The relationship among the variables are highlighted in Figure 5.5.

![Figure 5.5: Mechanical diagram of the overall joint.](image-url)
From the datasheets, for the arm motors we have:

\[
\begin{aligned}
J_m &= 9.06 \times 10^{-7} \text{Kgm}^2 \\
J_b &= 1.282 \times 10^{-7} \text{Kgm}^2
\end{aligned}
\] (5.25)

i.e. the total inertia become:

\[
J'_t = \left(\frac{1}{r^2} J_b + J_m\right) \\
= \left(\frac{1}{231^2} 1.282 \times 10^{-7} + 9.06 \times 10^{-7}\right) \text{Kgm}^2 \\
\rightarrow J'_t \approx J_m
\] (5.26)

The total inertia is approximated by the motor inertia. Another reduction jump to bring in the model is due to the link: the second ratio is 5.333. This means that the total reduction ratio is the product between the first and second one:

Arm motors $\rightarrow r_{tot} = 5.333 \times 231 = 1232$

Wrist motors $\rightarrow r_{tot} = 5.333 \times 186 = 992$ (5.27)

Now the further step is to model the total joint with the link. Obviously this consideration can be made only with the joints without the gravity effect, for the first part of this project of thesis I considered only them.

5.3 Simulation of model with fixed Inertia

Using the Simulink development environment with MATLAB it was possible to create a model and simulate the system. After the definition of the values in a program on Matlab, it was possible to proceed by blocks with the diagram presented in Figure 5.6

![Figure 5.6: DC motor diagram in open loop.](image)

Once created the model it was possible to simulate the behavior; the first step was to verify the nominal velocity with a supply voltage of 12V.

Figure 5.7 shows the step response of the two kinds of motors.

It is evident in the Data Cursor the values of the velocity in $[\text{rad/s}]$. In the following table we can highlight the differences from the datasheets value (Table 5.3).
5.4 Kinematics and Dynamics of e.DO

The structure of the e.DO manipulator can be interpreted distinguishing the first three degrees of freedom, that constitute an anthropomorphic arm, and the last three degrees of freedom corresponding to the wrist. Figure 5.8 shows a symbolic representation of the manipulator, including how frames have been attached to the links.
To solve the Direct kinematics of the manipulator consist on determine the Transformation matrix that links the reference frame of the tool center point to the base reference frame. In the case of a six-joints manipulator:

\[
T_{06}^0(q) = \begin{bmatrix} R_{06}^0(q) & t_{06}^0(q) \\ 0 & 1 \end{bmatrix}
\]

where \( t_{06}^0 \) links the translations and \( R_{06}^0 \) the rotations between the two reference frames. Starting from the reference frame on the base it is possible to find all the matrices that allow to find the relation between the tool center point and the base. All rotation matrices can be calculated as product of basic rotation around the z-axis and the x-axis:

\[
R_{z,\theta} = \begin{bmatrix} \cos(\theta) & -\sin(\theta) & 0 \\ \sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_{x,\theta} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\theta) & -\sin(\theta) \\ 0 & \sin(\theta) & \cos(\theta) \end{bmatrix}
\]

where \( \theta \) is the rotation angle.

It is possible to analyze the arm and the wrist of the manipulator separately.

### 5.4.1 Arm kinematics

Considering the Denavit-Hartenberg parameters in Table 5.4, the transformation matrices that link the first three reference frame are given by:
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Figure 5.9: Symbolic representation of the arm of e.DO.

<table>
<thead>
<tr>
<th>Arm</th>
<th>(a_i)</th>
<th>(\alpha_i)</th>
<th>(d_i)</th>
<th>(\theta_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>(\pi/2)</td>
<td>0</td>
<td>(\theta_1)</td>
</tr>
<tr>
<td>2</td>
<td>(a_2)</td>
<td>0</td>
<td>0</td>
<td>(\theta_2)</td>
</tr>
<tr>
<td>3</td>
<td>(a_3)</td>
<td>0</td>
<td>0</td>
<td>(\theta_3)</td>
</tr>
</tbody>
</table>

Table 5.4: Denavit-Hartenberg parameters of the Arm

\[
T^0_1(q_1) = \begin{bmatrix} \cos(q_1) & 0 & -\sin(q_1) & 0 \\ \sin(q_1) & 0 & -\cos(q_1) & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  \(5.30\)

\[
T^1_2(q_1) = \begin{bmatrix} \cos(q_2) & -\sin(q_2) & 0 & a_2 \cos(q_2) \\ \sin(q_2) & \cos(q_2) & 0 & a_2 \sin(q_2) \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  \(5.31\)

\[
T^2_3(q_1) = \begin{bmatrix} \cos(q_3) & -\sin(q_3) & 0 & a_3 \cos(q_3) \\ \sin(q_3) & \cos(q_3) & 0 & a_3 \sin(q_3) \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  \(5.32\)

5.4.2 Wrist kinematics

The wrist represented in Figure 5.10 shows the last three axes with the Denavit-Hartenberg parameters, that are reported in Table 5.5.

In the wrist the transformation matrices that link the last three reference frames are
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Figure 5.10: Symbolic representation of the wrist of e.DO.

<table>
<thead>
<tr>
<th></th>
<th>( a_i )</th>
<th>( \alpha_i )</th>
<th>( d_i )</th>
<th>( \theta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>0</td>
<td>( \theta_4 )</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>0</td>
<td>( \theta_5 )</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>( d_6 )</td>
<td>( \theta_6 )</td>
</tr>
</tbody>
</table>

Table 5.5: Denavit-Hartenberg parameters of the Wrist

\[
T^{3}_{4}(q_{4}) = \begin{bmatrix}
\cos(q_{4}) & 0 & -\sin(q_{4}) & 0 \\
\sin(q_{4}) & 0 & -\cos(q_{4}) & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.33}
\]

\[
T^{4}_{5}(q_{5}) = \begin{bmatrix}
\cos(q_{5}) & 0 & \sin(q_{5}) & 0 \\
\sin(q_{5}) & 0 & -\cos(q_{5}) & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.34}
\]

\[
T^{6}_{5}(q_{6}) = \begin{bmatrix}
\cos(q_{6}) & -\sin(q_{6}) & 0 & 0 \\
\sin(q_{6}) & \cos(q_{6}) & 0 & 0 \\
0 & 0 & 1 & \( d_6 \) \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.35}
\]

Analyzing the whole structure, the transformation matrix that links the tool center point and the base it can be rewritten as:

\[
T^{0}_{6} = \begin{bmatrix}
R_{y}^{0}(q_{6}) & t_{p}^{0}(q_{6}) \\
0 & 1
\end{bmatrix} = \begin{bmatrix}
\alpha_{p}^{0}(q_{6}) & \beta_{p}^{0}(q_{6}) & \gamma_{p}^{0}(q_{6}) & \delta_{p}^{0}(q_{6}) \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.36}
\]

where \( a_{p}^{0}(q) \) is usually the versor that indicates the direction of the gripper on the tool center point, \( s_{p}^{0}(q) \) is perpendicular to \( a_{p}^{0}(q) \) in the sliding surface and the versor \( n_{p}^{0}(q) \) is normal to the previous ones.
from the real dimensions of the structure (Figure 1.2).

In a general case, a 9 non-linear equations system in six variables \( \dot{q}_p \) can be solved but a solution in a closed form is difficult to be computed. It can be satisfactorily resolved with a recursive development, for example the Newton-Raphson.

The resulting system will be nonlinear with the input that can be the applied torques \( \tau \) or the target velocities \( \dot{q} \) depending on the control structure. From the input torques \( \tau \) it is possible to obtain the state equations of the system placing:

\[
x = (x_1, x_2, x_3, x_4, \ldots, x_{11}, x_{12}) = (q_1, \dot{q}_1, q_2, \dot{q}_2, \ldots, q_6, \dot{q}_6)
\] (5.43)

Table 5.6 lists the Denavit-Hartenberg’s parameters of e.DO that are computed starting from the real dimensions of the structure (Figure 1.2).

<table>
<thead>
<tr>
<th>( a_i ) [mm]</th>
<th>( \alpha_i ) [rad]</th>
<th>( d_i ) [mm]</th>
<th>( \theta_i ) [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \pi/2 )</td>
<td>0</td>
<td>( \theta_4 )</td>
</tr>
<tr>
<td>2</td>
<td>210.50</td>
<td>0</td>
<td>( \theta_5 )</td>
</tr>
<tr>
<td>3</td>
<td>( \pi/2 )</td>
<td>0</td>
<td>( \theta_6 )</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>( -\pi/2 )</td>
<td>268.00</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>174.50</td>
</tr>
</tbody>
</table>

Table 5.6: Denavit-Hartenberg parameters of the whole manipulator

The inverse kinematic problem consists in computing the joints coordinates from the knowledge of the transformation matrix \( T \). In a general case, a 9 non-linear equations system in six variables \( (q_1, \ldots, q_6) \) should be solved but a solution in a closed form is difficult to be computed. It can be satisfactorily resolved with a recursive development, for example the Newton-Raphson.

From the dynamics point of view, it can be made reference to the Dynamic section in the background part. From the Lagrangian or the Newton-Euler method are derived the dynamic equations as:

\[
H(q)\ddot{q} + C((q), \dot{q})\dot{q} + B\dot{q} + g(q) = \tau
\] (5.42)

It is possible to obtain the state equations of the system placing:

\[
x = (x_1, x_2, x_3, x_4, \ldots, x_{11}, x_{12}) = (q_1, \dot{q}_1, q_2, \dot{q}_2, \ldots, q_6, \dot{q}_6)
\] (5.43)

The resulting system will be nonlinear with the input that can be the applied torques \( \tau \) or the target velocities \( \dot{q} \) depending on the control structure. From the input torques \( \tau \) it
can be possible, with the integration of the differential equations, to compute the joints coordinates.

The Inverse dynamics, instead, consists in providing the joints coordinates, together with the first and second derivatives \((q, \dot{q}, \ddot{q})\) and computing the applied torques to the joints, these torques need to solve the problem of the robot’s control. The most significant issue is that, being the terms \(H_{ij}\ddot{q}_j, h_{ijk}\) and \(g_i\) depending on the configuration \(q\), the computational cost increases proportionally with the growth of the degrees of freedom \(n\). It is possible to demonstrate that the number of the products is proportionally to \(n^4\), indeed the complexity is \(O(n^4)\). For a robot with six degrees of freedom it was computed that the approach through the Lagrange equation requires each step 66271 products. From the 1980 have been introduced some algorithms that reduce the computationally cost (for example the Luh,Walker,Pul with \(O(n)\)). In our electronic structure, fortunately, thanks to decades of experience of the company is not a problem and the Inverse dynamic can be achieved without problems through Comau’s algorithms.

### 5.5 Interface to analyze ORL data

In this phase of the thesis it is necessary to highlight some contextualizations with the project: this project of thesis was made with a Mac-OS system, even though the Comau’s library is compatible only with a Linux system. To emulate the Linux machine it was created an operating system on Virtual Machine called Ubuntu, and after different trials the best performance was found with 'Parallels Desktop' with the version of 'Ubuntu Linux 16.04'. In order to analyze the data given from the library ORL it was created a Server. With the protocol TCP/IP it was possible to create a communication between the Server (ORL based on the virtual machine) and the Client (represented by my Matlab program on the Mac-Os system). Figure 5.11 shows the communication flows through two programs in Matlab on Mac-Os(blue) and in C on Ubuntu(green).

The results from this process can be appreciated with a list of Inertia matrices that are generated changing the whole configuration of the manipulator in time. Now, the following step is to compare the diagonal inertia value given by the matrices and the inertia of the datasheets in order to check if the contribution, that must be included in the model, can be significant or less. Providing to ORL a sequential input signals that change all joints position, velocity and accelerations over time, the inertia diagonal terms given by ORL are plotted in Figure 5.12.

As it is evident, these terms are so small that their values divided by the square of the reduction ratio will be irrelevant with respect to the Inertia of the motor. The reliability of the data seems to be good, demonstrated by the sixth term that is null because there is no other connection to the downstream of the flange. Through the computations with Matlab, it can be highlighted that at the end the final significant result is that the inertia time-variant can be neglected:

\[
J(q(t)) = J_{tot} + \frac{1}{k^2} H_i(t) \approx J_{tot}
\]  \hspace{1cm} (5.44)
where $\tilde{H}$ is the tensor matrix:

$$\tilde{H}(q(t)) = \begin{bmatrix} \bar{H}_{11} & \cdots & \bar{H}_{66} \end{bmatrix}$$ (5.45)

Table 5.7 lists the maximum values of the Inertia matrix when the joints are in the position of maximum gravity.

<table>
<thead>
<tr>
<th>Max Inertia diagonal [Kgm$^2$]</th>
<th>Inertia on motor side [Kgm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>max $\bar{H}_{11} = 3.924 \times 10^{-7}$</td>
<td>$J_1 = 9.060 \times 10^{-7} + \frac{3.924 \times 10^{-7}}{1232} \approx 9.060 \times 10^{-7}$</td>
</tr>
<tr>
<td>max $\bar{H}_{22} = 3.833 \times 10^{-7}$</td>
<td>$J_2 = 9.060 \times 10^{-7} + \frac{3.833 \times 10^{-7}}{1232} \approx 9.060 \times 10^{-7}$</td>
</tr>
<tr>
<td>max $\bar{H}_{33} = 1.373 \times 10^{-7}$</td>
<td>$J_3 = 9.060 \times 10^{-7} + \frac{1.373 \times 10^{-7}}{1232} \approx 9.060 \times 10^{-7}$</td>
</tr>
<tr>
<td>max $\bar{H}_{44} = 0.220 \times 10^{-7}$</td>
<td>$J_4 = 1.282 \times 10^{-7} + \frac{0.220 \times 10^{-7}}{992} \approx 1.282 \times 10^{-7}$</td>
</tr>
<tr>
<td>max $\bar{H}_{55} = 0.244 \times 10^{-7}$</td>
<td>$J_5 = 1.282 \times 10^{-7} + \frac{0.244 \times 10^{-7}}{992} \approx 1.282 \times 10^{-7}$</td>
</tr>
<tr>
<td>max $\bar{H}_{66} = 0.000 \times 10^{-7}$</td>
<td>$J_6 = 1.282 \times 10^{-7} + \frac{0.000 \times 10^{-7}}{992} \approx 1.282 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 5.7: Maximum values of Inertia matrix
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Figure 5.12: Diagonal term of the tensor matrix

5.6 Control structure

To compare the model with the real manipulator it is necessary to complete the system with the control structure developed on the Raspberry. It was a nested control loop:
one loop for the position, one for the velocity and the last for the torque. Thanks to an Hall effect probe was measured the real current, that multiplied by the constant $K_\tau$ returns the torque measured. The control scheme is the most general in order to have the possibility of changing the structure of the project over time. The main elements of the loops are three:

**The Controllers:** three PID controllers.

**The Feedforward:** three possible feedforward terms that could improve the tracking.

**The Saturators:** three saturators that could limit the control variables in case of dangerous peaks.

![Control scheme](image)

Figure 5.13: Control scheme.

The control system is looped every 1 ms, the trajectories are sent every 10 ms and in the Novalabs drive there is an Interpolator that generates ten consecutive samples interpolating the points with an Hermitian cubic spline. The same block diagram was replicated on Simulink, taking into account that the target and the real signals generated by the sensors are sampled every 10 ms.

### 5.6.1 PID controllers

The PID controller is the most common solution in Industrial process, this because it is a solution easy and cheap to practical control problems. The controllers with proportional, integrative and derivative actions have been used in the 1930s with pneumatic controllers, the development of them were applied in electronic mechanic and computer technology. The microprocessors increased their use from the 1980s. The PID control, as the name says, is the combination of three actions [3]:

**Proportional:** The characteristic of the response is proportional to the control error for small errors, the control signal will be proportional to the error:

$$u = K_p(y_{target} - y_{real}) = K_p e$$  \hspace{1cm} (5.46)

where $K_p$ is the controller gain.

**Integrative:** if the process variable with the only proportional gain $K_p$ deviates from the set point, this drawback can be avoided by introducing a term proportional to the integral of the error:

$$u = K_i \int_0^t e(\tau)d\tau$$  \hspace{1cm} (5.47)
This takes into account the history of the signal; one of the amazing property of this integral action is that if there is a steady state error $e_0$ with a constant control signal $u_0$:

$$u_0 = K_i e_0 t$$  \hspace{1cm} (5.48)

Since the signal $u_0$ is constant, $e_0$ must be null. This demonstrate that for a steady state signal if an integral action is present, the steady state error is always zero; this is also true for a PI controller:

$$u(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau$$  \hspace{1cm} (5.49)

**Derivative:** this term takes into account the future of the signal by a linear prediction of the error for $T_d$ times:

$$u(t) = K_d \frac{de(t)}{dt}$$  \hspace{1cm} (5.50)

The proportional terms of the Integrative and Derivative actions can be provided also depending on the time values, the relationship between them are given by:

$$T_i = \frac{K_p}{K_i} \quad T_d = \frac{K_d}{K_p}$$  \hspace{1cm} (5.51)

where $T_i$ is the integration time, and $T_d$ the derivation time.

Figure 5.14: PID control action based on past, present and future [3].

### 5.7 Simulation of the final model

The final model is the resulting one represented in Figure 5.15.

In the DC Motor Block there is the same block seen before with the data of the datasheets; inside the control loop the PID values are set equal to the original ones adopted as reported in Table 5.8.

With these values a simulation test has been carried out choosing trajectories allowing the motion of all the joints. Figure 5.16 is significative, because it shows how the model follows the real system. It can be noted a little discrepancy due to different causes: in particular the backlash on the joints and the friction that have not been taken into consideration in the mechanical model of the system.

In order to improve the model, an estimate of the friction was made with Matlab. The pursuit of an approximated value of the friction coefficient was made through an iterative
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Table 5.8: PID values

<table>
<thead>
<tr>
<th></th>
<th>Arm Motor</th>
<th>Wrist Motor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Position</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$K_p = 1.3 \ t_i = 30000 \ t_d = 0 \ K_{ff} = 0.5$</td>
<td>$K_p = 2 \ t_i = 50000 \ t_d = 0 \ K_{ff} = 0.3$</td>
</tr>
<tr>
<td></td>
<td>Velocity</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>$K_p = 0.15 \ t_i = 2500 \ t_d = 0 \ K_{ff} = 0$</td>
<td>$K_p = 0.2 \ t_i = 2000 \ t_d = 0 \ K_{ff} = 0$</td>
</tr>
<tr>
<td></td>
<td>Torque</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$K_p = 0.0015 \ t_i = 30 \ t_d = 0 \ K_{ff} = 0$</td>
<td>$K_p = 0.004 \ t_i = 50 \ t_d = 0 \ K_{ff} = 0$</td>
</tr>
</tbody>
</table>

A correct estimate was reached for $\beta \approx 10^{-4}$ by varying $\beta$ in a range from 0 to $10^{-5}$ decreasing, each step, the friction value of 0.1.
Figure 5.15: Model Block diagram
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(a) Arm motors of the first three axes

(b) Wrist motors of the last three axes

Figure 5.16: In Blue the target, in Green the real, in Red the simulated position of the six motors.
Figure 5.17: Current varying the friction values
Chapter 6

Control of the e.DO robot

The aim of this thesis is to improve the performance of the controller: the accuracy of the tool center point positioning and the capability to track the desired trajectory. The chances of control are multiple: to modify the control structure, to modify the controller gains inside the same control structure. The adopted solution is the result of a compromise between them, this option was very smart because the code written inside the Raspberry is not changed. Only the control system structure was modified. It was possible to choose how to connect the feedback loops and the feedforward terms of the control system by varying the input parameters. All controller PID gains can be modified by changing values. These software features allowed us to quickly test ideas during the project.

The input terms in the software to modify the control loops are the following:

1. **Input variables:**
   - Target Position
   - Target Velocity
   - Target Torque

2. **PID values:**
   - Proportional
   - Integrative
   - Derivative

   for the all the control loops.

3. **Feedforward gains:**
   - Position
   - Velocity
   - Torque

4. **Saturations values**

   Only the final and used controller will reported with details in the thesis, the best one in term of satisfactory behavior and requests met.
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6.1 Practical considerations

It is useful to make some practical considerations: in a real application we move away from the theoretical model because there exist some 'parasitic dynamics'. There are some nonlinear relations that are approximated in the model with purely proportional term. For example the armature inductance $L_a$ is very small and it is considered null, in this way the electric pole in $s = R_a/L_a$ will be $-\infty$. There are many cases of mismatch between the model and the real system as:

**Saturating actuators** The presence of the saturations block on the feedback loop is modeled including in the loop a non linear block with the following transfer function:

$$y(t) = \begin{cases} s_{\text{max}} & \text{if } u(t) > u_{\text{max}} \\ ku(t) & \text{if } u_{\text{min}} \leq u(t) \leq u_{\text{max}} \\ s_{\text{min}} & \text{if } u(t) < u_{\text{min}} \end{cases} \quad \text{(6.1)}$$

**Elasticity in the mechanical structure** The presence of the gearboxes and other transmission systems include a structural elasticity and consequent resonances deleterious for the kinematic chain. The resonance effects can be attenuated designing the bandwidth of the controlled system. Knowing that this must not be too low, which would made the system response rather low, but not too high, in order to not excite the neglected elastic dynamics. A trade off between these two behaviors must be achieved. It is advisable, in order to not excite the resonance structural frequency, that the bandwidth is not so high. If for simplicity it is equal to the natural frequency $\omega_n$, it must not be greater than $0.5\omega_r$ where $\omega_r$ is the resonance frequency of the manipulator. This frequency depends on the used material and it can be obtained from a simple dynamic model of the elastic system, not damped and not forced by external torques:

$$J_t \ddot{\theta}_m(t) + k_t \dot{\theta}_m(t) = 0 \quad \text{(6.2)}$$

where $k_t$ is the elastic constant of the joint, the natural frequency of the system will be:

$$\omega_r = \sqrt{\frac{k_t}{J_t}} \quad \text{(6.3)}$$

**Non linear frictions in the joints** The Coulomb frictions and the stiction component made non linear and discontinuous in the origin the relation between joint velocity and resistance force. It follows that the relation between the applied force on the joint and the resulting force has a dead bandwidth. These effects make the position control inaccurate specially for low velocities where it can be observed the establishment of limit cycles. (Stick and Slip effect)

6.2 Anti wind-up

The presence of non-linear elements in the control loop, in particular the saturation of the actuators, and the integral action of the control determine a nonlinear phenomenon called
wind-up or integral capacity that deteriorates the performance of the control system. It is analyzed the general problem with a PI controller in a feedback control loop as shown in Figure 6.1

![Control diagram with saturation](image)

Figure 6.1: Control diagram with saturation

When the error $e(t)$ keeps its sign unchanged, positive for example, for a time period the integral action of the controller integrates the error even though the input variable of the process saturates. When the error becomes negative, changing sign, it is necessary to wait that the output of the controller assumes again values inside the range (discharging the integral action). The wind-up phenomenon is due to the controller dynamics that are not affected by the presence of the limitations on the input variable. There exist different antiwind-up techniques dealing with this problem. In this project an antiwind-up technique is adopted, it is implemented via software inside the control loop, which allow not to cross the phenomenon. The strategy actuated in the control software is the following: when the value $u(t)$ is greater or lower than the boundaries, the value in input to the motor $u_{sat}(t)$ will be the saturated one chosen a-priori, but the Integral value for the following step is frozen. In this way the integrator of the PID controller is stopped only if it is violated the saturation bound. The integral term can be expressed as $(\sum_{i=1}^{k} e_i + e_k)$ in this case what it is made is to delete the last term of the saturation $e_k$, keeping the summation of the previous terms till the value does not return in the range limited by the saturation boundaries.

6.3 Preliminary analysis

The intent is to find some a-priori constraints in order to design the controllers and achieve a-posteriori requirements. The project is developed in the frequency domain; there are two kinds of diagrams that allow to see if the requirements are satisfied, in particular they are very useful to analyze the stability of the system.

Being the transfer function:

$$W(j\omega) = \frac{G(j\omega)}{1 + G(j\omega)}$$  \hspace{1cm} (6.4)

**Nyquist:** it is a representation on polar coordinates with Imaginary and Real part of the transfer function when varying the angular frequency $\omega_n$, it is used only one reference diagram to take into account the magnitude and frequency that are figured into two diagrams on Bode.

The direct chain can be written as:

$$G(j\omega) = Re(\omega) + jIm(\omega)$$  \hspace{1cm} (6.5)
using the polar representation of a complex number it can be written:

\[ W(j\omega) = M(\omega)e^{j\phi(\omega)} = \frac{Re(\omega) + jIm(\omega)}{1 + Re(\omega) + jIm(\omega)} \] (6.6)

from this relation it can be demonstrated that:

\[
\begin{align*}
M(\omega) &= \sqrt{\frac{Re(\omega)^2 + Im(\omega)^2}{1 + Re(\omega)^2 + Im(\omega)^2}} = f_1[Re(\omega), Im(\omega)] \\
\phi(\omega) &= \angle[Re(\omega) + jIm(\omega)] - \angle[1 + Re(\omega) + jIm(\omega)] = f_2[Re(\omega), Im(\omega)]
\end{align*}
\] (6.7)

In this chart each point with coordinates \( Re(\omega) + jIm(\omega) \) coincide with a couple \( M, \phi \) read or interpolated by the nearest values of the module and constant phase places.

**Nichols:** it is a representation with magnitude and phase of the transfer function when varying the angular frequency \( \omega_n \), it is a stricter representation than the Bode diagrams. The direct chain can be written as:

\[ G(j\omega) = A(\omega)e^{j\alpha(\omega)} \] (6.8)

the whole transfer function becomes:

\[ W(j\omega) = M(\omega)e^{j\phi(\omega)} = \frac{G(j\omega)}{1 + G(j\omega)} = \frac{A(\omega)e^{j\alpha(\omega)}}{1 + A(\omega)e^{j\alpha(\omega)}} \] (6.9)

where:

\[
\begin{align*}
M(\omega) &= \frac{A(\omega)}{1 + A(\omega)e^{j\alpha(\omega)}} = F_1[A(\omega), \alpha(\omega)] \\
\phi(\omega) &= \alpha(\omega) - \angle[1 + A(\omega)e^{j\alpha(\omega)}] = F_2[A(\omega), \alpha(\omega)]
\end{align*}
\] (6.10)

The previous performance with the original control are highlighted in Table 6.1 where are listed the transitory characteristic of a step response.

<table>
<thead>
<tr>
<th>Original Control</th>
<th>Arm Motor</th>
<th>Wrist motor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise Time</td>
<td>2.8914 s</td>
<td>1.2971 s</td>
</tr>
<tr>
<td>Settling Time</td>
<td>5.7128 s</td>
<td>3.2893 s</td>
</tr>
<tr>
<td>Settling Min</td>
<td>0.9039°</td>
<td>0.9007°</td>
</tr>
<tr>
<td>Settling Max</td>
<td>1.0155°</td>
<td>1.0017°</td>
</tr>
<tr>
<td>Overshoot</td>
<td>1.1094%</td>
<td>0.0969%</td>
</tr>
<tr>
<td>Undershoot</td>
<td>0.0000%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Peak</td>
<td>1.0155°</td>
<td>1.0017°</td>
</tr>
<tr>
<td>Peak Time</td>
<td>11.0561 s</td>
<td>7.4053 s</td>
</tr>
</tbody>
</table>

Table 6.1: Step response analysis of the original control system

The requirements to improve the system are relative to the following issues:
• The Rise Time is the time required for the response to rise from 0% to 100% of its final value. In our system it is necessary to decrease the Rise Time to make the system more reactive.

• The maximum Overshoot $\hat{s}$ is defined as

$$\hat{s} = \frac{y_{\text{max}} - y_\infty}{y_\infty}$$ (6.11)

In our system it is needed to delete the Overshoots.

• The Settling Time $t_{s,\alpha\%}$ is the amount of time required for the step response to reach and stay within a range about $\pm \alpha \times 100\%$ of the steady-state value $y_\infty$. In our system it is necessary to decrease the Settling Time.

In addition:
• The Synchrunicity of the whole system must be kept.
• The Stability of the whole system must be guaranteed.

![Figure 6.2: Time requirements: Overshoot, Rise Time and Settling Time of a prototype of second order function](image)

The given time requirements will be translated in the frequency domain, in particular on the Nichols chart. The strategy to control the system is to compare the system as a prototype of 2\textsuperscript{nd} order of the form:

$$T(s) = \frac{1}{1 + \frac{2\zeta}{\omega_n} s + \frac{s^2}{\omega_n^2}}$$ (6.12)

The unit step response is given by:

$$y(t) = 1 - \frac{e^{-\zeta\omega_n t}}{\sqrt{1 - \zeta^2}} \sin[\omega_n t + \tan^{-1}\sqrt{1 - \zeta^2}], \ t \geq 0$$ (6.13)
If $0 < \zeta < 1$ (complex poles): the system is **underdamped**.
If $\zeta = 1$ (equal real poles): the system is **critically damped**.

It can be noted that an underdamped system with $0.5 < \zeta < 0.8$ gets close to the final value more quickly than a critically damped system with a minimum overshoot.

The main transient response values are $\hat{s}, t_r$ and $t_{s,\alpha}\%$. They can be expressed as function of the damping factor $\zeta$ and the natural frequency $\omega_n$:

\[
\hat{s} = e^{-\frac{\pi \zeta}{\sqrt{1-\zeta^2}}} \quad (6.14)
\]

\[
t_r = \frac{1}{\omega_n \sqrt{1-\zeta^2}} (\pi - \arccos(\zeta)) \quad (6.15)
\]

\[
t_{s,\alpha}\% = -\frac{\ln \alpha}{\omega_n \zeta} \quad (6.16)
\]

To translate the time requirements in frequency domain three frequency responses can be defined:

- the frequency response $L(j\omega)$ of the loop function $L(s)$
- the frequency response $S(j\omega)$ of the sensitivity function $S(s) = [1 + L(s)]^{-1}$
- the frequency response $T(j\omega)$ of the complementary sensitivity function $T(s) = 1 - S(s)$

The maximum peak of these functions depends on the damping factor, while the cross-over
frequency depends on the natural frequency according to the following relationships:

\[
T_p = \frac{1}{2\zeta \sqrt{1 - \zeta^2}} \quad (6.18)
\]

\[
S_p = \frac{2\zeta \sqrt{2 + 4\zeta^2 + 2\sqrt{1 + 8\zeta^2}}}{\sqrt{1 + 8\zeta^2 + 4\zeta^2 - 1}} \quad (6.19)
\]

\[
w_c = \frac{(\pi - \arccos(\zeta))\sqrt{1 + 4\zeta^2 - 2\zeta^2}}{\sqrt{1 - \zeta^2}/t_r} \quad (6.20)
\]

The values of the resonance peaks \(T_p\) and \(S_p\) of the sensitivity function and its complementary obtained via the \(\hat{s}\) requirements can be used to draw the corresponding constant magnitude loci on the Nichols plane. These loci can be considered as constraints which should not be violated by the Nichols plot of the frequency response of the loop function \(L(j\omega)\).

### 6.4 Design

Once modeled the system, the following step was to find a controller that improves the previous performance keeping the stability and the synchronicity of the whole manipulator. The developed control is structured with two nested loops as seen in the background section and only two controllers are designed. The inputs of the chain are the desired position and the resistive torque that is considered as a disturbance on the direct chain of the system.

The adopted the structure is sketched in Figure 6.4.

![Control diagram without feedforward](image)

Figure 6.4: Control diagram without feedforward

The Controllers \(C_p(s)\) and \(C_v(s)\) are designed so to reduce the tracking error. The motor transfer functions are:

\[
G_{arm}(s) = \frac{8.3511 \times 10^7}{(s + 2241)(s + 375.5)} \quad (6.21)
\]
\[ G_{\text{wrist}}(s) = \frac{3.5103 \times 10^8}{(s + 1.998 \times 10^4)(s + 149.8)} \] (6.22)

for the Arm and the Wrist motors respectively.

A first analysis of the system is based on the time constants and the paced frequencies:

\[ \tau_m = \frac{JR_a}{K_a K_\tau} = \begin{cases} \text{Arm motors} & \rightarrow 0.0032 \text{ s} \\ \text{Wrist motors} & \rightarrow 0.0067 \text{ s} \end{cases} \]

\[ \tau_a = \frac{L_a}{R_a} = \begin{cases} \text{Arm motors} & \rightarrow 3.8388 \times 10^{-4} \text{ s} \\ \text{Wrist motors} & \rightarrow 4.96691 \times 10^{-5} \text{ s} \end{cases} \] (6.23)

To eliminate the mechanical pole of the joint, as seen in the background in the cascade control section for the controllers written in (4.6), the main idea is to place the controller pole in the same frequency. In the real system it will not be exactly the same frequency but it will work reasonably because the zero and the pole of the whole structure are very close.

This technique is called pole placement, these frequencies are, therefore, included in the Arm and Wrist controllers of the velocity loops as follows:

\[ C_{v\text{arm}} = \omega_n b (2\zeta b) K_a \frac{1 + \frac{1}{375.3}}{s} \] (6.24)

\[ C_{v\text{wrist}} = \omega_n s (2\zeta s) K_a \frac{1 + \frac{1}{149.8}}{s} \] (6.25)

The positions controllers are designed to exploit the system as a second order type:

\[ C_{p\text{arm}} = \frac{\omega_n b}{2\zeta b} \] (6.26)

\[ C_{p\text{wrist}} = \frac{\omega_n s}{2\zeta s} \] (6.27)

The step response is the most difficult input to follow, it is important because allows to study the behavior of the system in the transient between two stable points. It highlights the time requirements of the transient, and verifies whether the system truly meets our expectations. The only two parameters that can be tuned with this control structure, imposing the pole of the velocity loop, are the damping factor (\(\zeta\)) and the natural frequency (\(\omega_n\)).

Now the idea is to achieve the desired behavior monitoring the stability and the synchronicity of the whole system.

Obviously the strategy is to:

1. Enlarge the bandwidth of the system.
2. Reduce the rise time making the system more prompt.
3. Do not create an overshoot.

Possible negative effects could occur:

1. Decreasing too much the damping factor, the settling time could be too high.
2. Increasing the natural frequency, enlarging the bandwidth, the current of the system increases, and dynamic components at high frequency, not included in the model, could be excited.

3. Closing the bandwidth the system becomes slow, so a proper tuning of the damping factor is required.

The requirements are then set as:

- \( \hat{s} = 0.01 \); for the velocity loop, and
- \( \hat{s} = 0.001 \); for the position loop.

The stability of the control loop is monitored at each step of the design highlighting the phase and gain margin in the Nichols diagram. As it is possible to see in Figure 6.5 the Phase and Gain margins can be directly found and it is possible with a graphical analysis to discuss the stability of the system.

![Figure 6.5: Stability margins in the Nichols Chart](image)

The first approach is to reduce the overshoot generated by the previous controller. To ensure the desired behavior, being the system a prototype of a second order, the damping factor is set equal to one. This choice as seen in the previous paragraph guarantees that the system will be underdamped and the objective will be achieved. The range of the possible control choices with this configuration can be seen in Figure 6.6, that shows two simulations in which the natural frequency is changed in a range from 3 to 60 for the velocity loops and the position loops of the two kinds of motors.

The constraint on the overshoot is achieved because the plots do not exceed the constant magnitude locis. The analysis of the above figures is resumed in Table 6.2, which reports the stability margins in the worst cases for the two motors.
In order to take into account the synchronicity of the whole manipulator, it is necessary that all the joints will finish their task at the same time. Being the second joint, the slowest one because it is affected by the biggest gravity component due to the contribute of the other four joints that follow in the chain and an eventual gripper. In the worst case the rise time of the last joint, that probably is the fastest, will must be greater or equal to the slowest joint, the second one. To achieve this requirement, knowing that the rise time depends on the variable \( \omega_n \) and \( \zeta \), since for the damping factor is not a problem because is unitary for both for the overshoot specification, the natural frequency is placed equal again for both motors imposing in this way the poles of the system at the same frequency. The maximum target is fixed, the further step is to simulate the system with the maximum possible frequency. To obtain the PID parameters from the frequency transfer functions, a Matlab tool is used to translate the transfer function in a parallel PID form as:

\[
C = K_p + \frac{K_i}{s} + \frac{K_d s}{T_f s + 1}
\]  

\[8.4\]
6.4 – Design

<table>
<thead>
<tr>
<th></th>
<th>Velocity</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arm motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase margin</td>
<td>85.1°</td>
<td>75.8°</td>
</tr>
<tr>
<td>Delay margin</td>
<td>0.00772 sec</td>
<td>0.0271 sec</td>
</tr>
<tr>
<td>At frequency</td>
<td>1924 rad/s</td>
<td>48.7 rad/s</td>
</tr>
<tr>
<td>Closed loop stable?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Wrist motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase margin</td>
<td>89.7°</td>
<td>77.9°</td>
</tr>
<tr>
<td>Delay margin</td>
<td>0.0137 sec</td>
<td>0.0556 sec</td>
</tr>
<tr>
<td>At frequency</td>
<td>114 rad/s</td>
<td>24.5 rad/s</td>
</tr>
<tr>
<td>Closed loop stable?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6.2: Nichols margins of the velocity and position loops of both motors.

Starting with a natural frequency equal to \( \omega_n = 50 \) rad/s the velocity controllers become:

\[
C_{v(arm)} = 2.5912 \times 10^{-3} \frac{(s + 375.5)}{s} \rightarrow K_p = 3.11 \times 10^{-3} \quad K_i = 0.973 \tag{6.29}
\]

\[
C_{v(wrist)} = 6.4953 \times 10^{-3} \frac{(s + 149.8)}{s} \rightarrow K_p = 6.99 \times 10^{-3} \quad K_i = 0.973 \tag{6.30}
\]

and the position controllers become:

\[
C_{p(arm)} = 25 \rightarrow K_p = 25 \quad \tag{6.31}
\]

\[
C_{p(wrist)} = 25 \rightarrow K_p = 25 \quad \tag{6.32}
\]

The step response of the system and the Nichols plot of the whole system controlled with a target position are reported in Figure 6.7; it can be seen that the requirements are achieved and the rise time is very lower than the first one with the previous control.
6 – Control of the e.DO robot

Figure 6.7: Step response and Nichols diagrams of the motors with $\omega_n = 50 \text{rad/s}$ and $\zeta = 1$. 
Chapter 7

Results

7.1 Performance achieved

A simulation with the development environment Simulink was created giving as inputs the real trajectories tested on e.DO, in order to excite all the behaviors of the motors of the joints. The results can be observed in Figure 7.1. These pictures highlight how the situation is improved. The new controller has the best tracking error that it is achieved in this thesis project.

![Figure 7.1: In blue the desired position, in green the position of the previous controller, in red the position of the new controller with $\omega_n = 50$ rad/s and $\zeta = 1$.](a) Arm motor 
(b) Wrist motor

The performance in the simulation is great, all the previous desired objectives are achieved:

- Stability
- Better rise time
- Better settling time
• No overshoot

The analysis on the synchronicity of the whole manipulator is still missing, which can only be noticed with the machine time of the real joints and will be discussed later. Now the critical phase is to implement the new control scheme on the manipulator and check how it works in the real environment. Through a wi-fi it was established a connection with the e.DO robot, by terminal it was sent the inputs configuration to manage the control structure. The main changes compared to the original scheme were the modified gains of the controllers and the absence of the feedforward terms and the current loop. A program generated through the Tablet was created to let the robot move in some predefined positions, reaching a wide range of working space. Before the experimental test with the robot, the data acquisition program was started; this program through the USB protocol creates a text file where every 10 ms the position, velocity and current values are stored. Real and target data are collected and via Wi-fi it is possible to download these contents linking on the same connection of the Raspberry. Once the data are unpacked and processed by Matlab, a new program was written to print all the data for a subsequent analysis. Through this program it has been possible to align the time line of both the real and desired signals, in order to evaluate the control performances.

Figure 7.2 shows how the variables change over time for the first and the last joints, one per type of motor. In particular it can be noted how the disturbances affect the current and the velocity. This problem will be treated in the following chapter.

The objective is achieved under the control domain and the improvement from the original control can be appreciated also in Table 7.1, where are listed the transient performances achieved. The issue is that the best motor control of the joints in this application is not really satisfactory. This because when a control is applied on the development environment there are a lot of other requirements that can be involved in the system. In this way, two schools of thought branch off:

• Only the parameters that we can analyze are controllable: since the only block that is controllable is the motor, the best controller is the one that follows slavishly the target variables.

• The parameters that can be controlled have to be consistent with the behavior of the whole system: it does not matter if the motor is controlled in the best possible way, it needs that the behavior of the whole structure will be feasible with the environment requirements.

This means that, for the control point of view, the goal is not only to find the best way to follow the desired trajectory but to find the best trade-off among a tolerable tracking error, a good current limitation that means lower auditory noises, a good movement depending on the specific working space, a prompt system in the environment where the mechanical structure is not so rigid will highlight the defects.

In this practical case, the structure composed by plastic staff and the plays in the gear boxes does not allow a very prompt system. This means that the control has to be modified reducing the promptness of the system until a good execution of the movement is reached keeping the synchronicity of the six axes. Another practical issue is the auditory noise, in order to reduce the noise it is needed that the current absorbed by the motors decreases. With a lower current, especially for the arm motors, the motion will result silent. All these
Figure 7.2: Manipulator desired trajectories in blue, the real ones in red and the average of the noise of the velocity in yellow for the controller with $\omega_n = 50 \text{ rad/s}$ and $\zeta = 1$. 
considerations bring to a mathematical solution: since the current of the motor depends on the torque that must be applied by the system to move the motor in a specific position, better is the promptness of the system higher will be the current that the control have to fed to the motors, higher the noises developed, more highlighted the negative effects due to the mechanical structure. The objective becomes to find the best compromise in terms of performance and ‘esthetic’ outcome (noise and motion achievement). In order to get these objectives, the natural frequency of the controller is reduced, and some experimental tests are made till a good enough result is reached. Then the controllers designed have been implemented on the real robot, and the esthetic and auditory features are checked and verified.

Figure 7.3 shows the real signals of the robot for decreasing values of the natural frequency $\omega_n$, compared with those obtained by the previous controller starting choice of $\omega_n = 50\text{rad/s}$. The result is evident on the current plot where the decreasing of the amplitude varies from $3.55 \times 10^{-2}\text{A}$ to $5.6 \times 10^{-3}\text{A}$ for the Arm motors, and from $2.06\text{A}$ to $0.95\text{A}$ for the Wrist motors.

### Table 7.1: Step response analysis of the robot with original and the new control

<table>
<thead>
<tr>
<th></th>
<th>Original Control $\omega_n = 50\text{rad/s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arm Motor</strong></td>
<td></td>
</tr>
<tr>
<td>Rise Time</td>
<td>2.8914 $s$</td>
</tr>
<tr>
<td>SettlingTime</td>
<td>5.7128 $s$</td>
</tr>
<tr>
<td>SettlingMin</td>
<td>0.9039$^\circ$</td>
</tr>
<tr>
<td>SettlingMax</td>
<td>1.0155$^\circ$</td>
</tr>
<tr>
<td>Overshoot</td>
<td>1.1094%</td>
</tr>
<tr>
<td>Undershoot</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Peak</td>
<td>1.0155$^\circ$</td>
</tr>
<tr>
<td>PeakTime</td>
<td>11.0561 $s$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wrist motor</strong></td>
<td></td>
</tr>
<tr>
<td>Rise Time</td>
<td>1.2971 $s$</td>
</tr>
<tr>
<td>SettlingTime</td>
<td>3.2893 $s$</td>
</tr>
<tr>
<td>SettlingMin</td>
<td>0.9007$^\circ$</td>
</tr>
<tr>
<td>SettlingMax</td>
<td>1.0017$^\circ$</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.0969%</td>
</tr>
<tr>
<td>Undershoot</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Peak</td>
<td>1.0017$^\circ$</td>
</tr>
<tr>
<td>PeakTime</td>
<td>7.4053 $s$</td>
</tr>
</tbody>
</table>
7.1 – Performance achieved

Figure 7.3: Manipulator data with the controller with $\omega_n = 50 \text{ rad/s}$, $\omega_n = 20 \text{ rad/s}$, $\omega_n = 10 \text{ rad/s}$, $\omega_n = 5 \text{ rad/s}$, $\omega_n = 2.5 \text{ rad/s}$ and $\zeta = 1$ and the simulation of real system.
7.2 Final comparison

The best trade-off is finally found for a natural frequency $\omega_n = 7.5 \text{ rad/s}$. With this configuration all the requirements are achieved, esthetically and in term of noise. Although the rise time is decreased the control keeps the previous characteristic without overshoot improving the tracking error with respect to the first one controller as can be seen in Figure 7.4. Table 7.2 highlights how the system is improved. The transient performances are listed for three different situations of the project: the original control system, the new one with $\omega_n = 7.5 \text{ rad/s} \ \zeta = 1$ and in the control system with $\omega_n = 50 \text{ rad/s} \ \zeta = 1$, in order to see the difference with the best that is achieved in this project of thesis.

![Position: real VS simulated](image)

Figure 7.4: Light blue and Green are the Ideal and Real position with the previous control, Red and Blue are the Ideal and Real position with the adopted control, Magenta and Black are the Ideal and Real position with the best control.

By inspecting the delay due to the time machine on each joint, as reported in Table 7.3, the requirements on the synchronicity of the whole structure is achieved: the last joint has a time machine greater or equal then all the others, in particular of the second that is the slower.
7.2 – Final comparison

<table>
<thead>
<tr>
<th>Original Control</th>
<th>$\omega_n = 7.5 \text{rad/s}$</th>
<th>$\omega_n = 50 \text{rad/s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arm Motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rise Time</td>
<td>2.8914 s</td>
<td>0.4437 s</td>
</tr>
<tr>
<td>SettlingTime</td>
<td>5.7128 s</td>
<td>0.7652 s</td>
</tr>
<tr>
<td>SettlingMin</td>
<td>0.9039°</td>
<td>0.9018°</td>
</tr>
<tr>
<td>SettlingMax</td>
<td>1.0155°</td>
<td>0.9991°</td>
</tr>
<tr>
<td>Overshoot</td>
<td>1.1094%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Undershoot</td>
<td>0.0000%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Peak</td>
<td>1.0155°</td>
<td>0.9991°</td>
</tr>
<tr>
<td>PeakTime</td>
<td>11.0561 s</td>
<td>1.1958 s</td>
</tr>
<tr>
<td><strong>Wrist motor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rise Time</td>
<td>1.2971 s</td>
<td>0.4619 s</td>
</tr>
<tr>
<td>SettlingTime</td>
<td>3.2893 s</td>
<td>0.8221 s</td>
</tr>
<tr>
<td>SettlingMin</td>
<td>0.9007°</td>
<td>0.9023°</td>
</tr>
<tr>
<td>SettlingMax</td>
<td>1.0017°</td>
<td>1.0000°</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0.0969%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Undershoot</td>
<td>0.0000%</td>
<td>0.0000%</td>
</tr>
<tr>
<td>Peak</td>
<td>1.0017°</td>
<td>1.0000°</td>
</tr>
<tr>
<td>PeakTime</td>
<td>7.4053 s</td>
<td>3.0165 s</td>
</tr>
</tbody>
</table>

Table 7.2: Step response analysis

<table>
<thead>
<tr>
<th>Original Control [s]</th>
<th>$\omega_n = 7.5 \text{rad/s}$ [s]</th>
<th>$\omega_n = 50 \text{rad/s}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time machine</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>0.80</td>
<td>0.36</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.81</td>
<td>0.36</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.76</td>
<td>0.34</td>
</tr>
<tr>
<td>$t_4$</td>
<td>0.55</td>
<td>0.34</td>
</tr>
<tr>
<td>$t_5$</td>
<td>0.54</td>
<td>0.34</td>
</tr>
<tr>
<td>$t_6$</td>
<td>0.56</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 7.3: Time machine on the joints.

7.2.1 e.DO writer

In order to appreciate the real behavior of e.DO’s performances, a test was carried out in which the writing support package was added on the sixth axis (Figure 7.5).

It was programmed a trajectory on the Tablet to move the manipulator in Cartesian space. Two parallel lines were drawn on a sheet of paper, changing each time the control system. Figure 7.6 highlights the improvement with the increasing of the controllers’ natural frequency. Considering that the writing support package is not fixed but has some
backlashes due to the elastic deflection, the lines written with the controllers designed in this thesis are more parallel than the original control system ones. Programming the test the difference among them has been noted also in the repeatability of the plot that in the last cases are very close to the ideal one.

Figure 7.5: e.DO writer.

(a) Original control system

(b) $\omega_n = 7.5\text{ rad/s}$

(c) $\omega_n = 25\text{ rad/s}$

(d) $\omega_n = 50\text{ rad/s}$

Figure 7.6: Test created with the writing support package.
The final test highlights the main improvements of the control system from the practical point of view. It was drawn a rectangle with the original controller and the final used one. The results in Figure 7.7 show the improved performance in this project. In black the original controller cannot track the desired path contrary to the last control system that follow it without problems.

![Figure 7.7: In black the rectangle with the original control and in green the rectangle with the last control system \((\omega_n = 7.5 \text{ rad/S}, \zeta = 1)\).](image)

### 7.3 Noises analysis

The noises produced on the current and the velocity are due to some issues referred on the encoder and the Hall’s effect probe inside the motors or on the collected data from the devices. If for the current the problem is mainly due to the accuracy of the probe, for the velocity the noise disturbance is very weird because the position signal is 'clean'. To find the solution to this problem the actual signal acquired at constant velocity is analyzed (Figure 7.8).

In order to find the source of the problem, if hardware or software, the first check was to verify if the derivative of the position w.r.t. time computed with Matlab is equal to the signal given by the code. Figure 7.9 shows that the two signals are very close, this means that the derivative made by software is efficient. It can be noted that there are different values that become null. Since the software make the derivative as:

\[
\omega_i = \frac{\theta_i - \theta_{i-1}}{T_s}
\]

where \(T_s\) is the sampling time, this behavior is due typically for the sample repetitions. If two consecutive samples are equal, the difference between them becomes null and the velocity goes to zero, but the source of the issue can be purely software in this case. A package sent in the communication was lost and a position value was repeated. In order to understand the entire chain of communication, it is needed to list the components belonging to the chain:
Figure 7.8: Constant Real Velocity under examination.

Figure 7.9: Constant Real Velocity and its Matlab derivative under examination.
• The NovaLabs circuit board on the joints provides the message with the values of the encoders and the Hall’s effect probe every 10 ms.

• An USB communication sends the message to the Raspberry that gives the informations and writes them in the text file.

• A CAN bus is the protocol that behaves as a bearing between the two above components.

The critical point of the chain is the USB that can lose some packages. The right working of this protocol is not verifiable, but the losses of the samples are certainly cause of noise on the signal, in particular the zeroing of the velocity value. To find if the problem is linked exclusively to the communication chain, it is checked if the buffer filled up by the encoder contains the same noised values. In order to inspect the arrays containing the encoder values, a move action was sent to the motor through terminal. The Debug was started and the program was stopped in the part of the code when the arrays of the position and velocity were full. The result of this procedure is shown in Figure 7.10, which reports the array and the examined spectrum. The Fourier Transform highlights the excited frequencies and suggests which is the highest noise frequency to be cut through a proper filter. But the weird behavior is due to the fact that there is no sinusoidal component that can be considered as dominant, it means that the noise is casual random process and the cause of this has to be found somewhere else.

The main hypothesis is the following: there is a significative and random delay between the sent message and the real sampling time. Supposing the acquisition clean without loss of samples, the differentiations between the values of the samples is exact, the only term that can create noise is the sampling time. This means that the time that elapses between two consecutive samples is not always the same, and a little variation of this variable creates a big noise in the signal, as it is possible to see in the real plots. To solve this problem, that is hardware predominantly, it must find a fixed time clock for all the system. It must be applied on the whole structure because it is not only important the real time of the system, but its overall synchronicity.
7 – Results

(a) Real velocity acquisition

(b) Spectrum of the real velocity acquisition

Figure 7.10: Real velocity acquisition at $T_s = 1\, ms$ through the Debug development environment and its Spectrum computed through the Fourier Transform.
Chapter 8

Future developments

An analysis to improve the project was done in parallel, highlighting two main issues for future works:

1. Cleaning of the velocity variable
2. Elimination of the friction effect at low velocity

8.1 Observer

Even if the hypothesis on the sample time will be verified, it is possible to take another strategy. The first is to create a filter that makes an average of the noised value. This can be a good strategy, but a filter implies a delay in the chain, with possible problems if the lateness is too big because it affects the performance of the system. The solution to the problem is to create an observer of the state. The observer computes the value of the velocity in parallel to the system, and each sample time gives an estimate of the velocity in feedback to the system.

8.2 Friction compensation

A weird behavior is verified when the manipulator is moved at low velocity. At low velocity there are four zones depending on four lubrication regimes, that can be distinguished in the Stribeck’s curve as in Figure 8.1.

1. Static friction
2. Lubrication border
3. Partial lubrication
4. Full lubrication
8.2.1 Stick-Slip

The Stick-Slip effect occurs at low velocities, it cannot be verified with a simple model of Coulomb and static friction. Figure 8.2 shows the force applied by a spring in a servo machine. Initially the force increases till the static frictional force is reached. The sliding phase begins till $t_1$, the slip time, when the spring is charging till the stick phase intervenes for the time $t_2$ when the spring is charged. The spring cannot achieve the value of the static friction, because $t_2$, the dwell-time is not sufficiently large to allow it. Therefore a stable limit cycle is established, with alternative stopping (stick) and sliding (slip) phases. If the time $t_3$ the velocity of the platform increases from $v_1$ to $v_2$ there is a reduction of the oscillations because the charging period of the spring (dwell-time) decreases.

In this condition the friction contrasts the applied torque and the external effect is an oscillatory movement. To eliminate such an undesired behavior there are two solutions: the first is purely mechanic, i.e. adding lubricant, the second is purely software, compensating...
friction with a feedforward term, by identifying a proper friction model, including all its significant components (and not only the viscous one, like in the model currently adopted).
Chapter 9

Conclusions

The concepts described in this thesis and the design of the control system can be applied on any anthropomorphic robot. The structure and the complexity of the problem, even though the robot under examination is a small manipulator, are the same that can be found on an industrial robot. The results achieved seen previously are significant and can be appreciated using the manipulator. In particular the ability to follow a desired path with a good accuracy in the cartesian space is a fundamental requirement for using the robot. In this project of thesis are seen the main concepts of robotics applied on the manipulator, dealing with various topics in different fields but always related to robotics. Starting from the single joint, with the characterization of the DC motor, passing through the kinematics and dynamics of a manipulator until reaching the main arguments of the control engineering. I think that this is the scope of e.DO now. e.DO is thought as a gym for the Robotics, this is an optimal solution to test the knowledges. Obviously for the mechanics adopted, in particular the use of plastic, it cannot provides the accuracy of an industrial robot. It can happen that, with a change of mechanics e.DO will improve its workspace and its performances. e.DO can become a 3D-printer or a spacecraft, one day. Conceptually is a revolution, it can create a domino effect that will achieve big results in a future. Now it is only the begin.

*Dream the impossible things is the first step to realize them.*

Figure 9.1: Future of e.DO.
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