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Chapter 1

Introduction

We are what we do, like, and say. Personality is what makes a person different from
another and affects the way we think, speak, and behave. For years, psychologists
and researchers have focused their studies with the intention to derive a universally
accepted model that describes the personality of an individual, which is nowadays
known as the Five Factor Model. The study of human personality has a long
and rich history, whose first traces date back to the ancient Greece. Personality
influences academic and job performance, social and political attitudes, the quality
and stability of social relationships, physical health and mortality, and risk of
mental disorder. This is the reason so much efforts have been put on studying
this field. Knowing the personality of an individual, and more specifically the
correlation between personality and behavior, opens the way to a huge number of
applications, and in the Age of Information, in which data is the protagonist, this
implication is of particular importance.

During the last years, Social Networks have seen an enormous growth in terms
of number of active users and their influence on people and ordinary life. In just
about fifteen years, Facebook passed from one million monthly active users to over
two billions, with an outstanding growth of almost 200000%1. A similar trend,
yet with lower numbers, has been registered for Twitter, which passed from 30
millions monthly users in 2010 to 330 millions in 20172, with a growth of 1000%,
and about 6000 tweets tweeted every second, for a total of roughly 500 millions
tweets a day. Analogous numbers can be seen for other social networks such as
Instagram, Snapchat, Tumblr and more.

1https://newsroom.fb.com/

2https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-users/
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1 – Introduction

Those online platforms have become a common place to share personal opinions or
knowledge, stay in contact with other people, read news or articles, or simply spend
some free time, and although they were originally intended as a pastime activity,
their huge success sometimes changed the primary reason of their use. Important
people (also called “influencers”) such as singers, actors, or even politicians, regu-
larly use social networks to increase their follow and advertise their public figure,
and sometimes use their influence to manipulate the masses, hence the term influ-
encers. Companies make use of those platforms to advertise their brands and carry
out marketing campaigns, which in some cases are more effective than those per-
formed on more traditional medias such as television and radio, because they are
able to exploit more information (e.g. demographic, social network usage) about
their audience, allowing to target a particular group of users in a more effective
manner with respect to conventional advertisement campaigns. The appearance
and content of users’ personal profiles are often analyzed by possible recruiters to
outline the main characteristics of a person, since personal pages often reflects the
personality (here intended with a more general allusion) of the owners.

The importance of human personality and the widespread of social networks
have motivated the work of this Thesis, which we are going to introduce in the
following chapters. We aim to predict the personality of Twitter users using only
the information that can be inferred from textual data, applying semantic analysis
to the raw text of their tweets. More specifically, we use distributed representa-
tions of words, known as word embeddings, to transform tweets into vector of real
numbers, which are then used as input features to a supervised learning approach
in order to derive a predictive model that is capable of inferring the personality
of unknown users. This work is based on the well known assumption that the
personality characteristics of an individual will come to be encoded in terms of the
particular language features that he or she tends to adopt. That is, the words and
expressions we use are representative of ourselves.

Personality prediction is a task that can be accomplished with many different
types of input data, for example page likes [1], information and interests displayed
in the personal profile page [49], or even the choice of profile picture [2]. However,
due to privacy settings of the different social networks, in most, if not all the cases,
it is required to ask for the user permission before being able to automatically
collect such pieces of information, and this may be unfeasible at a large scale. In-
stead, by relying only on publicly available data, namely tweets from Twitter, it is
possible to avoid this problem and efficiently apply such analyses at large scale.
The choice of Twitter as the source social network hence comes from this require-
ment; we wanted to work only with data that is public and can be seen by anyone
on the social network.

By using social networks, people share a wide range of information with their
audience, which can be used for a large number of applications. There are many
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studies in literature that exploit such data to perform user profiling, personalized
marketing, recommendations, or simply statistical analyses. Results achieved on
those studies are often outstanding and highly promising, and demonstrate that
such analyses can be very effective and accurate, sometimes even more than humans
[28].
However, while on the one hand the availability of social network data is clearly an
advantage for some goals, on the other hand it poses some serious privacy issues
related to the fact that users’ data can be freely seen, downloaded and analyzed,
and scientific research, like the case of this thesis or the above mentioned examples,
is just one of all the possible uses of those pieces of information.
Indeed, such data can be acquired and processed with malicious intent. Most of
the times this is done for addressing the user with targeted spam messages, but it
could be also done for more serious attacks such as phishing and social engineering,
with the final objective of fraud and robbery. Those malevolent activities could
also be done without the need of exploiting social network data, but this helps
making the offenses more threatening and likely to succeed.

User data may also be used to infer some personal information or character-
istics that people may want to hide. For example, even when there is no direct
association between homosexuality or pregnancy and social network data, it may
be still possible to guess those two aspects with a certain degree of accuracy [1],
and in some cases this may harm the privacy of the individual. This has to be
taken into account even when the person has expressed the explicit consent to use
its data. For the maximum transparency, one should always inform users about
which data he is going to use and for what purpose. Moreover, privacy settings
of the websites may deny other people to see certain information, but they do not
prevent the website itself, and sometimes third party apps, to access them. Stutz-
man et al. [3] analyzed the behavior of a subset of users during the early years
of Facebook, and discovered that while there has been a common trend that saw
users seek an increasing privacy aware behavior the over the years, changes made
by Facebook on its platform resulted instead in a general increase of disclosures
of personal information of various type. For this reason, the actual audience of
someone’s disclosure is in fact different, and larger, than the expected one.
Inferring user information from publicly available data may be even more danger-
ous since the user is unaware that his data is being used for analyses (yet one could
argue that he chose to share such data, accepting the fact that others would be
able to see it). For example, the website pleaserobme.com combines location data
from Twitter and Foursquare, which is intended to be shared only with a small
circle of contacts, to check whether someone is at home or not, and presenting this
information to the whole internet community, which may include burglars. The
website was created for raising awareness about over-sharing and its authors did
not have malicious intent, but someone else may think it differently.
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1 – Introduction

For what concerns our work, we are only interested in the scientific aspect of the
analysis, namely, whether it is possible to accurately predict someone’s personality
by only using the language features presented in a social network context. The
data we use to train the predictive model is anonymized, and we test the approach
on a group of participants who gave their explicit consent on downloading their
data, knowing the type of analysis that we were going to carry out.

The remainder of this document is organized as follows: in Chapter 2 we present
the related work and state of the art in literature, in Chapter 3 we describe the
model of personality that we adopt, in Chapter 4 we present the type of semantic
analysis that we apply to the text, while in Chapter 5 we show how our application
works, and how it is possible to derive a score from a tweet. In Chapter 6 we
report the results obtained with different approaches and the result of testing the
application on a real sample of Twitter users. Finally, in Chapter 7 we discuss the
possible improvements of our work and its implications.
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Chapter 2

Related Work

Numerous studies have demonstrated the correlation between personality traits
and many types of behavior. This includes job performance [4], psychological
disorders [5, 6], and even romantic success [7]. Significant correlation were also
found between personality and preferences. Studies showing connections between
personality and music taste are well established in literature [8, 9, 10, 11], while
Jost et al. [12] found that knowing the personality traits of an individual allowed
to predict whether they would be more likely to vote for McCain or Obama in the
presidential election of 2008 in the United States. Cantador et al. [13] presented a
preliminary study in which they analyzed preferences of roughly 50,000 Facebook
users who expressed their interests about sixteen genres in each of these domains:
movies, TV shows, music and books. Such results can be very valuable to enhance
personalization services in several domains.

Profiling a person by using words she uses has been extensively studied in lan-
guage psychology. In fact, a central assumption in language psychology is that the
words people use reflect who they are. For instance, in [14, 15] authors investigated
and observed that the ways people spoke were related to their physical and mental
health problems. With the increasing computer advances, efforts were made in at-
tempting to capture psychological themes or people’s underlying emotional states
that might be reflected in the words they used (e.g., [16]). Other psychological
and linguistic studies have supported the intuition that the personality traits of
individuals are implicitly encoded in the words used to shape a sentence [17, 18].

The volume of research on computational personality recognition has grown
steadily over the last years, there have also been dedicated workshops [19, 20].
The widespread of social media platforms has inspired researchers to move to-
wards these platforms to seek useful information to be used for personality pre-
diction. Many studies showed correlation between personality and online behavior
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2 – Related Work

[21, 22, 23], and there is an excellent corpus in literature about inferring personal-
ity traits from social networks. Quercia et al. [24] were the first who explored at
large the relationship between personality and use of Twitter, they also proposed
a model to infer users’ personality based on just following, followers, and listed
count numbers. Similarly, Jusupova et al. [25] used demographic and social activ-
ity information to predict personality of Portuguese users, whereas Liu et al. [26]
proposed a deep-learning based approach to build hierarchical word and sentence
representations that is able to infer personality of users from three languages: En-
glish, Italian, and Spanish. Van de Ven et al. [27] based their analyses on LinkedIn,
a job-related social networking site, in order to verify whether the predictive power
of the information it contains is comparable to the one of more traditional so-
cial networks such as Facebook or Twitter. However, they did not find strong
correlations between personality traits and user profiles, except for Extraversion.
YouYou et al. [28] demonstrated that computer-based judgments about an indi-
vidual can be more accurate than those made than friends, spouse, and even the
individual himself, if sufficient data is available. The collected human personality
judgments from the participant’s Facebook friends using a short personality ques-
tionnaire, and evaluating their accuracy using three criteria: self-other agreement,
inter-judge agreement and external validity.

First approaches on personality prediction were mainly based on SVM, using
syntactic and lexical features [18, 29]. It was just in the last years that researchers
moved towards deep learning. Kalghatgi et al. [30] and Su et al. [31] employed
neural networks by feeding them a number of meticulously hand-crafted features,
the first about syntax and social behavior while the latter regarding grammar and
LIWC annotations extracted from a dialogue. About different approaches, neural
networks could be employed to perform semantic analysis by automatically deriv-
ing a distributed representation of a sentence starting from raw text. For example,
Liu et al. [26] used two recurrent neural networks (RNNs) to automatically obtain
first word representation from characters, and then sentence representation from
words, extending the C2W model that was originally proposed by Ling et al. [32].
Majumder et al. [34] used a CNN to derive a fixed-length feature vector starting
from word2vec word embeddings [35], which they extended with 84 additional fea-
tures from Mairesse’s library [36]. For classification, the so computed document
vectors are fed to a multi-layer perceptron (MLP) and in a different study case to
a polynomial SVM classifier.
In contrast to the above approaches, we adopt a dictionary of existing word rep-
resentations generated by the skipgram model implemented in FastText. We then
combine word representations using geometric manipulations of the vectors, ulti-
mately we feed them into a radial SVM classifier.

Distributed representations of words are capable of successfully capturing mean-
ingful syntactic and semantic properties of the language and it has been shown [100]

6



that using word embeddings as features could improve many NLP tasks, such as
information retrieval [37, 38], part-of-speech tagging [39] or named entity recogni-
tion (NER) [40]; Kuang and Davidson [41] learned specific word embeddings from
Twitter for classifying healthcare-related tweets, while Yang et al. [42] use word em-
beddings in a convolution neural network for Twitter election classification. Since
learning those word representations is a slow and non-trivial task, already trained
models can be found in literature; state-of-the-art embeddings are mainly based
on deep-learning [35, 43], but other techniques have been previously explored, for
instance spectral methods [44, 45]. If correctly trained, word embeddings could
also improve performances on sentiment analysis. In fact, existing models typi-
cally ignore the sentiment information; words like good and bad are mapped into
close vectors, due to their similar usages and grammatical roles. Tang et al. [46]
overcome this issue by learning sentiment specific word embeddings. They extend
the model from Collobert et al. [47] by incorporating sentiment information in the
neural network.
In the attempt to shorten the gap between two languages, Zou et al. [48] proposed
a method for learning bilingual word embeddings for Chinese and English, using
word alignments to maintain the translational equivalence between embeddings of
similar word in the two languages.

There is a wide number of studies that does not use lexical features but it is
rather based on social media platform metadata. Kosinski et al. [1] applied singular
value decomposition (SVD) on a user-like matrix containing associations between
users and Facebook pages, then predicted a wide range of personal attributes imple-
menting a regression model with the top 100 SVD components; Golbeck et al. [49]
collected everything available from users’ Facebook profile and activities, which
they extended with a number of composite features; Quercia et al. [24] based their
analyses only on three numbers publicly available on Twitter: following, followers
and listed count. Based on these, users are classified as popular, listeners, highly-
read, and two types of influencers, each of these groups having different personality
characteristics.

Social media platforms are rich sources of information not only for personality
prediction. Sentiment analysis has attracted increasing interest in recent years
[50, 51, 52, 53]. It consists of classifying the sentiment polarity of a sentence, as
positive, negative or neutral. Dai et al. [54] explored numerous feature engineering
techniques for detecting adverse drug reactions (ADR) from Twitter posts. Studies
on demographics are also worth of note, in particular for those websites where
demographic information is mostly unavailable (e.g. Twitter). Chamberlain et al.
[55] and Zhang et al. [56] successfully inferred users’ age based on their interaction
on the social media platform. The first extracted ground truth labels from users’
descriptions and generalized it to the entire Twitter network of about 700 million
users using a probabilistic model for age inference based on the profiles they follow,
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2 – Related Work

while the latter used semantic analysis of tweets to which they incorporated online
interaction information to classify users into 5 distinct age groups.
Other studies on enhancing social data with demographic attributes include gender
[57], location [58], ethnicity [59], and political affiliation [60].
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Chapter 3

Five Factor Model

The Five Factor Model (FFM), also called the Big Five, is the most widely ac-
cepted model of personality. It integrates a wide array of personality constructs
in an efficient and comprehensive manner [61]. For decades, several independent
groups of researchers put their effort on deriving a general and comprehensive
personality construct, and they all achieved similar results, suggesting that the
hypothesis of the existence of an underlying model describing human personality
was well founded.
The Five Factor Model defines five traits that are general enough to model the
personality of an individual at a high level: Openness, Conscientiousness, Ex-
traversion, Agreeableness, and Neuroticism.

The FFM provides a common language for psychologists from different tradi-
tions, a basic phenomenon for personality theorists to explain, a natural framework
for organizing research, and a guide to the comprehensive assessment of individuals
that is of value to educational, industrial/organizational, and clinical psychologists
[61].

Factor analysis is a statistical method that is used to describe variability among
observed variables in terms of a potentially lower number of unobserved variables,
which are denoted as factors. The purpose of factor analysis is to search for those
factors and model the observed data as a linear combination of unobserved latent
variables. This allows, for example, to reduce the size of the variables in a dataset
and to create simpler models without losing information. As researchers applied
factor analysis to personality survey data they found a number of recurrent factors;
this motivated further studies towards a general personality model, until the FFM
was advanced.

The theory behind the FFM is based on the association between words rather
than neuropsychological experiments, using descriptors of common language. In
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3 – Five Factor Model

fact, word choice and language features typical of an individual reflect his/her
personality. This is what states the lexical hypothesis, introduced below.

Lexical Hypothesis The lexical hypothesis is a thesis mainly adopted in the
field of personality psychology, that is, a branch of psychology that focuses on
personality and its manifestation and variation among individuals. It is defined by
two postulates:

1. Personality characteristics that are important to a group of people will even-
tually become part of that group’s language.

2. The main personality characteristics of an individual are more likely to be
encoded in the language as a single word [62].

Its origins date back to the late 19th century, with Sir. Francis Galton being one
of the first scientists who acknowledged the hypothesis and based their research on
it [65]. It then received a higher attention during the 20th century [63]. Lexical
hypothesis is a major foundation of the Five Factor Model and has been the base
for many studies on personality traits in numerous languages and contexts [64].

3.1 The Model
The five factors defined by the FFM are:

• Openness to Experience

• Conscientiousness

• Extraversion

• Agreeableness

• Neuroticism

They are often referred to with the acronym OCEAN. Figure 3.2 represents the
main characteristics of the traits and properties related to low and high scores. A
personality trait is assigned a numeric score in a range of values, for example 0-1
or 0-5. The scores of all five traits may be graphically represented as a pentagonal
radar chart, as in Figure 3.1.

10



3.1 – The Model

Figure 3.1. Graphical representation of the personality sphere of an individual,
where scores are expressed in the range 0-5.

Openness To Experience

It describes an individual’s willingness to try new things and experiences. Open
people are intellectually curious and tend to feel a higher appreciation for art
and beauty; they are also adventurous and creative. They have a wide variety of
interests and tend to be more imaginative. People low in Openness prefer routine
over variety and tend to dislike new ideas and experiences. They are much more
traditional and may struggle with abstract thinking.

Conscientiousness

It involves the way we control, direct and regulate our impulses. Those high
in C tend to be organized, methodic, reliable, avoid troubles and achieve success
through accurate planning, though they might appear as compulsive perfectionists.
Individuals low in C are less organized, more likely to procrastinate, impulsive, and
tend to avoid sticking to rules and schedules. High Conscientiousness is also related
to success in school and in career, as well as leadership.

11
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Extraversion

It describes how an individual interact with others, or more generally with the
external world. Extroverts people seek and enjoy company of others, tend to be
enthusiastic and action-oriented. They are talkative, assertive and openly express
their emotions. Those low in Extraversion are quiet, introspective, and prone to
contemplation rather than action. They prefer being alone and find it difficult to
start conversations and be in social situations. Their lack of social involvement
should not be interpreted as shyness or depression; the introvert simply needs less
stimulation than an extrovert.

Agreeableness

Describes how well people get along with others. While Extraversion concerns
sources of energy and the pursuit of interactions with others, Agreeableness con-
cerns the orientation to others. Those high in A tend to be friendly, cooperative
and passionate, and have an optimistic view oh human nature. Those associated
with low A have little interests in others’ feelings and problems, tend to be sus-
picious, unfriendly and uncooperative. They are also likely to be sarcastic and
offensive. Although not all people low in Agreeableness are cruel or unfriendly,
they are not likely to leave others with a good feeling.

Neuroticism

It represents individual differences in the tendency to experience distress, and in
the cognitive and behavioral styles that follow from this tendency. Those high
in Neuroticism experience chronic negative effects [66] and are prone to the de-
velopments of numerous psychiatric disorders [67]. High N scores correlate with
low self-esteem, anxiety, worry, and people tend to get easily angered and be un-
sure of themselves. Individuals low on Neuroticism are more likely to feel sure of
themselves, confident, and adventurous. They are also calm, even-tempered and
relaxed.

3.1.1 Personality Facets
The Five Factor Model is only a high level representation of human personality [61,
92], and provides a good description with as low as five dimensions. However, it is
possible to provide a more accurate and exhausting characterization. There is in
fact, for each personality trait, a number of underlying and lower level dimensions
that are capable of capturing more subtle nuances far more effectively than the
FFM [66, 67]. We refer to these dimensions as facets.
Costa and McCrae, in their Revised NEO Personality Inventory (NEO-PI-R, [68])

12



3.1 – The Model

Figure 3.2. OCEAN traits characteristics

defined a total of 30 facets, 6 for each personality factor; they are reported in Table
3.1.

Personality facets are way more effective at describing the personality sphere
of an individual with respect to just the scores of the Five Factor Model, which
only describes individuals at the highest hierarchical level. By going down the
hierarchy, and hence refining the classification by moving it at a more granular
level, it is possible to describe a wider range of human aspects. For example,
Extraversion measure how a person poses towards other people and the external
world in general. All those that are high in extraversion share similar characteristics
and general behaviors, but they may differ in warmth or excitement-seeking, in
gregariousness or assertiveness. Every person is extroverted in his own way, yet
they are all extroverts.

13



3 – Five Factor Model

Factor Underlying Facets

O
Imagination Willingness to Experiment

Artistic Interests Intellectual Curiosity
Depth of Emotions Tolerance for Diversity

C
Sense of Competence Achievement Striving

Orderliness Self-Discipline
Sense of Responsibility Deliberateness

E
Warmth Activity Level

Gregariousness Excitement-Seeking
Assertiveness Positive Emotions

A
Trust in others Compliance

Sincerity Modesty
Altruism Sympathy

N
Anxiety Self-Consciousness

Angry Hostility Self-Indulgence
Moodiness/Contentment Sensitivity to Stress

Table 3.1. Underlying personality facets for each factor of the FFM.
Defining more “classes” for each trait allows to describe individuals with
a higher level of accuracy.

3.2 Measuring Personality Scores

Personality is usually assessed with ad-hoc tests, also called questionnaires, which
are based on scrupulously designed scales. A personality questionnaire features
a variable number of questions (or items), which depends on the questionnaire
itself, that are used to measure the personality of the individual answering them.
Each question describes common life situations and behaviors, and the individual
should indicate the extent to which statements describe himself using a Likert scale
[69]. Questions are positively or negatively related to a specific trait or facet. For
example, the question “I dislike being the center of attention.” is clearly related
to Extraversion, while the question “I get angry easily.” is related to Neuroticism.
Then, a specific value is assigned to each answer, based on the score indicated
on the Likert scale. Finally, the score for each personality trait is computed by
aggregating the values of all the answers related to that specific trait. An example
of questions extracted from a questionnaire is showed in Figure 3.3.

14



3.3 – History

Psychologists and researchers have developed a large number of questionnaires
and scales during the years. For example, the NEO Five Factor Inventory from
McCrae and Costa (NEO-FFI, [68]) is a 60-item questionnaire that is able to assess
personality with as low as 12 items per trait, although it does not measure facets.
For a more accurate test, the researchers proposed the Revised NEO Personality
Inventory (NEO-PI-R, [68]), which counts 240 items, 48 for each trait, and is also
able to define facets. Those tests administer a fixed number of questions (60 and
240) to which the participant should answer on a scale that goes from “strongly
disagree” to “strongly agree”.
A rich source of questionnaire items and rating scales is available on the Interna-
tional Personality Item Pool1 (IPIP, [70]). The site includes over 3000 items and
250 scales that researchers can consult and implement for free in their own person-
ality test. The website also includes two online tests, one featuring 120 items and
the other (IPIP-NEO) 300.

As one can expect, the accuracy of a test rises accordingly to the number of
questions that it administers. Questionnaires results, however, may not be fully
accurate. This is because they only rely on self-ratings, that is, the perception
of the individual’s own personality. In order to get more precise and meaningful
scores, one should also consider peer ratings (e.g. from a friend) and observer
ratings (e.g. from a layperson—an external observer).

3.3 History
There are two main approaches in the history of personality studies. These are
based on different hypothesis and derivation methods, but they both lead to similar
models. The lexical tradition is based on the lexical hypothesis, and personality
traits are derived using factor analysis over a lexicon of trait-descriptive terms,
whereas personality questionnaires are based on accurately designed scales. At
some point in the history of research, the two approaches merged, leading to the
present FFM. We briefly review the history and milestones of both approaches.

3.3.1 The Lexical Tradition
As we said, Sir. Francis Galton was among the first scientists who based their
research on the lexical hypothesis [65]. He created a lexicon of personality-related
words and conducted a preliminary analysis on the extent to which trait terms
share their meanings. Galton’s lexicon was later narrowed down first by Allport
and Odbert [71] and then by Norman [72]. Relationship among personality terms

1http://ipip.ori.org/
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3 – Five Factor Model

Figure 3.3. First ten questions of the complete NEO-IPIP personality inven-
tory. Each question is related to a specific trait, and the user can pick the
answer that best describes himself.

initially proposed by Galton were further investigated by subsequent researchers
aiming to discover the nature of those relations and construct a structural repre-
sentation of personality descriptors. Among the first of them was L.L. Thurstone,
who was a pioneer in factor analysis and whose initial findings almost mirror the
present model. In fact, he analyzed the use of sixty adjectives over 1300 raters, and
concluded that five factors were sufficient to account for all sixty of the adjectives.
However, he did not pursue this path afterwards. Cattell [73] began his analysis
from the dictionary of trait-descriptive terms outlined by Allport and Odbert [71],
from which he identified 12 factors. However, later analyses of Cattell’s variables
showed that only five factors were replicable [75, 74, 72, 76, 77]. In particular,
Fiske [74] analyzed a set of 22 variables developed by Cattell and found five factors
that replicated over self ratings, observer ratings and peer ratings. The honour of
laying the foundation for the Five Factor Model is generally credited to Tupes and
Christal [77], who found five recurrent factors in eight different samples:

“In many ways it seems remarkable that such stability should be found
in an area that to date has granted anything but consistent results.
Undoubtedly the consistency has always been there, but it has been
hidden by inconsistency of factorial techniques and philosophies, the
lack of replication using identical variables, and disagreement among
analysts as to factor titles.” (Tupes and Christal, 1961, p. 12)
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Nevertheless, despite their promising findings, the importance of these factors re-
mained mostly hidden in the 1960s and 1970s. It was only in the 1980s that re-
searchers from many different traditions came to the conclusion that these factors
constituted the fundamental dimensions of human personality, and they could be
found in self-reports and ratings, in natural language and questionnaires, in indi-
viduals of different age, gender, and country of origin [78]. The renewed interest in
the topic grew rapidly and at present we can consider the theory well-established,
with years of studies of supporting evidence.

3.3.2 Personality Questionnaires

It is well known that the Five Factor Model has its origins in studies of personality-
related terms from natural language, as we briefly explain in Section 3.3.1. How-
ever, the lexical tradition has a very small role in the history of personality research.
In fact, most personality assessment has been based on questionnaires with meticu-
lously designed scales, which depended on the practical applications [79]. A number
of instruments originated from the studies by Jung [80], Murray [81] and Sullivan
[82]; individual researchers also created scales to measure different constructs they
considered important (e.g. Tellegen & Waller [83]).

Many questionnaires scales were focused on measuring two main personality
factors, which can be roughly associated to the present Extraversion and Neuroti-
cism. It was clear however that these two dimensions did not exhaust the full
range of personality characteristics. Costa and McCrae [84] proposed an addi-
tional dimension, the modern Openness to Experience. It was at this point that
the lexical and questionnaire tradition merged, leading to the contemporary Five
Factor Model [85, 86, 89]. In 1980, both Costa and McCrae and Tellegen advanced
a fourth personality dimension, recognizable as Conscientiousness. The last trait,
Agreeableness, might have been discovered by Leary [87].

3.4 Evidence of Comprehensiveness
At first, correspondence between lexical factors and personality traits measured by
questionnaires was not clear, and the studies on support of this hypothesis were
limited both in number and in the approach they used. It was in the 1980s that
more accurate studies on this topic emerged. Amelang and Borkenau [88] found five
similar factors in self-reports of both trait-terms and questionnaires scales for the
German language; McCrae and Costa [89, 90] showed convergence for all the factors
across both observers and instruments in the adult sample they examined. Similar
findings have been achieved by other researchers, proving that the correspondences
between personality factors in the two traditions are empirically justified.
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3.5 Critiques to the Five Factor Model
Despite being the most widely accepted and adopted model of personality, and all
the evidence in support of it, the FFM is not entirely critique-free. In fact, many
questions have been asked during the years regarding some of its aspects. We will
address the most important ones.

Too few factors

Many writers argued that five factors are not sufficient for summarizing the entire
personality aspect of an individual. For example, results provided by the 16PF can
lead to more accurate predictions [66]. This in not wrong. In fact, as stated in [61]
and [92], the five factors of the model do not exhaust the description of personality,
they only represent the highest hierarchy of trait description, providing a complete
characterization only at a global level. Depending on the intended use, one may
need to make further distinctions using representations at a more granular level.

Another question that theorists asked themselves is whether there are additional
factors that have not been included in the model. This could be possible yet very
unlikely, given the wealth of data and research supporting the comprehensiveness
of the FFM.

It should be noted, however, that some psychologists (e.g. [93]) include intelli-
gence in the description of personality. If so, it should be considered as a distinct
factor.

Too many factors

Some researchers claim that less than five factors are enough to account for the
whole variance in personality. Many theories have been proposed, each of them
with its own characteristics, but all the proposals are mutually inconsistent. Fur-
thermore, empirical analyses demonstrated that all five factors are needed. McCrae
and Costa [90] extracted factors from 80 adjective pairs in one sample of self.reports
and one of peer ratings. When fewer – or more – than five factors were extracted,
they could not be matched across the two samples, whereas the match was almost
perfect using five factors. Similar results have been reported by other researchers,
suggesting that five is just the correct number.

Ratings versus self-reports

As pointed out by Hogan [91], there is a difference between observer rating of
personality and self-reports. The first represents the individual in a public and
social context, while the second reflects inner drives and dispositions. Hogan states
that the FFM is only suitable for describing the former. According to McCrae and
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John [61], this is a possibility that merits further research, but does not pose any
direct challenge to the cross-observer invariance of the FFM.

Cognitive artifacts versus realistic description

Ratings of strangers and observations of the similarities of traits between the Five
Factor Model and people’s implicit personality theories induced some researchers
to move this critique. They claim that the FFM could be simply a projection
of researchers’ cognitive biases onto the individuals they rate. However, some
studies have been proposed to test this hypothesis, and despite there are still some
supporters of this hypothesis, it has been rejected by the majority of researchers.

3.6 Applications of the Five Factor Model
Personality highly influences our behavior. Whatever we do, like, and say, it is
because of our particular personality characteristics. For this reason, personality
studies can be applied nearly everywhere, and many fields and applications may
find direct use of it.
Personality characteristics of an individual are likely to indicate whether he is team
working, cooperative, or open-minded, hence indicating one’s suitability for certain
jobs. Recruiters could better match candidates with jobs based on these aspects.
Numerous studies demonstrate the existing correlations between personality and
job performance [4, 94, 95].
Marketing messages could be tailored to users’ personalities, creating specific ad-
vertisements that have a higher chance of being noticed. Cantador et al. [13]
presented a preliminary study on about 50.000 Facebook users in which they ex-
tensively analyzed how personality correlates with preferences in different genres
of the following domains: movies, books, music, and tv shows. Such findings can
be very valuable to enhance personalized marketing offers and services. For this
purpose, it is also possible to exploit reviews on common marketing websites, and
suggest items that have been positively reviewed by users with similar personali-
ties. Those studies are of particular interest in the field of Recommender Systems.
Personality also affects design and visual preferences, so that a website could change
its layout and graphical style according to the personality of the user that is brows-
ing it, in order to give him a better impression [96].

In completely different contexts, personality also correlates with psychological
disorders. Individuals with specific trait scores may be more likely to be diagnosed
with certain diseases.
In forensics, knowing personality helps reducing the circle of suspects.
In education, personality affects the way we learn, so that teachers, professors or
more general teaching systems such as e-learning platforms could account for it
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when presenting their contents to the students.
When processing a user search query, web engines could exploit personality infor-
mation to assign a higher importance to results that contain particular keywords
or come from certain websites. This could be generalized to other information
retrieval and information filtering applications.

However, all the possible applications reported above need to exploit a base-
line study that analyzes the correlations between personality and the particular
field of application. Those are usually done by collecting a considerable sample of
individuals from that field and carefully inspecting how the different personality
traits of the people reflects on their different behaviors and preferences. Person-
ality is generally assessed by experts or by asking the participants to answer a
questionnaire.
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Chapter 4

Word Embeddings

Natural Language Processing (NLP) is a field of computer science interested in
analyzing natural language, that is, the normal and most basic form of human
communication, that we use everyday when having conversation with other people
or when writing articles, comments, or messages. First traces date back to the
beginning of the 20th century, and the origin of NLP as a field of study is generally
credited to Alan Turing, when he proposed the Turing Test. Since then, many
researchers worked on the field and developed successful systems, and the interest
for NLP has grown steadily in the last years in particular, with the widespread of
Neural Networks and deep learning-based approaches, which have been supported
by the huge increase in computational capabilities of modern computers.
Natural Language Processing systems are built for numerous types of applications,
those may include machine translation, information extraction, text analysis and
many more.

Word embedding refers to a collection of techniques used in natural language pro-
cessing. The basic idea behind this method is converting words into vectors of
real numbers. The term embedding derives from the mathematical transformation,
called embedding, that is applied on an object x that is mapped onto another ob-
ject y. In our case, x and y are two vectors that belong to different vector spaces
of size N and M respectively, with M < N . In fact, the embedding operation
is employed to significantly reduce the dimension of the vector space while at the
same time preserving the knowledge of the original object x.

f : x → y, x = {x1, x2, ..., xN} , y = {y1, y2, ..., yM}

There are different methods for implementing the mapping function, in Section
4.5 we explore a possible algorithm for efficiently learning word vectors.
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The idea of transforming words into vectors of numbers is not novel; other
techniques existed before word embeddings and are currently being used. How-
ever, word embeddings have several benefits over traditional word vectorization
techniques, and are able to efficiently capture semantic and syntactic information.
For this reason they are of particular interest for researchers and it has been demon-
strated that the use of this procedure can boost the performances of many NLP
applications [97, 98, 99, 100].

4.1 Motivation
Let us consider as an example image and audio processing systems. These are
both based on high-dimensional dense data encoded as vectors that represent pixel
intensities or spectral density coefficients for audio data. In contrast, traditional
natural language processing systems usually treat words as atomic symbols, each of
them having a precise and distinct representation that is different from the others.
An example of such a technique is one-hot encoding: a word is represented as a
vector of dimension N, where all elements of the vector are zero except for the one
corresponding to the specific word that is set to one. Here N is the size of the
vocabulary, that means, the number of distinct word that are being processed.
A example of a technique that is based on one-hot encoding is term frequency-
inverse document frequency (TF-IDF, [101]). This is a numerical statistic that
indicates the importance of a word within a document corpus, and it is generally
used as a weight for text-mining techniques. TF-IDF counts the frequency of a
word in a set of documents weighted by the number of documents in which the
word appears, and it is possible to represent a generic document as a vector of
TF-IDF weights, one for each word that composes it. In this approach, weights
are computed using words coded as one-hot vectors.
Techniques like one-hot encoding suffer from two major issues that arise from the
codification itself:

1. Two words that are similar in their context or in their use, for example “dog”
and “pet”, are going to be represented as different vectors. A NLP model
that analyzes these two words can leverage very little of what it has learned
about “dog” when it encounters “pet”.

2. Representing words as unique and distinct ids leads to extreme data sparsity.
For one-hot encoding, word vectors have the same dimensions as the number
of distinct words. This is absolutely not scalable since best performing NLP
applications may work even with millions of distinct words.

The use of word embeddings effectively addresses both the problems described
above. In fact, words are no longer represented as unique tokens, but by dense
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vector of continuous values of much smaller dimensionality. With dense is in-
tended that each element of the vector is a continuous value in a certain range,
instead of having most of them set to zero. This way, it is possible to represent a
significantly higher number of words while at the same time reducing the vector
size. Regarding the first issue, word embedding are learned in a way such that
similar words are mapped to nearby points in the vector space, so we know that if
the distance between two vectors is small, the words that they represent are also
similar. Similarity between words may have different meanings. Two words are
similar if they are synonyms, if they represent the same concept, or if they are
used in similar contexts.

Furthermore, since a word vector stores hundreds of continuous values, a single
sample carries a lot more information that can be exploited by a machine learning
application as features.

4.2 History
Word embedding is a relatively novel technique in the field of natural language
processing, but the idea of representing words as numeric vectors dates back to
the 1960s with the development of the Vector Space Model (VSM) for information
retrieval.

Vector Space Model is a model for representing objects as vector of identifiers.
In the case of NLP, the objects are the textual documents composing the corpus,
and the identifiers are real numbers. A vector space of dimension N is defined by
a set of N linearly independent basis vectors. They are independent in the sense
that knowing a vector’s value based on one dimension does not say anything about
its value on other dimensions. For text processing, each one-hot encoded word is a
basis vector of the space, so that its dimension corresponds to the total number of
distinct words in the corpus. A group of word, which we refer to as a document, can
be represented as a vector V in the N-dimensional space as a combination of the
basis vectors. Depending on the technique used for combining the words, vectors
will have different values, hence different representations in the space. Possible
methods for creating document vectors are binary weights and TF-IDF.

Vector space model depends to some extent on the Distributional Hypothesis, which
states that words that appear in same contexts also share semantic meaning [102].
Although the hypothesis originated in the field of linguistics [103], it later received
attention in cognitive science, in particular regarding studies on word use [104].
However, representing word documents in the vector space can lead to extremely
high-dimensional vectors, which constitutes a problem both for model interpretabil-
ity and for computational complexity: this led to the development of dimensionality
reduction techniques such as Latent Semantic Analysis [105]. In the early 2000s,
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Bengio et al. [106] proposed a neural probabilistic language model for learning
distributed representation of words. Word embeddings then become one of the hot
topics for NLP after 2010, when significant advances made it possible to reduce
the training speed of the models while at the same time improving their quality.

At present, most of the research on this field is based on neural networks. Many
pre-trained embeddings model can be found in literature, such as Word2Vec from
Mikolov et al. [35, 107], who were able to learn meaningful word vectors consider-
ably faster with respect to other approaches. They used a simple neural network
with one hidden layer and one output layer to efficiently train word embeddings
in the order of millions. Other models that are worth of note are GloVe from
Pennigton et al. [43], which is based on word co-occurrence statistics rather than
neural networks; finally, FastText from Facebook research [108, 109] is based on
the approach of Word2Vec.

4.3 Using Word Embeddings
When it comes to using word embeddings, there are two possible choices:

1. Learn word embeddings;

2. Use pre-trained models.

The first case implies choosing an approach, retrieving a considerable amount
of raw textual data, and properly tuning the algorithm and its parameters, hence
it requires much more time both for designing the process and for learning the
actual vectors. On the other hand, using a pre-trained model avoids the need to
carefully design and tune the algorithm, yet existing ones in literature may be too
general of the language, so if the intention is to apply them on a specific field of
for a very precise task, such models may not be particularly well-suited, and it is
recommended to learn ad-hoc embeddings which may perform better than other
models.

Regarding the more practical question of how to use word embeddings that
depends on the particular goal of the application, but generally the real valued
vector components of the embeddings are used as features to create a feature vector,
to be used in a machine learning approach. If needed, it is possible to extend the
feature vector with additional textual or non-textual information, depending on
the context. The final vectors could then be processed by a convolution neural
network that combines words and phrases together to accomplish a specific task,
but this is just an example of all the possible applications.
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4.4 Learning Word Embeddings
Word embeddings are usually learned from a huge corpus of unstructured textual
data, in the order of billions of words. Such great numbers are required to ensure
that the resulting word vectors are effective and useful, meaning that they success-
fully capture syntactic and semantic similarities between words. Common sources
of text data include Wikipedia dumps, Google news dataset, UMBC webBase cor-
pus, Statistical Machine Translation website1, Polyglot project2 and others.

Learning word embeddings may be particularly useful, or in some cases re-
quired, when dealing with field-specific text data, for which common text sources
such as Wikipedia may not cover the whole span of use of certain words, or may
cover it only in part (e.g. without capturing meaningful relationships). For exam-
ple, Social Media Sites feature a use of English language that is slightly different
from the one used in Wikipedia, containing abbreviations, slang terms, and a
higher rate of errors. While errors should be tackled separately and with other
approaches, learning word embeddings from text extracted from Social Media is
likely to improve the quality of the vectors. So, if it is known in advance the field of
application of the word embeddings, it is recommended to learn them directly on
data from that field. However, field-specific text data may not be as easily available
as more general text such as Wikipedia, in particular when such a large amount
is required. In those cases, it is possible to extend an already trained model using
only the field-specific text data of interest.

4.4.1 Methods
Method for learning word embeddings include neural networks [35], dimensionality
reduction on word co-occurrence matrix [110, 111, 112], probabilistic models [114],
and representing words based on the context in which they appear [118]. We briefly
introduce and describe those approaches.

Neural networks word vectors are learned by training a simple neural network
with 3 layers (input, hidden, and output) to perform a certain task, for
example text classification. During training, the network learns and updates
the weights oh the hidden layer, that once finished are the word embeddings
themselves.

Co-occurrence matrix and dimensionality reduction The whole document
corpus is analyzed to compute co-occurrence frequencies by counting how

1http://statmt.org/

2https://sites.google.com/site/rmyeid/projects/polyglot

25

http://statmt.org/
https://sites.google.com/site/rmyeid/projects/polyglot


4 – Word Embeddings

many times each context word appears after a sequence of other words.
Since the co-occurence matrix is vocabulary size-dependent, it is not really
tractable for large vocabularies, so a dimensionality reduction technique as
PCA is required.

Probabilistic models Objects co-occurrence statistics are used as a source of
information about similarity. The mapping function is constructed so that
a pair of objects that are embedded as two nearby points in the map have
a higher statistical interaction than a pair that is embedded as two distant
points.

Context-based representation Each word is associated with a sparse high-
dimensional vector capturing the contexts in which it occurs. Relationships
for the whole language are represented by a sparse matrix of words and con-
texts, where each element indicates the strength of the association between
word i and context j.

Novel methods based on neural networks seem to be the most efficient and success-
ful. There are many studies and works in literature that use this approach, and
we are going to explore one of them in the next section.

The dimension of the reduced vector space, which we previously called M ,
may depend to some extent on the context of application of the word embeddings,
or, especially for neural networks-based approaches, on more technical constraints
such as computation capacity and memory availability. In fact, training a neural
network on such a huge corpus of text data is highly computationally expensive,
and before the efficient approach proposed by Mikolov et al. [35, 107] it was not
possible to learn meaningful word vectors with a dimension greater than 100/150.
Nowadays, the common dimension used for word embeddings is 300, although
current algorithms and computers allow to have a significant bigger one. The
choice of 300 appears to be empirical, as it seems to outperform other values.
Those findings were documented by Landauer and Dumais [115], who examined
the relationship between vector dimension and their performances, although they
conducted their study using LSA and dimensionality reduction techniques rather
than neural networks. Figure 4.1 reports their original findings, highlighting the
performance peak at around 300 dimensions. This behavior may be explained by
the fact that too few parameters make the model incapable of fitting the signal,
while using too many parameters may result in overfitting.

4.5 Word2vec
Word2vec is a computationally-efficient predictive model for learning word em-
beddings from textual data. It provides two algorithms: the Continuous Bag of
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Figure 4.1. Relationship between word embeddings dimensionality and their per-
formance, extracted from the original paper of Landauer and Dumais [115]. As we
can see using too many dimensions produces results similar to using too few.

Words (CBOW) and the Skip-Gram model. Algorithmically, these two models are
quite similar, with the difference that CBOW predicts target words (e.g. “squir-
rel”) given their context (“the dog barks at the”), whereas the skip-gram does the
inverse, it predicts source context words from the target words. By treating the
entire context as a single observation, CBOW smoothes over a lot of the distri-
butional information, which is useful for smaller dataset. Conversely, skip-gram is
preferable for larger datasets, because it treats each context-target word pair as a
new observation. We will see in detail the skip-gram model.

4.5.1 Skip-Gram Model
Word2vec uses a trick that is not infrequent in machine learning. It trains a simple
neural network with one hidden layer to perform a specific task, but it does not
use that neural network for the task it was trained on. Instead, what we are
interested in are the learned weights of the hidden layer. These weights correspond
to the word vectors we are looking for. Thus, although word embeddings are often
associated with many deep learning applications, the neural network used to learn
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them is actually pretty simple.
The training objective of the Skip-gram model is to find word representations

that are useful for predicting the surrounding words in a given context, for example
a sentence or a document. Given a sequence of training words w1, w2, w3, ..., wT ,
the objective of the model is to maximize the average log probability

1
T

TØ
t=1

Ø
−c≤j≤c,j /=0

log p(wt+j |wt)

Where c represents the size of the context window. The probability p(wt+j |wt)
is defined by means of the softmax function (see Section 4.5.1 for more details).

The probabilities computed by the network indicate the likelihood of having
that term in the same context of the input word. Referring to the previous exam-
ple, our target word is “squirrel”, and context words are “the dog barks at the”.
Probabilities computed by the networks are going to be higher for context words
than for other unrelated words, such as “phone”, which are in the vocabulary but
never appear in the same context with “squirrel”.

If two words have similar context, for example “food” and “pizza”, the network
should output similar results when we use these words as input. We will see that
in order for this to happen, their corresponding vector representations, or word
embeddings, also need to be similar. The neural network is thus motivated to learn
similar embeddings for words that often appear together, or that share semantic
meaning.

Figure 4.2. Output of the neural network given the input word “squirrel”. Prob-
abilities of context words are higher than those of other words.

The neural network is trained by feeding word pairs extracted from the training
document corpus. Figure 4.3 shows an example of how training samples are created
starting from a collection of raw textual data. Each pair is a single training sample.
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By feeding a very large number of training samples to the network, it is going to
learn the statistics of word co-occurrences and word similarities. At the end of the
training phase, the network is likely to output higher probabilities for word related
to the target one, just as in Figure 4.2.

Figure 4.3. Extraction of training samples from documents using a
sliding window with size 2.

Neural Network Structure

We cannot feed a word in the neural network just as it is, we first need to represent
it as a numerical vector. The easiest way to do this is using one-hot encoding:
words are represented as binary vectors having the same size of the vocabulary;
all vector values are zeros, except for the one corresponding to the word position.
Let suppose that we use a vocabulary of 100.000 words. One-hot vectors have
the same dimension, with 99.999 elements set to zero. The output of the neural
network is again a vector of dimension 100.000, but this time each component
stores the probability we are interested in. Figure 4.4 illustrates the structure of
the network.
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Figure 4.4. Neural network structure.

Hidden Layer

Figure 4.4 shows that the hidden layer counts 300 neurons, which will also be the
dimension of the learned word embeddings. The number of neurons is a hyperpa-
rameter that needs to be tuned for the application, but experimental results have
proved that 300 is an appropriate size. See Section 4.1 for more details.

The hidden layer is represented by a weight matrix with 100.000 rows (the size
of the vocabulary) and 300 columns (number of neurons); all weights are initialized
to small random values. When a one-hot vector is fed to the neural network, what
really happens is a matrix multiplication between the word vector and the weight
matrix. Because of the properties of this operation on matrices, the result is the
300-dimensional matrix row corresponding to the position of the value 1 in the
one-hot vector. This vector is the word embedding itself, but since the network
is still learning the weights, it may not store the final features we are looking for,
and they are very likely to be updated afterwards.
There is no activation function on the hidden layer, its output is simply the i-th
row of the weight matrix, which is then fed to the output layer.
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Figure 4.5. The result of a multiplication between a 1 ×N vector and a N ×M
matrix results in a 1 ×M vector. This is the i-th matrix row corresponding to the
input vector element with value 1, which is at position i in the vector. In our case,
N = 100.000 and M = 300.

Output Layer

The output layer is only used in the training phase of the neural network. Once this
has ended, it is not needed anymore. It is composed of a number of neurons that
is equal to the size of the vocabulary. Each of those neuron uses the word vector
computed in the hidden layer to produce its output using a softmax regression
classifier. We will not explain in detail the softmax function, since it goes beyond
the purpose of this thesis. Basically, each unit computes the dot-product between
its own weight vector and the word vector, then applies e(x) to the result. The
probability is then normalized by dividing it by the sum of all the 100.000 scores,
so that the final results of each neuron adds up to 1. Given a word wt (for target)
and a context h (for history), the probability score is computed as follows:

P (wt|h) = softmax(score(wt, h)) = exp {score(wt, h)}q
WordwÍ in V ocab exp {score(wÍ, h)}

Where with score() we have indicated the dot-product. An example of com-
puting the output probability for a word is shown in Figure 4.6. After computing
the output probabilities, there is one last thing to do: update the weight matrix
of the hidden layer. This is done with backpropagation of the error.

Backpropagation

Backpropagation consists in calculating the output errors and modifying the weights
of the network accordingly. It is commonly used with the gradient descent optimiza-
tion algorithm which adjusts the weight of the neuron by calculating the gradient
of the loss function. During training, a number of input-context word pairs are
fed to the network. Both are represented as one-hot vectors, the first is used to
compute the output probabilities, which are then compared to the second one in
order to compute the error, using a loss function.
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Figure 4.6. Example of computation of the output probability of the word
“big” given the input word “dog”. Each output neuron has its own weight
vector that uses for computing the dot-product with the word embedding
coming from the hidden layer. This process is repeated for each neuron (=
for each word in the vocabulary).

For the skip-gram model, the loss function is defined as the the Maximum
Likelihood (ML) principle. The neural network is trained using ML to maximize
the probability of choosing a word given its context:

JML = logP (wt|h) = score(wt, h) − log

3 Ø
WordwÍ in V ocab

exp {score(wÍ, h)}
4

Adjustments to the weights of the hidden layer are computed starting from the
formula above and applying the gradient descent algorithm, thus calculating the
derivative.

Iterations are repeated until the maximum number of epochs is reached, or the
output error is under a specific threshold.

However, this algorithm suffers from two major issues. First, word vectors are
limited by their inability to represent idiomatic phrases that are not compositions
of the individual words. As an example, the authors use the pair “Boston Globe”,
which is a newspaper. The words “Boston” and “Globe” have a completely different
meaning with respect to their combination.

The second issue concerns the time required for training. When learning word
vectors from a sizeable corpus, the neural network tends to become huge. In
the simple architecture that we considered in the last sections, we have 100.000
distinct words and 300-dimensional embeddings. This means that there is a total
of 100.000 × 300 = 30 million weights both for the hidden layer and the output
layer.
Such architectures are often trained on a very large document corpus, such as
Wikipedia dumps. Those documents can easy reach the order of millions of words,
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so it becomes clear that despite being fairly intuitive and straightforward, this
approach becomes prohibitive when it comes to real learning scenarios.

The authors of word2vec addressed those issues in their second paper [107].
Three simple extensions of the original algorithm have been proposed, we list them
below and briefly explain the intuition that motivated those innovations.

• Treating word and phrases that are commonly found together as single sam-
ples;

• Subsampling frequent words to lower down the number of training samples;

• Modifying the optimization objective with a method called Negative Sam-
pling: each sample only leads to the update of a small percentage of weights.

Word and Phrases

The simple composition of two words can have a meaning that is completely dif-
ferent and unrelated to the original words it is composed of, so it is reasonable to
trait those cases as single training samples for the model.

To learn vector representations for phrases, it is first needed to find words that
frequently appear together, but rarely in other contexts. For example, “Spanish
Airlines” and “Mount Everest” are replaced with a special token in the training
set, while common bigrams such as “this is” remain unchanged. Less meaningful
bigrams are only ignored because of memory limits. The proposed approach only
considers combinations of two words, but it can be run multiple times to extract
phrases.

The model was trained on a corpus of 100 billion total words from part of
Google news dataset, and it learned word vectors for 3 million words and phrases.
It was made publicly available by Google3. Experimental result show that accuracy
and quality of learned word vectors significantly scale with the size of the dataset.

Subsampling of Frequent Words

Figure 4.3 illustrates how training samples are extracted from raw text. The
method is pretty simple and straightforward, although it highlights two problems
with very common words, such as “the”:

1. When “the” appears as context word, for example (“dog”, “the”), it provides
us with almost no information about the context of “dog”;

3https://code.google.com/archive/p/word2vec/
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2. Since it is extremely frequent, there will be a huge number of samples featur-
ing “the” as input word, way more than needed to learn a meaningful vector
for “the”.

Words with such characteristics are referred to as stopwords and are often ig-
nored in many NLP applications.

Word2vec does not completely ignore stopwords, but implements a subsampling
method to address the problems described above. For each word encountered in
the training text, the model computes the probability of keeping it, which is based
on its frequency:

P (wi) =
3ò

z(wi)
0.001 + 1

4
· 0.001

z(wi)

Where z(wi) is the fraction of total word in the corpus that are the word wi,
and 0.001 is a parameter called sampling rate, and it regulates the amount of
subsampling that is performed. Figure 4.7 shows how word frequency and sam-
pling rates affect the probability of keeping a word. Given a word frequency (e.g.
0.05), smaller rates result in lower probabilities, hence words are more likely to be
discarded.

Figure 4.7. The three curves represent the probabilities of keeping a word in
function of different sampling rates. For a fixed word frequency, smaller rates
correspond to lower probabilities.

Removing a word from the corpus effectively solves both the problems listed
above:
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1. “The” will not appear in the context of the other words;

2. There will be N fewer training samples for “the”, with N corresponding to
the window size.

Although the formula was chosen heuristically, as well as the threshold value,
this method can significantly accelerate learning (around 2x - 10x) and even im-
prove the accuracy of the vectors of rare words.

Negative Sampling

Typically, when training a neural network, each sample causes a small adjustments
to all the weights of the matrix. This is very expensive, since as we have seen the
number of weights can grow to the order of billions, as well as the number of
training samples. With negative sampling, a single input-context word pair only
accounts for a small percentage of weights update.

Each pair is composed by an input word, which is fed to the network, and a tar-
get word, which is compared to the network output to compute and backpropagate
the error. Both words are represented as one-hot vectors, so one element is set to
one while the remaining 99.999 to zero. With negative sampling, the target vector
only has a small number of elements set to zero, and we refer to those elements as
negative words or samples. Only the weights of those words, together with the one
of the input word, will be updated, resulting in a significant speedup of training
time.

Mathematically, for each sample the model maximizes

log σ(vÍÛ

wO
vwI

) +
kØ
i=1

Ewi∼Pn(w)

5
log σ(−vÍÛ

wi
vwI

)
6

This replaces every log P (wO|wI) occurrence in the original Skip-gram objective
(see Section 4.5.1). The task is to distinguish the target word wO from draws from
the noise distribution Pn(w) using logistic regression, having k noise samples for
each data sample. Experiments revealed that for small datasets accurate k values
are in the range 5−20, whereas for large datasets values values in 2−5 are sufficient.

Negative samples are chosen using a unigram distribution: words are chosen
as negative samples according to their frequency, with more frequent words being
more likely to be selected:

P (wi) = f(wi)3/4qn
j=0

!
f(wi)3/4

"
The choice of raising the frequency to the 3/4 power is empirical, it simply

outperformed other functions.
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4.6 Visualizing Word Embeddings
As mentioned, an interesting property about word embeddings is context similar-
ity: representations of words that are similar in the language will be close in the
vector space. Here, the word similar can have different meanings. Similar words
may be synonyms, word pairs frequently occurring together, proper names of states
or capitals, or even same verbal forms (e.g. past simple). Visualizing learned word
vectors is then a fast and immediate way of verifying their quality.
However, we cannot represent a vector with hundreds, if not thousands, of dimen-
sions straightforwardly; we first need to create a two-dimensional representation
using a dimensionality reduction technique. A possible solution for this problem is
t-SNE.

4.6.1 t-SNE
t-Distributed Stochastic Neighbor Embedding, or t-SNE [117], is a dimensionality
reduction technique that is particularly well-suited for visualizing high-dimensional
data by reducing vectors to two dimensions.

Dimensionality reduction techniques generally convert high-dimensional datasets
X = {x1, x2, ..., xn} into two-dimensional data Y = {y1, y2, ..., yn} so that they can
be graphically visualized in a scatterplot. These techniques try to preserve as much
information as possible when creating the low-dimensional map, that is, Y. t-SNE
successfully captures the structure of the high-dimensional data, also revealing the
presence of clusters at several scales. For this reason it is particularly well-suited
for the task.

The original stochastic neighbor embedding technique was presented by Hinton
and Roweis [116]. Van der Maaten and Hinton [117] then advanced t-SNE, which
addresses some issues of the original technique.

Stochastic Neighbor Embedding

Stochastic Neighbor Embedding converts the Euclidean distance between two dat-
apoints xi and xj into conditional probabilities that represent similarities. The
similarity between xi and xj is the conditional probability, denoted as pj|i, that xi
would pick xj if neighbors were picked in proportion of their probability density
under a Gaussian centered at xi. The probability will be high for points that are
close in the high-dimensional space, and infinitesimal for points that are distant.
Mathematically, pi|j is computed as follows:

pj|i = exp(−ëxi − xjë2/2σ2
i )q

k /=i exp(−ëxi − xkë2/2σ2
i )
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In the above formula, σi represents the variance of the Gaussian that is centered
on point xi. Datapoints xi and xj are going to be mapped to their low-dimensional
correspondents yi and yj . It is possible to compute the conditional probability, qj|i,
in a similar way:

qj|i = exp(−ëyi − yjë2)q
k /=i exp(−ëyi − ykë2)

In this case σi does not appear because it is set to 1√
2 . Setting σ to a different

value with respect to pj|i will only result in a rescaled version of the final map.
If yi and yj correctly model their high-dimensional counterparts, pj|i and qj|i will
be equal. SNE aims at finding a mapping that minimizes the mismatch between
pj|i and qj|i. In particular, SNE minimizes the sum of Kullback-Leibler divergences
over all datapoints using an approach based on gradient descent. The cost function
C is given by:

C =
Ø
i

KL(Pi||Qi) =
Ø
i

Ø
j

pj|ilog
pj|i

qj|i

Pi and Qi represent the conditional probability distribution over all datapoints
given xi and yi, respectively.

t-Distributed Stochastic Neighbor Embedding

Although SNE constructs fairly good representations, it has two major issues:
the cost function is rather difficult to optimize, resulting in a high computational
complexity, and second, the approach suffers from the so called “crowding problem”.
The authors address the first issue by implementing a symmetrized version of
original SNE cost function that features a simpler gradient.

Symmetric SNE Instead of minimizing the sum of the Kullback-Leibler diver-
gences between pj|i and qj|i, it is possible to minimize a single Kullback-Leibler
divergence between a joint porbability distribution P in the high-dimensional space
and a joint probability ditribution Q in the low-dimensional space. This is referred
to as symmetric SNE, because for all i and j is valid the property pj|i = pi|j and
qj|i = qi|j . New cost function will be:

C = KL(P ||Q) =
Ø
i

Ø
j

pij log
pij
qij

The crowding problem The problem is defined as follows: the area of the two-
dimensional map available for accomodating moderately distant datapoints will not
be large enough compared with the area available to accomodate nearby points.

37



4 – Word Embeddings

In other words, if we want to accurately model the nearby points, those that are
at a moderate distance will have to be placed too much far away in the map. This
problem is not specific of SNE, but it also occurs with other techniques.
The crowding problem is solved using a t-Student distribution rather than a Gaus-
sian in the low-dimensional space.

4.6.2 Implementing t-SNE
We report in Table 4.1 the pseudo-code of t-SNE as presented by the authors in the
original paper [117]. It is also possible to download several implementations of the
algorithm in numerous languages4. In our study, we used Python implementation
available on the website.

Simple version of t-Distributed Stochastic Neighbor Embedding
Data: data set X = {x1, x2, ..., xn},
cost function parameters: perplexity Perp,
optimization parameters: num iterations T , learning rate η, momentum α(t).
Result: low-dimensional data representation Y(T ) = {y1, y2, ..., yn}.
begin
| compute pairwise affinities pj|i with perplexity Perp
| set pij = pj|i+pi|j

2n
| sample initial solution Y(0) = {y1, y2, ..., yn} from N (0,10−4I)
| for t=1 to T do
| | compute low-dimensional affinities qj|i

| | compute gradient ∂C
∂Y

| | set Yt = Y(t−1) + η ∂C∂Y + α(t)(Y(t−1) − Y(t−2))
| end
end

Table 4.1. Original pseudocode for the t-SNE algorithm.

Although the existing t-SNE implementations are quite intuitive and straight-
forward to use, they still require some tweaks for properly formatting the data we
want to visualize. It is possible to avoid doing this using the online TensorBoard
Embedding Projector5, which handles all technical aspects of the visualization and

4https://lvdmaaten.github.io/tsne/

5http://projector.tensorflow.org/
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allows to explore the two or three-dimensional map that it creates.

4.6.3 Visualizing FastText Embeddings
We run t-SNE on the first 2000 words contained in the pre-trained word embed-
dings from FastText that we use in our research. The result of the execution is
an interactive graph that shows all the words in a two-dimensional scatterplot,
together with their labels. We don nott visualize the whole FastText vocabulary,
which is composed of one million words, because t-SNE would take too much time.
Moreover, 2000 words are sufficient to properly show the context similarity prop-
erty of the embeddings. The plot is showed in Figure 4.8. The high number of
points and labels makes it difficult to read the plot, however it is possible to zoom
and explore it at a closer distance, selecting only a part of it.

Figure 4.8. Word embeddings for the first 2000 words of the FastText
dataset. Even though the plot is rather chaotic, it is clearly possible to
identify some evident word clusters.

Anyway, it is still possible to distinguish small clusters of similar words, which
are highlighted by a red box in the figure. Those clusters are composed by numbers,
months, years, stopwords, proper names and abbreviations, geographic locations,
verbs in different forms, days of the week and measures of time. Those are just
some of all the groups of similar words that can be seen in the plot. Figures 4.9,
4.10, and 4.11 illustrate some of the above mentioned word clusters and show some
interesting semantic properties they captured.
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If a higher number of word was plotted, the number of clusters, together with their
size, would increase accordingly.

Figure 4.9. Word embeddings of states, capitals, and nationality adjectives. We
can also see that “European” and “Union” are close each other and to other similar
words., although Union is not related to a geographic location. This is an example
of treating word pairs as single training samples.

Figure 4.10. Word embeddings for verbs. Most of then are in past tense forms,
and some of them are also close to other forms, such as simple present and present
continuous of the same verb. This is true only for a small part of the verbs because
we only plotted the first 2000 words of the dictionary.
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Figure 4.11. Word embeddings for days of the week and various time measures
and periods. It is interesting to notice that as we move from left to right, the
time measure increases; from morning and night to century. Moreover, the
word season is close both to words related to time and to words related to TV
shows, demonstrating that the corresponding embedding successfully captured
both semantic meanings of that word.
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Chapter 5

Approach

In this chapter we present in detail the approach we adopt to achieve our task, that
is, predicting personality from tweets. To do that, we employ a machine learning
algorithm to train a predictive model on a set of labeled training samples extracted
from a dataset of Facebook status updates, which has been collected for scientific
research. We refer to this dataset as the Gold Standard. Section 5.1 describes it in
detail and provides some statistics of the data that it contains.

Once we have successfully trained a model, we can then test its predictive
power on unknown individuals. To do this, we set up an experiment involving a
few Twitter users who gave their consensus to participate in the test. We crawl the
Twitter API to download all the tweets available for those users, which we clean
to enhance their similarity to Facebook status updates. We then preprocess and
transform each tweet the same way as we did for status updates when training
the model. Finally, we feed each tweet to the model which computes a numeric
score. We aggregate the scores for all the tweets of the same user to compute
its personality. At the same time, we ask the participants to fill a personality
questionnaire to extract ground truth personality scores, which we compare to
those generated by the machine learning model to assess its accuracy. We report
a general overview of the whole application in Figure 5.1.

We base our approach on Transfer Learning, which means that we learn a
model on a domain to subsequently test it on a different one. In fact, the gold
standard used to train the model contains status updates from Facebook, while
our intention is to predict personality of Twitter users. Although there are a
number of similarities between the two (e.g. short posts/tweets containing slang
and grammatical errors) they are not the same, so we expect a certain baseline
error when switching from a context to the other. In the attempt to smooth out
this error we process the tweets more carefully, as we show in the later sections.

Many successful applications of transfer learning can be found in literature.
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Figure 5.1. Overview of the application. We first train a predictive model with a
set of status updates from myPersonality dataset, then we apply it to compute a
personality score for users’ tweets downloaded using the Twitter API.

For example, both the approaches documented in [120] and [119] are based on
that technique to address text classification problems. Although our goal is not
classification, those studies demonstrate that applying transfer learning on textual
data yields satisfying results.

This chapter is organized as follows: in Section 5.1 and 5.2 we respectively
introduce the gold standard that we use to derive a predictive model, and the
dataset containing the pre-trained word embeddings; in Section 5.3 we illustrate
all the transformations and procedures that we apply to train the model starting
from raw text data. Finally, Section 5.4 and 5.5 describe how personality scored
are predicted starting from the Twitter handle of a user.

5.1 The Gold Standard
In order to quantitatively test our approach, we rely on the dataset created by
the myPersonality project1 [122]. The dataset has been collected for research pur-
poses by David Stillwell and Michael Kosinski using a Facebook application that
administered a personality test and collected a wide range of personal and activ-
ity information from Facebook’s profile of users under their consent. Participants
answered a variable length (20-100 or 300 items) proxy test derived from Costa
and McCrae NEO-PI-R [68] and elaborated by the International Personality Item

1http://mypersonality.org/wiki/doku.php
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Pool (IPIP) project [121]. Section 3.2 explains in detail how the personality ques-
tionnaires are administered to a person and how it is possible to derive personality
scores from them.
The myPersonality application has been active from 2007 to 2012 and collected a
huge amount of data, which is available upon request.

We base our study on a sample of the original myPersonality dataset that has
been made publicly available [123]. The gold standard contains 9913 status up-
dates of 250 users (anonymized), annotated with personality traits scores and basic
statistics of the users’ network, such as number of friends and betweenness. Table
5.1 and Figure 5.2 illustrate some statistics of the dataset. It contains approxi-
mately 15,000 distinct terms and 300 stopwords. However, stopwords account for
almost half of the total, lowering the predictive power of the model built on this
dataset.

Statistics Value Lowest Avg Highest
Total users 250 - - -
Total status updates 9913 - - -
Status updates per user - 1 39 223
Total words 146128 - - -
Total words after preprocessing 72896 - - -
Unique words 15470 - - -
Unique words after preprocessing 15185 - - -
Word per status update - 1 14 113
Word per status update
after preprocessing

- 0 7 57

Table 5.1. Statistics of the dataset in terms of number of users, status updates
and words. We highlight the effect of pre-processing on those measures.
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Figure 5.2. Five histograms representing the distributions of the Big5 personality
traits of the users available in the gold standard.
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trait OPE CON EXT AGR NEU
max 5 5 5 5 4.75
min 2.25 1.45 1.33 1.65 1.25
avg 4.0786 3.5229 3.2921 3.6003 2.6272
std 0.5751 0.7402 0.8614 0.6708 0.7768

Table 5.2. Statistics of the personality traits distribution in the gold stan-
dard. We report standard deviation, highest, lowest and average value across all
250 users. Where OPE=Openness, CON=Conscientiousness, EXT=Extraversion,
AGR=Agreeableness, NEU=Neuroticism.

5.2 Word Embeddings Dataset

The pre-trained word embeddings we use in out study are the english word vectors
trained with FastText2 [33] from Facebook AI Research (FAIR). FastText is an
open source library for automatically learning text representation and text classi-
fiers, and the researchers made publicly available many word embeddings models
trained in numerous languages. We are only interested in English, so we work
with English word vectors trained on Wikipedia 2017, UMBC webbase corpus and
statmt.org news dataset. The dataset stores 1 million word vectors of dimension
300 and is structured as a dictionary where each line of the file contains an English
word followed by its corresponding word embedding. All the values are space sep-
arated. Words are ordered by descending frequency, meaning that the first lines
store the most common words in the whole document corpus. The word coverage
of FastText dataset on the gold standard is 95.08%, but just the first 2% account
for more than 80% of the total coverage. Table 5.3 reports as an example the
first 30 words of FastText. As we can see, not only words, but also punctuation
is included. However, they are all stop-words (very common words that are not
informative), and we remove them when processing the textual data, as explained
in the following sections.

We also test other word embeddings datasets to assess their overall performance
and compare it with the one of FastText. The choice of using the latter comes from
empirical results that are documented in Chapter 6.

2https://fasttext.cc/docs/en/english-vectors.html
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Table 5.3. Most common words in the corpus used for learning word embeddings,
from left to right and from top to bottom. All those words are either stop-words
of punctuation. In both cases, they are not informative for the sake of our goal,
so they are removed when encountered.

5.3 Model
We illustrate in detail all the steps that we apply to derive a predictive model
starting from the status updates that compose the gold standard. Each status
update is individually transformed in a corresponding representation in the vector
space and together with the personality score becomes a single training sample.
All the samples are fed to a machine learning algorithm to derive a model that
is capable of predicting personality of unknown users with a certain degree of
accuracy. Figure 5.3 summarizes what we just said.

Those steps are repeated five times in total, once for each personality trait, so
that when the training phase is completed we have five different predictive models
that can be used to predict personality of Twitter users in our transfer learning
context.

We now introduce the stages in which our approach is subdivided.

5.3.1 Text Preprocessing
Textual data is likely to contain noise, errors, and less-informative words, which
may lower down the quality of the model and harm its overall accuracy, and those
issues are even more pronounced when dealing with data extracted from Social
Networks, which presents noticeably higher rates of slang terms and spelling and
grammar errors. It is then evident that an accurate preprocessing phase is re-
quired before exploiting the data to train the model. Text processing steps that
we sequentially apply are the following:

Conversion to lowercase : “Today is a #sunny day!” → “today is a #sunny
day!”.

Stop-word removal : “today is a #sunny day!” → “today #sunny day!”.

Punctuation removal : “today #sunny day!” → “today sunny day”.
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Figure 5.3. Overview of the model training process. Status updates from the gold
standard are all processed and transformed the same way, one at a time, to obtain
status embeddings. Those are fed to the machine learning algorithm to compute
a predictive model for personality.

Tokenization : “today sunny day” → [today] [sunny] [day].

Short post removal : it removes status updates with ntokens < 3.

For stop-word removal, we use the list3 of stop-words provided by the module
CountVectorizer from scikit-learn. We remove status updates that result in less
than three tokens, which are roughly 1200 in total. We choose not to apply stem-
ming, because that way we could lose the semantic meaning of a word in its context.

We apply the steps detailed above to each status update in the gold standard,
so that raw text is transformed into a structured list of tokens, which is processed
in the next stage, namely transformation in the vector space.

3https://github.com/scikit-learn/scikit-learn/blob/master/sklearn/feature_
extraction/stop_words.py
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5.3.2 Text Transformation
While words are easier to read and understand for humans with respect to numbers,
the opposite stands for computers. We cannot feed textual data straight to the
machine learning algorithm, because it will not understand them. We first need
to transform it into numeric signals. To do this, we exploit dense, real-valued
representations of words that are also known as word embeddings. We use the
word embeddings dataset introduced in Section 5.2 to derive a fixed-length vector
from the list of tokens resulting from the preprocessing of raw text from the gold
standard. Since status updates have different lengths, the tokens lists resulting
from them have different lengths. However, in order to train the machine learning
model we need to represent all the training samples with vectors of the same
size. In contrast to other approaches based on neural networks [34, 26, 42, 48],
we transform status updates into their corresponding representations in the vector
space using geometric manipulations of the word vectors, inspired by the work of
Li et al. [113].

We lookup each token in the embeddings dictionary to get the corresponding
word vector. If it does not exist, we simply ignore that word. After all tokens have
been processed, we combine all the word vectors into a single one. Li et al. [113]
explore different methods for representing a tweet starting from word embeddings,
and test these approaches on two tasks: sentiment analysis and topic classification.
We choose to represent status updates with concatenation of maximum, minimum
and average. To compute the maximum, we consider for each one of the 300
dimensions the maximum value among all word vectors for that component. In
a similar way we also derive minimum and average. Since word vectors from
FastText have a dimension of 300, the vector resulting from the concatenation
has a dimension of 900. Figure 5.4 illustrates the process of deriving a vector
space representation from a list of tokens. The choice of concatenation is verified
empirically; in fact, this method appears to be more stable than other approaches,
having the least variance in terms of mean squared error

5.3.3 Model Training
We train five different models, one for each personality trait, using word embed-
dings as the only features. More specifically, we train the models by feeding the
900-dimensional vectors derived from the concatenation together with the personal-
ity trait score of the user that wrote the status update, for a total of approximately
8000 training samples (the remaining are removed due to their brevity). Since trait
scores are continuous values we choose a regression algorithm, that uses those 8000
samples to learn the relationships between textual features and personality.

We explore three different machine learning algorithms for regression: Linear Re-
gression [124], LASSO [125] and SVM [126].
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Figure 5.4. Mapping of a post to the corresponding representation in the vector
space. For each token we obtain the corresponding word embedding, then we
concatenate max, min and avg computed on all word vectors.

Linear Regression

Linear regression is a model used to predict continuous values using a linear com-
bination of a set of features, that in our case are the word vectors. Variables X
and y are related by an unobserved parameter βt (where t stands for true), the
goal is fitting a predictive model to observed data X and y by estimating a set of
parameters β, so that y can be expressed by means of X and β.

y = βX + Ô (5.1)

yi = β01 + β1xi1 + β2xi2 + ... + β900xi900 + Ôi, i = 1,2, ..., N (5.2)

The parameter estimation is done with the ordinary least squares method,
which minimizes the sum of squared residuals of the predictions, defined as follows:

β = (XÛX)−1XÛy =
3 Ø

xixi
Û

4−13 Ø
xiyi

4
(5.3)

Since β is merely an approximation of βt, the prediction of y = {y1, y2, ...yN}
includes a certain error, which is denoted with Ô.
Graphically, the underlying relationship between the dependent variable y and the
independent variable x can be represented as a straight line in a two-dimensional
plane.
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LASSO

Least absolute shrinkage and selection operator (LASSO) is a regression analysis
technique that performs both features regularization and subset selection over the
available features, improving the accuracy of the prediction while providing more
interpretable models. Before LASSO, stepwise selection was used to select a subset
of the covariates of the model, but since it is a discrete process (a feature can
either be included in the model or not) small changes in the data can highly
affect the quality of the final model, sometimes reducing the accuracy. For feature
regularization, the prevalent technique used to be ridge regression, which regulates
large coefficients to reduce overfitting, yet it does not address the interpretability of
the model. LASSO combines the two approaches and preserves their advantageous
characteristic by shrinking some coefficients and setting others to zero.

The optimization objective for LASSO is:

min
β

1
2nsamples

ëXβ − yë2
2 + αëβë1 (5.4)

Where α is a hyperparameter of the model that controls the degree of sparsity of
the estimated coefficients. With α = 0, we have again an OLS linear regression
model.
The implementation in scikit-learn uses coordinate descent as the algorithm to fit
the coefficients.

Support Vector Machines

An SVM model constructs one or more separators (hyperplanes) as a decision sur-
face such that the distance of datapoints of different classes is maximized. When
this approach is applied to a regression problem, it is called Support Vector Re-
gression (SVR). The goal of SVR is to compute yi from the observation xi with a
margin of tolerance Ô. The objective function is the following:

y = βX + b, min J(β) (5.5)

J(β) = 1
2ëβë + C

NØ
i=1

3
ξi + ξ∗

i

4
(5.6)

Where ξi and ξ∗
i indicate the distance of datapoints that lie outside the margin

Ô, in both sides of the hyperplane, respectively. C is a hyperparameter regulating
the penalty for errors. The optimization problem is computationally simpler to
solve in its Lagrangian dual formulation. The dual formula is derived from the
primal by introducing non-negative multipliers αn and α∗

n for each observation xn,
and it is expressed as:
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L(α) = 1
2

NØ
i=1

NØ
j=1

(ai − a∗
i )(aj − a∗

j )éxÛ
i xjê+Ô

NØ
i=1

(αi + α∗
i )+

NØ
i=1

yi(α∗
i − αi) (5.7)

The parameter β can be described as a linear combination of the training ob-
servations with the following equation:

β =
NØ
n=1

(αn − α∗
n)(xÛ

n x) + b (5.8)

Some regression problems cannot be accurately described by a linear model.
The dual formulation allows to extend the approach to non-linear functions by
substituting the dot-product éxÛ

i xjê in the formula with a nonlinear kernel func-
tion G(xi, xj) = éφ(xi)φ(xj)ê. φ(x) is a transformation that maps x to a high-
dimensional space. The classifier is again a hyperplane in the transformed space,
though it may not be linear in the original space. Table 5.4 reports three different
kernels that we explored in this work, while Figure 5.5 graphically highlights the
difference between SVM models trained with a linear, polynomial and rbf kernel
for a toy regression example. In our approach we experimented and validated
empirically the use of the rbf kernel.

Kernel name Kernel function
Linear G(xj , xk) = xÛ

j xk

Polynomial G(xj , xk) = (xÛ
j xk + 1)n, n = {2,3, ...}

Radial basis function (rbf) G(xj , xk) = exp(−γëxj − xkë2), γ > 0

Table 5.4. Common SVM kernels. γ, α and c are parameters of the functions
that need to be tuned for the application. γ is often set to 1/2σ2.

5.3.4 Model Optimization
We also refer to this phase as Tuning of the algorithms. SVM and LASSO, in
fact, require to set some parameters before running the training phase, and the
choice of their values is not a trivial task. The domain of those parameters can
be very large and continuous, often (−∞, +∞), and different values for the same
parameter may result in surprisingly different models and prediction results. For
this reason, this is a phase that requires particular attention, and a lot of time for
research and assessment of the best parameters values, which is usually done by
testing numerous configurations and gauging their performances for a certain task.
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Figure 5.5. Accuracy of SVM models employing a linear, polynomial, and
rbf kernel. As we could expect, linear kernel perform the worst while rbf has
the highest accuracy, correctly modeling all datapoints, excluding outliers.
From scikit-learn documentation.

There is no such thing as a perfect configuration that works every time, because
for each specific problem there can be one that best suits the context and the data.

We need to properly tune SVM and LASSO algorithm to ensure that the models
are trained using the best configuration for our problem. For SVM, we consider
the following hyperparameters:

Kernel: linear, polynomial, radial basis function, hyperbolic tangent. It highly
depends on the datapoints distribution in the feature space, as it is shown in
Figure 5.6.

C: the penalty factor that regulates the trade-off between misclassification and
simplicity of the decision surface.

Gamma: indicates how far the influence of a single training example reaches, with
low values meaning far and high values meaning close.

Degree: of the polynomial equation, only meaningful for polynomial kernel.

While for LASSO we only consider one parameter, α, that regulates the trade-
off between the minimization of the residual sum of squares and minimization of
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Figure 5.6. Comparison of the behavior of three different SVM kernels for classifi-
cation. From left to right, linear, polynomial and rbf. Linear kernel is the simplest
one, yet it represents a good option when datapoints are linearly separable. Rbf is
capable of tracing complex discriminative boundaries with various shapes. From
scikit-learn documentation.

the sum of squares of the coefficients. More practically, α controls the size of the
selected subset of features and the entity of their shrinkage. High values result in
the selection of a smaller subset and in greater shrinkage. Setting α = 0 brings
LASSO back to classic linear regression. Figure 5.7 clearly shows the effect of
different values of α on the shrinkage of the coefficients.
In Chapter 6 we report the different configurations we tested together with those
that performed the best on the training data.

To evaluate the goodness of the numerous configuration, we need a Loss Func-
tion. A loss function maps events or values of a set of variables onto a real number,
which represents the cost of the event. An optimization problem, as is ours, aims
to minimize the loss function, meaning that it is desirable to reduce the cost, or
loss, of an event as much as possible. In our case, the event is the prediction of
personality trait scores, and the set of variables are the predicted and actual val-
ues. The difference between those values is the loss of the model, which we want
to minimize. The loss function we choose to adopt is Mean Squared Error (MSE),
which is the mean squared difference between predicted and actual values

MSE(P, A) = 1
n

n−1Ø
i=0

(pi − ai)2 (5.9)

Where with P = (p1, p2, ...pn) are predicted values and A = (a1, a2, ..., an) are
actual values of the training samples that we are evaluating the model on. MSE is
a positive score in the range [0, +∞), and smaller values indicate better accuracy.

The purpose of model optimization is not only selecting the configuration that
best fits the data, but also to determine the machine learning algorithm that has
the highest performance in this particular context. We observe this algorithm to
be SVM, and we discard Linear and LASSO regression. In Chapter 6 we report
the results of the optimization in terms of mean squared error.
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Figure 5.7. Effect of the regularization parameter on the coefficients of a
ridge regression estimator. High values cause all coefficients to be close to
zero, whereas with very low α all coefficients exhibit big oscillations. From
scikit-learn documentation.

Unless differently specified, all the models described in the following sections are
trained using SVM.

5.4 Twitter API
To interact with Twitter, both for authentication and sending API requests, we
use the open source Python library Tweepy. Tweepy is a simple and lightweight
library that provides helpful functions for accessing the Twitter API. To access
those functions, similarly to other Social Media Sites (e.g. Facebook, Instagram)
it is required to create an application through the platform provided by Twitter4.
We named our application TwitPersonality, whose basic information are showed
in Figure 5.8.

4https://apps.twitter.com/
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Figure 5.8. Summary information about TwitPersonality application, as they are
presented in the Twitter Apps Management page.

Twitter apps act like gateways between Twitter content and what instead lies
outside of it, and they need authentication. Twitter uses OAuth to provide autho-
rized access to its API, which is a standard used to grant websites or applications
the access to other websites without revealing the password. In our case, we need
Twitter to grant our application the access to the API functionalities.
Oauth requires developers to be in possess of a valid access token. An access token
controls what API endpoint can be queried, and so what actions can be carried out
using the application. In practice, it is simply a long string of letters and numbers.
the authentication process is defined by the following steps:

1. Get a request token from Twitter

2. Redirect the user to twitter.com to authorize the application. A message like
the one in Figure 5.9 will be showed.

3. If using a callback, Twitter will redirect the user to us. Otherwise the user
must manually supply us with the verifier code. Since we are developing a
desktop application, we cannot use callbacks, so we must manually input the
verifier code. It is simply a GET query parameter in the URL of the page
that will load after authorizing the app.

4. Exchange the authorized request token for an access token.

Currently, Twitter access tokens do not expire, so it is possible to save it locally
for later use, avoiding the need to repeat all the authentication steps every time
we use the application.
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Figure 5.9. Application authorization message. It is clearly shown what permis-
sions the app is requesting. In our case, we only need the first two.

After successfully obtaining and access token, we are authorized to perform
all the actions reported in the list of Figure 5.9, though we are only interested in
reading the tweets and the number of followers, the latter for statistic purposes.
For the list of tweets in the timeline, we send a GET request to the API endpoint
statuses/user_timeline where we need to specify the username that we are inter-
ested in and the number of tweets we want to retrieve with a single call. The final
http request will look like:

GET https://api.twitter.com/1.1/statuses/user_timeline.json
?screen_name=<username>&count=2

Twitter allows to get up to 200 tweets with a single request, and paginates the
responses, meaning that they contain a pointer to the next chunk of tweets. To
retrieve them, we simply send a GET request to that pointer. However, Twitter let
us download at most 3,200 tweets for a given user. This is not a problem, since all
users in our experiment feature less than 3,200 tweets, and even if someone exceeded
that limit, we still would have enough information for predicting personality.

Regarding the number of followers, this information is included in the user’s
basic information, accessible at users/show with the http request
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GET https://api.twitter.com/1.1/users/show.json
?screen_name=<username>

this call returns a wide range of information, including name, Twitter id, language,
location, number of tweets, number of followers and following, and others. Since
we are only interested in the number of followers, we ignore other fields.

Table 5.5 sums up the properties and characteristics of the endpoints and rel-
ative requests.

Tweets Followers
API endpoint statuses/user_timeline users/show
HTTP request GET GET
Parameters screen_name, count screen_name
Returns json json
Rate limit/15 mins 1500 900

Table 5.5. Summary table of the API endpoints we need and their basic
characteristics. Although Twitter limits the number of API calls that can be
made on a given endpoint, those limits are rather high and we never exceed
them during our research.

5.5 Predicting Personality from Tweets

Our approach is based on transfer learning: we learn a model on a set of status
updates from Facebook with the aim of testing that model on users’ tweets from
Twitter. To test our model we collect a test set of Twitter users who gave their
consensus on analyzing their profiles and at the same time answered a psychological
questionnaire to measure their personality trait scores.

The process described below is relative to a single Twitter user. For many of
them, it is simply repeated thoroughly.

Given a Twitter handle (e.g. @username), we crawl the Twitter API to retrieve
all available tweets of that user. We have already mentioned previously that tweets
are somewhat different from status updates, despite being generated in similar
Social Networks and having similar characteristics. For this reason, we define
some additional preprocessing steps that are specific for tweets and are executed
before those listed in Section 5.3.1.
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In detail, they are:

Pure retweet removal: When retweeting a tweet (either own of someone else’s),
it is possible to add some text along with it. In that case, it will appear as
a normal textual tweet followed by the URL to the retweeted one. Instead,
if no personal text content is added, it will be represented as RT @tweet-
owner: tweet-text tweet-url. We refer to this case as pure retweet. Since we
base the prediction only on the textual features created by a specific user, all
retweets without additional content are removed, because they either belong
to a different individual, or will be retrieved twice.

URL removal: URLs may appear in retweets, content sharing from external
sources (e.g. YouTube videos), or other cases. In the context of our study
they are not informative, so they are removed from the tweets.

Mentions removal: Users often mention their friends in their tweets, adding
some noise to the text data; mentions are also found in retweets. We re-
move all mentions from our data.

Hashtags removal: We choose not to remove the whole word, as in the previous
cases. Instead, we keep the original word without the hash (#) symbol. This
is because some tags consist of meaningful words (e.g. “I love #star #wars”)
which we do not want to lose. This solution effectively addresses also the case
of non-existing hashtag words (e.g. “#netNeutarlity2017”) that are ignored
in the subsequent steps, when a corresponding word embedding will not be
found.

All the processing steps detailed above are carried out using regular expressions,
with the exception of hashtags removal. In fact, hash symbols are automatically
deleted by punctuation removal. Apart from those further refinements, we process
tweets the same way as status updates in order to derive a feature vector of 900
dimensions. Figure 5.10 illustrates the transfer learning context highlighting the
two different domains for training the model and testing it.

At this point we have all the tweets of the user correctly preprocessed and trans-
formed in the corresponding representation in the 900-dimensional vector space.
The last step is feeding those vectors to the Big Five models to get a personality
score of the individual.
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Figure 5.10. Each pair of transformed status updates and corresponding person-
ality trait score is a training sample that we feed to the algorithm. We train five
different models, one for each personality trait, and test them with tweets. After
applying tweet-specific processing steps, a tweet is transformed into a vector the
same way as status updates.

Figure 5.11. Prediction of a personality trait score. Each tweet is individ-
ually fed to the model that computes a value. All values are averaged to
derive the personality trait score. The process show in figure is repeated
for each Big Five trait.

Generally, users share more than one tweet in their personal profile, so we need
to devise a strategy to obtain a single personality score from all of them. To
replicate as closely as possible the same scenario of the training phase, in which
each status update is individually fed to the algorithm, we separately feed each
tweet to the trained models. This way, we obtain a number of scores for each trait
that is equal to the number of tweets. The final score is computed as the mean
of all the predictions. This process is summed up and made more clear in Figure
5.11.

We test our approach on the Twitter user sample that we gathered, and results
are reported in Chapter 6.
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Chapter 6

Experimental Results

We first evaluate our approach on the myPersonality dataset comparing the perfor-
mances of the three algorithms introduced in Chapter 5; we then verify the transfer
learning capability of the model with an in-house built gold standard created from
twenty four panelists.

6.1 Technical Details
We use Python to develop all the parts of the application. In particular, we use
Scikit-learn [129] to achieve most of the operations, such as training and testing
the models, saving the trained models on disk, computing mean squared error or
preprocessing status updates and tweets. Moreover, we use Numpy and Pandas
to efficiently manage data structures. Finally, we use Tweepy to download users’
tweets from the Twitter API platform.

Each separate step of the whole process is carried out by a single Python script,
which is unrelated to the others. For example, we use different scripts to optimize
and actually learn the predictive models and store them on disk. Similarly, tweets
download and personality predictions using them are run by other two scripts.
We also aggregate a number of useful functions for reading and parsing dataset
files into two respective scripts. We choose to keep each step separate from the
others mainly for simplicity (each script is responsible only for a small part of the
application) and for testing (so we do not need to test the whole application if we
are only interested in a part of it). Besides, it is possible to use a bash script to
run the whole Python pipeline with a single command.

The machine running the scripts features a quad-core Intel core i7 6700HQ
@2.60GHz and 16GB or RAM.
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6.2 Model verification

To derive the best performing predictive model we explore different machine learn-
ing algorithms and configurations. We evaluate the models on the training set with
the objective of minimizing the mean squared error of the predicted personality
scores, which is our loss function.

For both SVM and LASSO we carry out a tuning phase to select the best
configuration of the hyperparameters for our application. This is a crucial phase
since minor differences in the configurations of the algorithms’ parameters may
lead to significantly different results. We have introduced and briefly described
the hyperparameters in Section 5.3.4. C, γ and α have continuous values in R,
whereas degree is a positive number in N, hence the available configurations are
infinite. We explore a subset of them, for a total of thirty different models to
be tested. Parameters that we considered, along with their different values, are
reported in Table 6.1.

Algorithm Parameter Value

SVM

Kernel linear, rbf, poly
C 1, 10, 100

Gamma 0.01, 0.1, 1, 10
Degree 2, 3

LASSO Alpha 1−15,1−10,1−8,1−5,1−4,1−3,1−2,1,5,10

Table 6.1. Hyperparameters and their values for SVM and LASSO models. For
SVM, rather than using an exhaustive grid search approach, we only test a subset
of all the possible combinations, for a total of 19.

We observe that SVM performs better than other algorithms. For each per-
sonality trait exists a SVM configuration with a minimum MSE lower than that
of other learning models. Table 6.2 reports those configurations with relative er-
ror value, that is computed using 10-fold cross validation on the training set. All
the best performing models use a rbf kernel and similar values for C and gamma.
Openness presents the lowest error while Extraversion has the highest. Optimal
configuration for linear and LASSO regression are reported in Table 6.3. We can
also observe that LASSO performs slightly worse than SVM, and all the best per-
forming models have the same value for α, while linear regression, as expected,
has the highest MSE values overall, and thus performs the worst. Table 6.4 sums
up the mean squared error of the different models and highlights the margin of
improvement of SVM over other algorithms.

62



6.2 – Model verification

Trait Kernel C Gamma MSE
Openness rbf 1 1 0.3316
Conscientiousness rbf 10 1 0.5300
Extraversion rbf 10 1 0.7084
Agreeableness rbf 10 1 0.4477
Neuroticism rbf 10 10 0.5572

Table 6.2. Best-performing SVM configurations of kernel and hyperpa-
rameter values used in our approach segmented per trait and measured
by mean squared error.

Trait Model Configuration MSE

Openness LReg - 0.3915
LASSO alpha = 0.0001 0.3345

Conscientiousness LReg - 0.6200
LASSO alpha = 0.0001 0.5363

Extraversion LReg - 0.8210
LASSO alpha = 0.0001 0.7106

Agreeableness LReg - 0.5407
LASSO alpha = 0.0001 0.4500

Neuroticism LReg - 0.6625
LASSO alpha = 0.0001 0.5595

Table 6.3. Mean squared error values for Linear Regression (LReg) and
LASSO regression for the five factors. In LASSO, the best-performing config-
uration always results for α = 0.0001.

As we mentioned in Section 5.3.2, we choose to use concatenation for represent-
ing tweets and status updates in the vector space. We motivate this choice with
experimental results in Table 6.5, which shows an average value and a standard de-
viation of MSE across all nineteen tested SVM configurations1 and five personality
traits. We note that although other transformation methods sometimes achieve a

1Configurations: linear kernel with C=1; poly kernel with all combinations without repetition
of degree=[2,3] and C=[1,10,100]; rbf kernel with all combinations without repetition of γ=[0.01,
0.1, 1, 10] and C=[1, 10, 100].
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Model OPE CON EXT AGR NEU
SVM 0.3316 0.5300 0.7084 0.4477 0.5572
LASSO 0.3345 (0.0029) 0.5363 (0.0063) 0.7106 (0.0022) 0.4500 (0.0023) 0.5595 (0.0023)
LReg 0.3915 (0.0599) 0.6200 (0.0900) 0.8210 (0.1126) 0.5407 (0.0930) 0.6625 (0.1053)

Table 6.4. Summary of mean squared error values for all models. LASSO per-
forms almost as well as SVM, while linear regression (LReg) has a more consistent
margin of error. Those differences are somewhat consistent across all personality
traits. Both for Linear Regression and LASSO we also report the increment in
terms of mean squared error with respect to SVM.

lower MSE, standard deviation for concatenation is the lowest for each personal-
ity trait, suggesting that this method is more stable and consistent, hence more
reliable.

Method
OPE CON EXT AGR NEU

mean std mean std mean std mean std mean std
sum 0.459 0.308 0.723 0.542 0.939 0.655 0.6 0.429 0.75 0.497
maximum 0.352 0.014 0.547 0.023 0.735 0.031 0.461 0.018 0.58 0.028
minimum 0.352 0.016 0.546 0.024 0.732 0.032 0.462 0.017 0.579 0.026
average 0.355 0.015 0.547 0.025 0.735 0.03 0.464 0.019 0.582 0.034
concatenation 0.352 0.01 0.548 0.016 0.736 0.026 0.463 0.018 0.583 0.024

Table 6.5. Average MSE value and standard deviation of the nineteen SVM mod-
els across all the different configurations that we take into consideration for tuning
the hyperparameters. Mean values, except for sum, are almost equivalent, though
standard deviation for concatenation is the lowest for all the five factors.

We test our models using pre-trained word embeddings. We explore different
datasets and evaluate how they affect the predictive power of the models in terms of
mean squared error. FastText is an open source library from Facebook AI research
(FAIR), and it has been already introduced in Section 5.2. Li et al. [113] explored
different sources and text processing combinations to train word embeddings. They
learned word vectors both from tweets and from general text data available on the
Web, including “spam” tweets (less informative ones), and considered both words
and words plus phrases for the models. The combination of those approaches
led to ten different datasets. Although learning embeddings from tweets should
improve the overall performance of the model, this highly depends on the context
of the application and on the data it is tested on, and we observe that in our
case the model from FastText performs better. Table 6.6 shows some statistics of
the datasets we explored. We notice that despite being trained on 2.8 times more
words on average, those datasets are able to achieve only up to 3.14% (π) more
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word coverage than FastText.

Dataset word coverage # of word vectors avg OCEAN MSE
FastText 95.08% 1M 0.517
[113] Dataset 1 96.02% 1.9M 0.532
[113] Dataset 2 95.31% 2.9M 0.551
[113] Dataset 3 96.36% 2.7M 0.558
[113] Dataset 4 95.69% 4M 0.541
[113] Dataset 5 96.49% 1.4M 0.539
[113] Dataset 6 95.91% 3.1M 0.518
[113] Dataset 7 98.05% 1.7M 0.52
[113] Dataset 8 97.45% 3.7M 0.541
[113] Dataset 9 98.22% 2.2M 0.533
[113] Dataset 10 97.65% 4.4M 0.537

Table 6.6. Statistics of the pre-trained word embeddings models we use in our
experiments. Although some of the other datasets achieve lower MSE for one or
more personality traits, the mean value across all traits is still higher than the one
relative to FastText. Mean squared error is computed on the models trained with
configuration reported in Table 6.2. Datasets 1-10 differ in terms of text source
(general data vs tweets), tweets filtering (spam tweets included or not) and text
processing (words vs words and phrases).

6.3 MyPersonality Big
All the steps described in Section 6.2 are carried out using as training set the gold
standard from myPersonality detailed in Section 5.1. It contains 9,913 status up-
dates of 250 Facebook users, which are lowered to roughly 8,700 after removing
those that are too short. The size of the actual training set is therefore quite
modest, yet the results achieved are promising. We refer to this dataset as myPer-
sonality small.

MyPersonality small is just a sample of the entire dataset, which stores infor-
mation about all the users who participated in MyPersonality experiment during
the time period the Facebook application was active, and is available upon formal
request to the team of researchers who collected it. We aim to extend the analysis
of Section 6.2 to the whole myPersonality dataset, in order to test the predictive
power of the models trained on significantly more data. We do not repeat the
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model optimization step as we only extend to a bigger dataset the results obtained
on a sample of it.

Differently from the case of myPersonality small, in which data is stored in a
single file, in this case there are several files available, each one containing a specific
piece of information about the users of the project. This is most likely due to the
huge size of those files. For our analysis, we are only interested in two of them,
the first storing status updates and the other storing Big Five personality scores.
In both files it is also reported the user id of the person whose the status updates
and the personality scores belong to, so it is possible to merge the two files on the
user id, creating a new one similar to the dataset of myPersonality small. We will
refer to this file as myPersonality big.
Due to their huge size in terms of number of lines, to efficiently perform the merge
operation we load the two files into DataFrames and compute the inner join between
them. A DataFrame is a two-dimensional labeled data structure provided by the
Python library pandas, whose columns may be of different types. A large number
of operations can be performed on dataframes and this is particularly useful for
our purpose. The result of the join operation is a new DataFrame which stores a
list of records of the type

user id, status update, Ope, Con, Ext, Agr, Neu

featuring only the user ids that appear in both the original files.

MyPersonality big stores a total of 16,500,000 records, corresponding to as
many status updates from 116,000 distinct users. Such great numbers allow to
perform different types of analyses that were not possible before due to the limited
size of the dataset. Ironically, we now have much more data than we need. In fact,
training a SVM model on a training set in the order of millions of records is rather
unfeasible for the machine we use (see Section 6.1), not to mention that it may
lead to overfitting, which we want to avoid.
For these two reasons, we sample myPersonality big and train the SVM models
subsets of variable dimensions, depending on the particular approach that we want
to test. We execute three different analyses, which differ from one another in
terms of how we treat the train and test split of each cross-validation iteration.
We implement 4-fold cross-validation in all the approaches, and test the three of

them with different subsets of the training set. The techniques explained below
are repeated five times, once for each personality trait.

Test 1

It is the simplest one, and the same as the one of myPersonality small. Although we
have already trained a model using this approach, we are interested in comparing
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the two datasets, small and big, using similar data and techniques.
We feed to the machine learning algorithm a number of training samples in the form
(status update, Big Five scores). We subsequently test the trained model using the
remaining test samples. Mean squared error is computed by averaging the errors
for each test sample, and is reported in Table 6.7 for each personality trait and
data subset. We note that as the size of the training set increases the average MSE
value gets lower. However, except for Conscientiousness and Extraversion, values
are higher than those achieved on myPersonality small (Table 6.2).

Status Updates OPE CON EXT AGR NEU
5000 0.4284 0.5196 0.7115 0.4986 0.6524
7500 0.4261 0.5179 0.7189 0.4865 0.6453
10000 0.4184 0.5101 0.6971 0.4799 0.6459
12500 0.4189 0.5086 0.6975 0.4768 0.6484
15000 0.4228 0.5147 0.6911 0.4759 0.6459
17500 0.4216 0.5136 0.6874 0.4755 0.6517
20000 0.4181 0.5066 0.6816 0.4773 0.6444

Table 6.7. Mean squared error values for test 1, in which training and test samples
are individually fed to the algorithm.

Test 2

Before feeding training data to the algorithm, we aggregate records per user, this
way we keep track of which user wrote a certain status update. Then, we compute
the cross-validation split on the number of users rather than on the number of
total records. This is based on the assumption that status updates are somewhat
equally distributed across all the users, so splitting users has a similar effect to
splitting records. The test seems to prove this hypothesis, as the ratio between
number of status updates and number of users for the various subsets is constant
in a small range.
We train the algorithm the same way as test 1, but the MSE is computed for a
single user on all his status updates, then it is averaged with that of all other users.
The reason we test this technique is because we want to assess the predictive power
of the model on a single user, since this will be the real scenario in which the model
will be applied. Test results are reported in Table 6.8. For some traits, training
on 50 users produces lower MSE values than bigger subsets. This may depend on
the small size of the dataset, which causes the model to not converge properly and
compute unusual scores.
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Users OPE CON EXT AGR NEU
50 0,5455 0,7015 0,714 0,5521 0,5837
100 0,4667 0,6364 0,7678 0,428 0,7128
150 0,463 0,6326 0,7443 0,4888 0,7264
200 0,4655 0,616 0,7451 0,4626 0,675

Table 6.8. Mean squared error values for test 2. The four different subsets
of users roughly correspond, respectively, to 6000, 10000, 15500, and 21000
status updates.

Test 3

The whole analysis is at user-level. We analyze the entire dataset to extract data
in the following form: [user id, list of status updates, Big Five scores]. Then, for
each user, we average all vector space representations of his status updates into a
single one; the average operation is performed the same way as the one in 5.3.2.
This results in a number of records equal to the distinct users in the dataset, which
are about 116,000. It is still not feasible for our machine to train the SVM model
on the whole training set, so we try various subsets. Training and test samples are
again the form (status updates, Big Five scores), as in Test 1, with the difference
that the 900-dimensional vector now represents all the status updates of a certain
user, rather than just one of them. We again compute MSE by averaging the errors
of all the test samples.

However, we choose not to further pursue this approach, because we believe that
averaging all the status updates of a user into a single one we may lose semantic and
emotional information by squeezing them into their median value. Although on the
one hand this way we smooth out biases and uncommon personality manifestations,
on the other hand the resultant vectors are less informative and provide a poor
informative contribution, thus lowering the discriminating power of the model.
Table 6.9 reports test results. We note that except for Agreeableness, mean squared
error values are lower than the ones of previous tests. However, there is not an
appreciable decrease of MSE as the number of status updates grows, and sometimes
we can observe an opposite trend. This behavior demonstrates that our concern
about averaging all the status updates into a single one is well-founded.

Although Test 1 and Test 2 differ one another in terms of how the MSE is
computed on the test set, the models are trained in the same way, namely, by
feeding couples of (status update, Big Five score) to the algorithm. Since Test
2 shows promising MSE results and seem to converge, we choose to adopt this
approach to train the predictive models on myPersonality big. In this case, we do
not split the data in train and test set, but we use all of it to train the models,
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6.4 – Transfer learning assessment

Status Updates OPE CON EXT AGR NEU
5000 0.4284 0.5196 0.7115 0.4986 0.6524
7500 0.4261 0.5179 0.7189 0.4865 0.6453
10000 0.4184 0.5101 0.6971 0.4799 0.6459
12500 0.4189 0.5086 0.6975 0.4768 0.6484
15000 0.4228 0.5147 0.6911 0.4759 0.6459
17500 0.4216 0.5136 0.6874 0.4755 0.6517
20000 0.4181 0.5066 0.6816 0.4773 0.6444

Table 6.9. My caption

which will be tested on real users from Twitter.

6.4 Transfer learning assessment
In order to empirically validate our transfer learning approach, we created a gold
standard of Twitter users, posts, and personality trait scores. In the remainder of
this paper, we refer to this gold standard as Twitter sample. We asked twenty four
panelists to provide their Twitter handle and to complete the Big Five Inventory
(BFI) [127] personality test.

Twenty six panelists took part in the creation of the Twitter sample, of which
two were discarded because of the insufficient number of available tweets. Ta-
ble 6.10 reports some statistics about the Twitter sample and Figure 6.1 shows the
histograms of the personality scores obtained from the survey of the five personality
traits.

Statistic Value Lowest Average Highest
Total users 24 - - -
Total tweets 18,473 - - -
Tweets per user - 9 769.7 2,252
Avg words per tweet per user - 5 6.8 8.8
Number of followers - 12 1,375.5 20800

Table 6.10. Basic statistics about the Twitter user sample. All the values reported
are calculated after having applied all the preprocessing steps.

We evaluate the predictive power of our approach using the best performing
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6 – Experimental Results

OPE CON EXT AGR NEU
max 4.8 4.78 4.38 4.33 3.63
min 2.5 2.33 1.75 2.78 1.5
avg 3.8917 3.5513 3.2208 3.6438 2.6642
std 0.5763 0.5682 0.5449 0.3707 0.5250

Table 6.11. Statistics about the personality traits of the Twitter user sample.
We report standard deviation, highest, lowest and average value across all twenty
four users. Where OPE=Openness, CON=Conscientiousness, EXT=Extraversion,
AGR=Agreeableness, NEU=Neuroticism.
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Figure 6.1. Five histograms representing the distributions of the Big5 personality
traits of the Twitter sample.

models assessed with the myPersonality datasets over the gold standard of Twitter
users. We download and process the tweets as described in Section 5.4, and consider
each of them as a single test sample that is then fed to the SVM models, whose
predicted score is averaged to compute the final trait score (see Figure 5.11), this
is repeated for all the five personality traits. A different approach that could be
followed consists in averaging all the tweet vectors before feeding them to the
model. However, we discarded this option for the same reason explained in Section
6.3: by averaging all the tweets into a single one, all the emotional and syntactic
features that are expressed in them are smoothed out in favour of their median
value, and the model can leverage less information to compute the predictions.

In Table 6.12, we sum up mean squared error values obtained in the tests de-
scribed in the previous sections. We report MSE obtained on the training set as the
average of all cross-validation iterations (10-fold for myPersonality small and 4-fold
for myPersonality big), and MSE of the actual (expressed by the panelists though
the survey) and predicted values (computed by our approach) with the predictive
models trained on both the datasets. We note that our approach achieves signif-
icantly better results when applied to the Twitter sample and its newly created
in-house gold-standard of personality scores. Except for Openness in the exper-
iment with myPersonality small, our approach achieves lower MSE scores on all
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6.4 – Transfer learning assessment

traits. In addition, for this particular Twitter sample, models trained on myPerson-
ality small outperform those trained on myPersonality big. However, the modest
size of the Twitter sample cannot account for enough variation in the personality
traits, whose distribution is rather biased, and this may affect the results of the
predictions; we will further investigate this aspect in future work.

OPE CON EXT AGR NEU
myPersonality small 0.3316 0.5300 0.7084 0.4477 0.5572
Twitter sample (MP small) 0.3812 0.3129 0.3002 0.1319 0.2673
myPersonality big 0,4655 0,6160 0,7451 0,4626 0,6750
Twitter sample (MP big) 0.3178 0.3236 0.4110 0.1362 0.2803

Table 6.12. Summary table reporting mean squared error computed on
cross-validation and on the Twitter sample, for both the myPersonality small
(MP small) and big (MP big) datasets. In both cases the models are trained
with the configurations of Table 6.2. Results reported for myPersonality big
refer to Test 2.
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Chapter 7

Conclusions

We presented a supervised learning approach to compute personality traits by only
relying on what an individual publicly tweets about his thoughts. The approach
segments tweets in tokens, it does ad-hoc preprocessing of tweets, then it learns
word vector representations as embeddings that are then combined and used in
a supervised learner SVM classifier. Our approach has developed five different
learning models, one for each personality trait. We tested the convergence of
our approach using an international benchmark of Facebook status updates in a
controlled experiment and we observed low mean squared errors from the predicted
vs the actual values. We then applied the learned models with a Twitter sample
that we generated in-house. The generation protocol of the sample followed a
well-defined psychological test and we collected actual values of personality traits
from twenty four panelists who gave their consent in collecting and processing their
tweets. We then tested our five learning models and observed lower MSE values
than those obtained with the Facebook international benchmark dataset.

We used pre-trained word embeddings from FastText. We aim to compute word
representations on textual data extracted from Twitter and other social networks.
This way, we expect to obtain a higher word coverage and to learn more meaningful
word embeddings, that are able to capture semantic and syntactic features that
are more typical of social networks. In addition, we plan to implement the tweet
transformation phase using a convolutional neural network (CNN) to aggregate
words and n-grams into a single vector representing the tweet, which can then be
used to obtain a personality score for the users. At present, we transform each
tweet into a sequence of 900 real-valued numbers derived from the embeddings of
the words used in the tweet itself. The number of features could be expanded by
incorporating additional semantic knowledge, such as named entities or sentiment
information. The current approach has been tested on English content only, we
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7 – Conclusions

also plan to extend it to other languages exploiting the similarity of word meanings
in the vector space. Finally, we aim to extend the Twitter sample by acquiring
more panelists running our questionnaire.

It is arguable that the virtual identity that is presented on social networks is a
reflection of the true personality of individuals or it is merely a self-idealization of
it. If the second hypothesis was true, personality scores predicted leveraging social
network features would not be accurate and reliable. However, research seem to
prove it wrong [128]. In addition, language features, including word choice, which
is what we use to derive personality, should be less affected by this issue.

Direct uses of this work include personalization services, recommender systems
and marketing applications. For example, a travel agency could employ a commer-
cial software which suggests specific destinations based on the personality of its
customers. The suggestion could be further refined by also selecting the charac-
teristics of the hotel and providing some activities to carry out during the holiday.
Streaming services such as Spotify and Netflix can recommend new songs to listen
to or new movies or tv-shows to watch, depending on the preferences derived from
the particular personality of a user. Such a feature could enhance the already
existing recommender system that is used by both the streaming services, and it
is particularly easy to implement since they both allow users to log in using their
social networks accounts.

Just in these days, a big scandal has involved Facebook and Cambridge An-
alytica, a company which operates in the field of data mining and data analysis.
The company has allegedly collected a huge amount of data from Facebook users
without their consent and knowledge, and used it to predict a wide range of infor-
mation about individuals, with the ultimate goal of piloting elections’ results, in
particular Brexit and presidential elections in the United States. In fact, knowing
information such as personality, age, gender, occupation, political and religious
affiliation allows to target voters with extremely specific messages that are very
likely to be effective. Whether the charge is true or not, it is not clear yet, nev-
ertheless this is a perfect example of malicious use of social network data. Also,
MyPersonality project is involved in the scandal, as the tool used by Cambridge
Analytica to predict users’ personal information was inspired by the work of Kosin-
ski et al. [1, 28]. The company tried with no success to acquire that software, and
so mimicked their methods. The researchers probably chose not to cooperate with
the company because they were only interested in the analysis of social network
data for scientific research, rather than unethical applications.
Analogously, we use myPersonality dataset collected by Kosinski and Stillwell to
investigate about whether the personality of an individual can be inferred just by
relying on what he writes on Twitter, and we are only interested in the scientific
aspect of the research.
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