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Abstract

Millimetre Waves (MMW) are a section of the electromagnetic (EM) spectrum in
which there is a growing interest in various fields, like high speed wireless net-
works. Numerous studies were conducted on the possible effects of MMW on
health since the 1960s and there is a considerable literature about the therapeutic
effects of the MMW therapy, practised especially in the former USSR. The exact
working principle is still not totally clear, but the main effect is believed to be of
thermal nature.

Neural stimulation is widely used in therapy for the treatment of various disor-
ders. The most diffuse technique is electric stimulation, but it presents limitations
due to the current spreading which decreases selectivity. Another interesting ap-
proach is optogenetics which however requires gene therapy and it is still not
proven on human models. For these reasons a novel neural stimulation device
was studied which uses focused MMW as an alternative to electric stimulation,
which does not require the expensive lasers used in optical stimulation or gene
therapy and it could be easily miniaturized on an integrated flexible circuit.

The work is a feasibility study and consists mainly in a finite elements simulation
of the thermal effects caused by the distribution of the electromagnetic field in-
side a model of the concept device. Selective stimulation was obtained by means
of beamforming on the EM sources.

First a 2D model of a human sural nerve containing 12 fascicles was designed and
the properties of the materials defined. For each tissue, the electrical properties
were described by a 4-dispersion Cole-Cole model. Then 12 ideal EM sources
were implemented in a circular array around the nerve, parametrized to be indi-
vidually adjustable. For each simulation the electric field was solved and used as
a heat source in the following bio-heat transfer study. All simulations were done
at three frequencies: 35GHz, 61.2GHz and 122.5GHz.

The effect of the difference in electrical properties between the fascicles and the
external connective tissue was investigated, compared with an homogeneous
nerve tissue model. The ability to focus EM power in deep fascicles was found
to be lower compared to focusing in superficial fascicles, so only this application
was taken in consideration. The optimal number of active sources and thickness
of a dielectric spacer to obtain the maximum power transfer was determined for
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each frequency. The evolution of the temperature in a fascicle was simulated
for an initial transient (100ms) and for longer stimulations (10s). The relation
between the heating rate during the initial transient and the input power was
calculated at four power levels (100mW, 500mW, 1W, 5W) and was found to be
linear, which is consistent with the theory.

The initial studies suggest that the proposed device could find application in neu-
ral stimulation with the appropriate choice of parameters and input power, even
though its performances would be lower than electric and optical stimulation as
the thermal phenomena involved are slower. It might also be employed at low
power levels for neural inhibition in pain therapy.



Chapter 1

Introduction

Electromagnetic (EM) waves are a constant presence in our everyday life, whether
we are heating food in a microwave oven, downloading a video on our smart-
phones, having a phone call or even taking a stroll under the sunlight. We are
constantly surrounded by invisible waves that, depending on their energy, inter-
act in different ways with matter and give origin to electrical phenomena. The
existence of electromagnetic waves was theorized by Maxwell in 1864 in his Dy-
namical Theory of the Electromagnetic Field in which are introduced for the first time
the equations that describe the behaviour of electricity and magnetism, but his
theory was limited to demonstrate the electromagnetic nature of light. It was
Heinrich Hertz in 1888 that confirmed experimentally Maxwell’s work, manag-
ing to generate and measure electromagnetic waves in laboratory. Hertz and his
successors (commonly named the Maxwellians) expanded and rewrote Maxwell
equations in the form they are known today [1]. EM waves are widely used
in modern technology to transmit data and/or power from a device to another
and they find applications in a multitude of fields such as RADAR detection [2],
telecommunication [3] and heating [4]. Very interesting are the practical uses that
EM waves find in the medical field, from imaging purposes [5, 6] to therapy by
means of heating and power transfer [7, 8].

Millimetre waves (MMW) are electromagnetic waves in the frequency range of
30-300 GHz (often designated as Extremely High Frequency or EHF) having wave-
lengths of 10-1 mm. Numerous studies were conducted concerning the effects
of low power MMW on biological tissues and possible health risks since the
late 1960s. There is also a vast documentation on the use of MMW therapy in
clinical practice (especially in the former Soviet Union) to treat a variety of dis-
eases. [9-12] The exact theory behind the interaction of MMW with tissues has
not been not fully understood: the principal mechanism is believed to be of ther-
mal nature, but some theorize the presence of resonance-like effects which would
explain the changes in neural excitability even at very low power levels. For this
reason and for the lack of reproducibility of some of the experimental models,
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1 - Introduction

the use of MMW in therapy was limited to the late USSR and other countries in
Eastern Europe, being almost unknown in western science until recent years. The
growing use of this band of the EM spectrum for wireless high-speed communi-
cation brought again concern for its possible biological effects, which renewed
the interest in this field of the biomedical research.

Nerve stimulation is used widely in current medicine for the treatment and con-
trol of various pathologies and neurological disorders. The most diffused ap-
proach is electric stimulation, which provokes the excitation or inhibition of a nerve
by injecting an external current. This method presents however limits regarding
the selectivity of the stimulation, as the spreading of the current is difficult to
control and nearby fibres could also be excited. In order to improve the thera-
peutic effect, various techniques are used to steer the current and obtain a more
controlled effect.

Another promising approach is optogenetics, which is a technique where light is
used to control the behaviour of excitable cells [13]. This is done by isolating a
light sensitive protein (opsine) which can be either natural or chemically modified.
It can be used as a ion channel and it responds to a particular wavelength. The
expression of the light sensitive protein is achieved by means of gene therapy,
usually with viral vectors. The cellular activity can then be controlled (excited or
inhibited) with a particular pulsed light wavelength. This is achieved with im-
planted micro LEDs or by delivery with optic fibres.

The optogenetics approach for neural stimulation has a huge potential: it allows
selective targeting of a determined neuron population with high spatial and tem-
poral precision, it is not invasive and does not produce electrical artefacts on
recording probes. It also allows to both excite and inhibit the same cells by using
two different wavelengths, in a way that is more efficient that electrical inhibition.
On the other side, it is difficult to express the the gene selectively on a specific cell
section (like the axon membrane) and the selectivity is limited at targeting geneti-
cally different populations. There are also concerns that the stimulation modality
is not completely physiological and risks to alter the functioning of the neural
circuit. There are also issues in gene therapy that are not covered enough in liter-
ature so further testing should be done before it is possible to apply it to a human
model [14, 15].

Selective stimulation refers to the activation of a specific nerve population without
activating (and possibly inhibiting) the adjacent nervous fibres. It can be either
the activation of fibres with the same diameter dimension (fiber diameter selectivity)
or the activation of nerve fibres in a restricted region of space (spatial selectivity).
This factor becomes more important when the nerve to be stimulated innervates
different organs and a lack of selectivity may result in serious side effects.



1.1 - Electromagnetic waves

1.1 Electromagnetic waves

In physics, a wave is a perturbation that carries energy without displacement of
matter. It can be a mechanical or electromagnetic phenomenon or, in modern
physics, can be associated with the motion of fundamental particles (electrons,
photons, etc.). Mathematically speaking a wave is a function of both space and
time. If the electric (or magnetic) sources vary in time, like an AC current inside
a conductor, the fields also may depend on time. The equations for the station-
ary state, like Coulomb’s law are not valid and the fields follow instead the four
Maxwell equations [16]:

V-E= /;—Q Gauss’ Law (electric) (1.1)
V-B= 0O Gauss’ Law (magnetic) (1.2)
V xE= —?; Faraday’s Law (1.3)
V x B =y (Js + 60(?;> Ampere’s Law (1.4)

E and B are the electric field and magnetic flux density in vector form, pg is the
free charge density distribution and Js is the free current density. These are the
equations expressed in differential form and are valid both in vacuum and mat-
ter. Gauss’ equations on the electric flux (1.1) and conservation of magnetic flux
(1.2) remain valid in time dependent phenomena. Maxwell-Faraday’s equation
(1.3) tells that the presence of a variation in time of the magnetic flux induces a
non conservative electric field. The potential induced in a closed loop is propor-
tional to the rate of variation of the magnetic flux through the surface that the
loop includes. Ampere’s law (1.4) tells that the magnetic field induced around a
loop is caused by two terms: the electric currents enclosed by the loop (Js, which
is a source term) and the variation of the electric flux (ppeq %—’f, called by Maxwell
displacement current).

The changing of the electric field generates a magnetic field and vice versa, so the
two fields are strictly correlated. In fact from these equations Maxwell predicted
the existence of electromagnetic waves travelling at the speed of light, the exis-
tence of which was confirmed later by Hertz [1]. Maxwell’s equations are linear if
the dielectric and magnetic medium are linear and the solutions follow the super-
position principle: in presence of multiple sources, the total electric and magnetic
field is given by the sum of the fields generated by each single source.

Inside a medium we should also account for the additional field components
which are dependent on the material. These are the polarization (P) for the electric
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1 - Introduction

field and the magnetization (M) for the magnetic field:

D =cE+P (1.5)
B=jH+M (1.6)

The new fields are the electric displacement (D) which accounts for the effect
of bound charges inside dielectrics and the magnetic field (H) which describes
the magnetic driving force independently from the material magnetic properties.
These fields are related to the electric field and magnetic induction through the
material equations, which also introduce the relation between the electric field and
the conduction current (J) in a medium of conductivity o:

J=0E (1.7)
D = eoegE (1.8)
B = popurH (1.9)

The effect of the polarization and magnetization are accounted for in two proper-
ties of the material: the dielectric constant (¢z) and the relative magnetic perme-

ablhty (MR) .

Wave function

To obtain the electromagnetic wave equation, we take the curl of both sides in
equation 1.3:

VXVXE:—;(VXB) (1.10)

From the vector identity
VxVxA=V(V-A)—-V*A

and assuming a charge-free space so that V- £ = 0 (from equation 1.4) we obtain:

0
V’E= —(VxB 1.11
£V xB) (111)
Substituting V x B with equation 1.4 and considering that the space is free of
charges so there are no current sources (Js = 0), we obtain the equation (in vac-
uum):

O0’E
VZE — /LogoiatQ = O (112)
Similarly for the magnetic flux density:
0°B
V?B — Hofo g = 0 (1.13)
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1.1 - Electromagnetic waves

These are wave equations, which have a generic form of the kind:

1 9%f(r,t)
v2  Ot?
where f is the amplitude of the wave, which can be a function of both space and
time and v is the phase speed, which is the speed of propagation of the points
with equal phase and in vacuum is equal to 1/(,/2oi9) = ¢ (speed of light). Inside
a medium the equations are the same but the wave speed is diminished because
of the material, which usually has ug,ep > 1, so v = 1/(,/e0€rpiofir) < c. The
most general case is the propagation of EM waves inside a lossy dielectric, which
is a dielectric with a partially conducting medium (o # 0) inside which the EM
wave loses power because of ohmic dissipation. Inside a lossy dielectric the con-
tribution of the conduction current (J = ¢E, is not a source term) should be taken
in consideration.

If the field are sinusoidal, it is convenient to express them as phasors:

E=E, &

V2f(r,t) = (1.14)

this way the time derivative becomes a simple product for jw. Substituting in
Maxwell equations 1.3 and 1.4, doing the same procedure as in equation 1.10 and
following, considering the conduction currents generated in a medium (equation
1.7) we obtain:

V?E - +’E =0 (1.15)
V?B —+’B =0 (1.16)

where 72 = jwu(o + jwe) is called propagation constant. Equations 1.15 and 1.16
are the wave equations and are called Helmholtz equations (in vector form). Since
the propagation constant is a complex number, it can be written as the sum of
two quantities:

v=a+jp (1.17)
The real part « is called attenuation constant because it is a measure of the ampli-
tude attenuation of the wave per unit length in the medium and is measured in
nepers per metre (Np/m) or decibels per metre (dB/m).
The imaginary part is called phase constant because it is a measure of the phase
shift of the wave per unit length and is measured in radians per metre (rad/m).
The phase constant, the angular frequency and the speed of the wave are linked
by the relation:

p ¥
p
The two constants can be obtained considering the system of equations 1.18:
—R{V*} = 32— a® = e (1.18)

V2| = % 4 o® = wpVo? + we?



1 - Introduction

which gives as results:

2 2
a=w asd 1+<0> -1 B=w i 1+<0) +1
2 we 2 we
Another quantity of interest is the reciprocal of the attenuation constant a, which

is called skin depth (6 = 1/c). It is a measure of the depth were the wave amplitude
is reduced by a factor ¢! and is measured in metres.

(1.19)

Planar Waves

The most simple solution of the wave equation 1.14 is the planar wave equation.
It is an equation of the kind:

E(r,t) = Eged@t=Fn) (1.20)

where k is the wave vector, which is a vector parallel to the direction of propaga-
tion of the wave. E(r,t) is expressed for convenience as a complex number, but
only the real part of E has a physical meaning. For simplicity (but without loss of
generality), we consider a wave propagating in the z' direction, which only has a
component along x, so: E(r) = E,(z)X (the time factor /* is implied in phasor
notation). We substitute E,(z)X in Helmholtz equation 1.15 and we obtain:

_ PE,(2)

VQEx(Z) - 72EJ?(Z> - 2 - 72Eﬂ£’(z) =0 (121)
This is a linear differential equation, with solution:
E.(2) = Ege " + Ele”* (1.22)

Considering that the second term implies a field of infinite amplitude for z — oo,
it follows that £, = 0. Including the time dependency ¢/, and remembering that
v = a + jf3, the planar wave equation is:

E(z,t) = R{E,(2) - !X} = R{Epe I “=72)%} (1.23)
or in sinusoidal form:
E(z,t) = Ege”**cos(wt — f2)X (1.24)

In a similar way, we can solve Helmholtz equation 1.16 and obtain the wave equa-
tion for the magnetic field:

H(z,t) = Hoe™ **cos(wt — B2)y (1.25)

Note that the magnetic field is perpendicular to both the electric field (oriented in
x) and the wave vector (oriented in z), so H must have a component only on the
y direction.



1.2 - Frequency behaviour of dielectrics

1.2 Frequency behaviour of dielectrics

Biological tissues are lossy materials, which means their conductance is not neg-
ligible and it causes dielectric energy losses. Considering the simplest case, an
homogeneous isotropic material between two conductive plates with surface A
and height d (as in figure 1.1a), we can represent it with the electric equivalent in
tigure 1.1b.

d] L4 “T 3°

(a) (b)

Figure 1.1: Lossy dielectric (1.1a) and circuit equivalent (1.1b)

Applying a sinusoidal field between the plates, we can define the complex admit-
tance of the capacitance C in parallel to the conductance G

A A
Y* = jwC + G = jwepep— + 0—
d d
(1.26)
. 8014 . O . ~
= jw—r (ER—j> = jwC - €
d Eow

The term ¢ is the complex permittivity of the dielectric. It can be written as a sum
of a real term and an imaginary term

éze’—js"zeR—ji (1.27)
WEp

In the same way the complex conductivity can be expressed as
0" =0+ jo" = o+ jweoer (1.28)

The real part of the complex permittivity represents the dielectric constant ¢’ = ¢

and is an indication of the energy stored inside the dielectric. The imaginary part
. . Os .
of the complex permittivity instead represents the dielectric loss ¢’ = — and is
Wweo
an indication of the energy dissipated in every cycle.
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1 - Introduction

Relaxation

In non conductive medium, at molecular level, there are no free charges that can
give origin to conduction currents. In polar substances (like water) are present
instead electrical dipoles caused by a charge unbalance in the molecule. This
dipoles are casually oriented and, in absence of an electric field, the mean value of
the field generated by the dipoles is zero. If an external electric field is introduced,
the effect on the dipoles is a torque moment that orientates them in the direction
of the field. The contribution of the dipoles which are now parallel is summed
and at macroscopic level it gives origin to the phenomenon of polarization. This
affects the total electric field inside the medium, so a term is added to Maxwell
equations

V x B = jwuo(eoE+ P) +] (1.29)

where P is the polarization term due to the bound charges and J is the conduction
current. When an electric field is applied, the dipoles do not orient themselves
instantaneously but they do so according to a relaxation function ¢(t) within a
certain relaxaton time T as in figure 1.2

P(t) = Po + (Py — Px) - 6(1) (1.30)

E Field

Polarization

time

Figure 1.2: The variation of polarization inside a dielectric is not instantaneous, but
reaches a steady state after a relaxation time T

If we take the exponential function as relaxation function ¢ = (1 — e~+) and do
a Laplace transform to express it in the frequency domain, we obtain the Debye
dispersion formula

€s — €

T +1—1—]&17 ( )



1.3 — Millimetre waves in Therapy

Equation 1.31 represents the material complex permittivity (¢), e, is the permit-
tivity at high frequency, ¢g is the static permittivity and 7 is the relaxation time.
By adding a term that considers the static ionic conductivity (o,), the Debye equa-
tion becomes

€s — € Os

oo — —J 1.32
* 14+ jwr ]weo ( )

E=¢

We can then separate the real and imaginary part of the complex permittivity, &’
and "
€5 — Eoo O (s — €00 )WT

/ =e5 1 — 1.
ST e 1+ (wr)? c weg i 1+ (w)? (133)

We can see that all these dielectric quantities (é(w), ¢'(w), €”(w)) are dependent on
the angular frequency w.

The Debye first order model is not very representative of biological tissues since
multiple dispersion phenomena are present at characteristic frequencies, each
one with its relaxation time 7;. The response of biological tissues can be mod-
elled as a superposition of a number N of first order models:

N Aéfi Og

=t —j (1.34)

= 1+ jwur weQ

The Debye model does not always give an accurate representation of the be-
haviour of dielectrics, so certain variations were introduced for example in the
Cole-Cole equation, which presents the term « (0 < a < 1) that modulates the
band width of the dispersion region:

€s — €x . O

€ =¢€x+ (1.35)

1+ (jwr)i—o I weo
Or in the Cole-Davidson equation, that introduces the term 5 (0 < 8 < 1), that
produces an asymmetry in the dispersion band, shifting it towards higher fre-
quencies:

€5 — €0 . O

(1+ jwr)B N ]wéo (1.36)

€ =€q +

1.3 Millimetre waves in Therapy

In this section a brief collection of studies about the effects of MMW on biological
tissues is presented.

Irradiation of low power MMW at 61.2 GHz on the skin of mice paw for 15
minutes showed a reduction of the pain perception, measured with the cold wa-
ter tail-flick test. Transection of the sciatic nerve to desensitize the exposed area

9



1 - Introduction

eliminated the hypoalgesic effect, suggesting an interaction of MMW with the
free nerve endings [17]. Radzievsky et al. found a relation between the MMW
frequency and the hypoalgesic effect. It also showed the release of opioids in
the hypothalamic area which is believed to be the principal cause of pain reduc-
tion [18].

Another study conducted on mice observed two effects: a decrease of the
spontaneous electrical activity of the sural nerve during exposition to 45.2 GHz
MMW (for incident power density > 45 mW /cm?) and a transient increase of the
tiring rate after the cessation of exposure that lasted 20-40s. The repetition of the
experiment with a source of radiant heat reproduced the inhibitory effect but not
the other one. It is hypothesized that the phenomenon involves cold receptors,
since they have a similar behaviour at the end of an excitation [19].

A study done by irradiating mice brain cortical slices with 61 GHz MMW
showed the same inhibitory effect followed by the transient increase but at power
densities orders of magnitude smaller (284 - 737 nW/cm?). During the exposi-
tion a reduction of the membrane input resistance of the neurons R,, up to 40%
was also observed, calculated measuring the variation of membrane potential AV
during the stimulation with the depolarization current A7 [20].

In order to investigate the effects of MMW on more basic structures like the
ion channels in the cell membrane, oocytes of the African clawed frog (Xenopus
laevis) were exposed to 60 GHz MMW at power levels able to induce heating
(4-128 mW) and changes in the ionic currents were measured. An increase in
the kinetics of sodium and potassium channels was observed, consistent with
heating effects [21]. Other studies on the effect of temperature on myelinated frog
sciatic nerve showed a different phenomenon called heat block. It is demonstrated
both theoretically with a simulation and empirically that a localized increase of
temperature can suppress the propagation of an action potential [22].

1.4 Bio-heat transfer

The heat flow inside living tissues is complicated by several factors if compared
with heat flow in non-living materials. First of all the blood perfusion adds a heat
flow which is dependent on the shape and the dimension of the vessels network
and on the blood temperature (which can be different from the tissue local tem-
perature). The blood circulation itself is not always constant but depends on a
variety of physiological and external factors. Another aspect to be considered is
the heat generated by the metabolic processes inside the body [23]. Since heat is
largely used for a number of medical applications [24], knowing the temperature
distribution inside a tissue is a fundamental aspect. Temperature measurements
with probes are invasive and only return a limited number of values in discrete
points. For this reason a mathematical model is necessary to provide a more

10



1.5 - Nervous System

accurate description of the temperature, which can be used to optimize the appli-
cation.

The classic model employed for bio-heating problems was developed by Pennes
in 1948 [25], which includes both the blood perfusion and the metabolic heating;:

oT
pCPE =V -kVT + pBC’BwB(T — TQ) +qs + qum (137)

oT
which describes the thermal variation over time (pC p—t) as the sum of the heat

flow due to thermal conduction (V - kVT), the heat flow due to blood perfusion
(peCpwp(T — 1j)), the heat generated by sources (¢s) and the heat generated by
metabolic reactions (q,).

In the first term, p is the tissue density and Cp is the heat capacity at constant
pressure. In the conduction term, % is the thermal conductivity and VT is the
temperature gradient. In the blood perfusion, pg is the blood density, Cp is the
blood heat capacity, wp is the volumetric perfusion rate (defined as a volume unit
of blood flowing in a volume unit of tissue per unit time, measured ins™') and T,
is the blood temperature. Regarding the sources, if we consider electromagnetic

heating we can calculate a time average of EM power: ¢s = qun = §UIE 2.

Both the metabolic term (¢,,) and blood perfusion are considered to be distributed
homogeneously in the tissue and isotropic.

1.5 Nervous System

The nervous system is tasked with a fundamental activity for the human body:
the communication with the external world. It receives a multitude of informa-
tion from the surroundings and from the body, it elaborates them and provides
the adequate response by means of actuators, which can be either muscles (move-
ment) or glands (secretion).

The nervous system is organized in a Central Nervous System (CNS) composed
by the brain and spinal cord, and Peripheral nervous System (PNS) composed by
the neurons and ganglia outside the brain and spinal cord. The nervous system
is mainly composed by two kinds of cells: neuroglia and neurons. Neuroglia or
glial cells are all the cells that provide to the homeostasis and support of neurons,
form the blood-brain barrier and produce the myelin. Neurons are a kind of cells
highly specialized for information processing in the form of electrical signals.
This is done by receiving the information, transporting it for a certain distance
and then transmitting it to other neurons. A neuron cell is composed of a central
body (soma) that contains the nucleus and is the metabolic center and the source
of most of the substances contained inside the cell. From the soma departs a
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Figure 1.3: Nerves of the parasympathetic system on the right side of the spine. Notable
is the vagus nerve (X), which innervates most of the major organs. In nerves like this one,
selectivity is very important for nerve stimulation. Figure taken from [26]

long and thin ramification (the axon) which conducts the information going out-
side the cell and several shorter branches (the dendrites) which receive the infor-
mation from external sources. These ramifications terminate in small swellings
called synaptic boutons. Nervous cells are linked to one another by means of
synapses which transmit the information either electrically or (more commonly)
chemically. The number of synapses far exceeds the total number of neurons in a
human body.

A nerve is composed by a great number of axons, which are surrounded by a
layer of connective tissue called endoneurium, containing also the capillaries for
the nourishment of the nerve. Axons are then grouped in fascicles, surrounded
by a hard fibrous membrane called perineurium. The whole nerve is composed by
different fascicles surrounded by a connective membrane called epineurium which
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1.5 - Nervous System

can be divided in an internal epineurium, surrounding the single fascicles and an
external epineurium, surrounding the whole nerve and containing blood vessels
(see figure 1.4). [27,28]

external epineurium
internal epineurium

perineurium

blood vessel

axon

endoneurium

Figure 1.4: Anatomy of a nerve. The axons are grouped in fascicles and contained in the
epineurium. The fascicles are delimited by the perineurium and are surrounded by the
internal epineurium. The external perineurium surrounds the entire nerve. Image taken

from [29].

Neurons can be covered by an insulating myelin sheet which is a fatty membrane
that blocks the diffusion of ions through itself, increasing the conduction speed
of the nerve up to 20 times. The myelin sheet is produced by glial cells called
Scwann Cells and is interrupted in spots called nodes of Ranvier. Nerve fibres can
be divided in three types, based on the axons diameters (d) and the presence or
absence of the myelin sheet [30]:

* A fibres, which are large myelinated fibres and have high conduction speed.
They are further divided in Aa (d = 12-22pum, v = 70-120m/s), A5 d = (5-
12pm, v = 30-70m/s), A~y (d = 2-8um, v = 15-30m/s) and Ao (d = 1-5um, v =
5-30m/s).

* B fibres, which are less myelinated than A fibres with diameters of less than
3um and conduction speed of 3-15m/s

¢ C fibres, small unmyelinated fibres with diameters of 0.1-1.3um and con-
duction speed of 0.6-2m/s

Action Potential

The nervous pulse conduction inside a neuron is different from the current flow-
ing inside an electric conductor, which is caused by an ordered movement of
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charge carriers. In a neuron the pulse, called Action Potential (AP) is caused by
the flow of ions through the cell membrane (figure 1.5). When a neuron is not
excited, the concentration of Na*, Cl~ and K ions between the inside and the
outside of the membrane is very different, which gives origin to a resting poten-
tial. The cell membrane is a barrier to the movement of ions, which can only pass
through special membrane channels which are sensitive to various stimuli (elec-
trical, chemical and mechanical). When the resting potential grows over a certain
threshold the membrane is depolarized and Na™ channels open, letting the ions
flow following the concentration gradient and causing an inversion in the mem-
brane polarity. Then, after the potential has reached the maximum value, the Na*
channels close and the K™ channels open causing an ion flow in the opposite di-
rection, re-polarizing the membrane and restoring the negative potential. After
an AP, the membrane is slightly hyperpolarized for a short time called refractory
period during which no action potential can be generated. The Action potential
propagation happens like a cascade reaction from the excitation point: the AP
itself depolarizes the following section of the cell membrane causing the opening
of the voltage-gated ion channels, while the backward propagation is prevented
by the hyperpolarization of the previous membrane section during the refractory
period. Neurons covered by the myelin sheet have a higher conduction speed
since the depolarization is not continuous but "jumps" from node to node [28].

+30
s
E @ Voltage rises @ Voltage falls
8 0
t
i}
=]
o
e
S Threshold
S /
E -65f—----mmmmgf el
= ) At rest (®) Return to rest
(2 stimulus applied (® End of action potential
Time -

Figure 1.5: Plot of the membrane voltage during an action potential. 1) Resting potential.
2) A stimulus is applied, the Nat gates open and the membrane depolarizes. 3) The
potential goes over the threshold, the Na*t enters the membrane very quickly. 4) The
K* gates open and ions flow outside the membrane, lowering the potential. 5) The K+
channels remain open and the membrane is hyperpolarized. 6) Return to resting potential.
Figure taken from [31].

14



1.6 — Neural Stimulation

1.6 Neural Stimulation

Electrical nerve stimulation is a widely used therapy for the treatment of dif-
ferent neurological disorders, like vagus nerve stimulation for the treatment of
epilepsy [32,33] and electrical nerve stimulation for the treatment of pain [34,35].
It can also be employed in functional restoration and neural prosthetic to restore
sensory and motor systems in impaired individuals. Some examples are visual
prostheses and cochlear implants [36, 37], bladder control for paraplegics [38]
and motoneuron stimulation for restoring movement in subjects paralysed af-
ter a stroke or spinal cord injury [39].

A critical aspect regarding neural stimulation is the selectivity: inside a nerve
trunk are contained numerous fibres with different diameters, both afferent and
efferent, which carry out different functions. This causes non-trivial issues as
the stimulation threshold for the smaller fibres can be 2 to 100 times higher than
larger fibres, of which the activation is not always desired. For example the vagus
nerve contains both parasympathetic efferent fibres and visceral afferent sensory
tibres originating from the head, neck, thorax and abdomen [40]. In this case fibre
diameter selectivity is more relevant as the cardioinhibitory fibres in the vagus
nerve are the small B and C fibres, while the stimulation of the A fibres branching
to the laryngeal nerve can cause undesired side effects like hoarseness [41].
Considering the state of the art in electrical stimulation, there are different ap-
proaches to control the stimulation selectivity. Regarding the fibre diameter se-
lectivity the approach consists in using particular stimulation waveforms:

* Burst-modulated waveform, which also increase the charge injection effi-
ciency. The stimulation parameters can be adjusted to increase the C fibres
selectivity or the A fibres selectivity [43].

* Rectangular current pulses produce a lower stimulation threshold for large
fibres compared to small fibres, so they can be used to stimulate large fibres
selectively [44].

* Long hyperpolarizing pulse (anodic) can block the fibres conduction. Large
tibres are blocked more easily than small fibres. In peripheral nerves it gives
origin to the phenomenon of anodic break (generation of an action potential
at the end of an hyperpolarization), so a slowly decaying pulse is preferred.
It can be used to achieve one-directional conduction or small fibres stimu-
lation (by blocking the large fibres) [44].

* Quasi-trapezoidal current pulses were used to differentially block motoneu-
rons obtaining a physiological muscle fibres recruitment to modulate mus-

cle force [45].
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Regarding spatial selectivity, the main approach consists in an appropriate elec-
trode design:

An electrode array is used, since the electric field is stronger near the active
electrode (it is roughly proportional to r?) and the stimulation threshold are
lower [44].

The tripole configuration of the stimulation electrodes allows to contain the
current better than with monopolar stimulation, exciting preferentially the
fibres near the surface [46].

The use of a transversal sub-threshold steering current was proved to im-
prove the spatial selectivity both in monopolar and tripolar configuration
[46,47].

Two adjacent tripoles in parallel, with a transversal steering current al-
lowed to stimulate selectively nerve fascicles that could not be activated
individually with a single tripole and steering current [47].

The use of a flat interface nerve electrode (FINE) allows a certain degree
of reshaping of the nerve without injuring the nerve fibres. The reshap-
ing gives easier access to the neurons and improves spatial selectivity with
monopolar stimulation (the results are comparable to tripolar stimulation
with steering current) [48].

The non-linear behaviour of the membrane can also be employed to enhance the
selectivity by changing the excitability of the fibres [44]:

An hyperpolarizing pre-pulse raises the excitability of the neuron right af-
ter the application. The effect is stronger near the electrode and on large
fibres, so it increases both the spatial selectivity and fibre diameter selectiv-

ity.

A sub-threshold depolarizing pre-pulse lowers the excitability of the neu-
rons right after the application. This effect is stronger near the electrode and
on large fibres, so it can be used to stimulate more easily distant fibres and
inactivate large fibres.

Electromagnetic stimulation with Millimetre waves (MMW) is potentially eas-
ier to control than electric currents, allowing better spatial resolution by means of
beamforming and wave focusing. The small wavelength (of the order of few mm)
is further reduced by the high dielectric constant of the tissues. It is also cheaper
and more practical than optical stimulation and the device can be miniaturized
on an integrated circuit and implanted. A concept of such a device is shown in
figure 1.6. The principles of MMW stimulation are based on the assumption that
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the effects on tissues (seen in section 1.3) are of thermal nature.

Wells et al. [49] stimulated the sciatic nerve of a frog in vivo with low intensity
infra-red laser pulses obtaining leg muscle contraction. The experiment was sub-
sequently validated on Sprague-Dawley rats, using electrical stimulation as a
standard for comparison. They concluded that the mechanism of optical stimu-
lation is not yet understood but hypothesize a thermal mechanism is responsible
for the opening of the membrane ion channels.

In a later study [50] Shapiro et al. have observed that in oocytes exposed to
infra-red laser pulses a depolarizing current is generated, which can be corre-
lated with the temperature increase. The same effect was also observed in whole
cell clamped HEK cells. They hypothesized that the membrane capacitance was
dependent on the temperature, which was later confirmed by experiments on an
artificial lipid bilayers exposed to infra-red laser pulses. The artificial membranes
exposed to laser are subject to a capacitance increase, with decaying times of 100-
200ms, which are consistent with thermal relaxation. By taking advantage of this
property, we can obtain membrane depolarization by changing the membrane
passive capacitance (which is independent from the membrane ion channels).

1.7 Objective

The objective of this thesis is to conduct a feasibility study to investigate if it is
possible to achieve selective neural stimulation with a physical principle different
from electrical stimulation. We hypothesize that it is possible to depolarize a
nerve membrane with the application of heat, induced by focusing MMW on a
spot. The principal points that were dealt with in this study are:

* The design of a model of the nerve representing the anatomy and tissues
composition as accurately as possible and comparison with an homoge-
neous model.

¢ The ability to focus in deep or superficial fibres.

¢ The influence of various parameters (frequency, number of EM sources,
thickness of dielectric spacer, input power, irradiation time).

1.8 Materials and methods

The main part of the work consists of a finite elements method (FEM) simulation
of the nerve-antenna system realized using the COMSOL [51] software (v.5.1).
Additional processing of data and calculations were made with the use of GNU-
Octave [52] environment (v4.0) and Python [53] programming language (v.2.7.12),
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Figure 1.6: Concept of the hypothetical device. (1.6a) Micro antennas and CMOS inte-
grated controllers embedded on flexible substrate. (1.6b) cross section of the cuff wrapped

around the nerve. (1.6c) selective stimulation using phased arrays. Figure reprinted with
permission.

which was also used to generate most of the graphs. Measurements on histologi-
cal pictures were done with free Image] software [54] (v.1.51j8).
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Chapter 2
Nerve Model

In order to start with the simulations a model of the nerve was initially devel-
oped, including the dielectric properties of the tissues and its morphology. For
our purposes we considered a peripheral nerve of medium diameter (2mm) to
explore the capabilities of wave focusing. Some simplifications were done, like
considering the tissue isotropic (an acceptable assumption at high frequencies)
and approximating the geometries with perfect circles. In order to run the FEM
electromagnetic simulation the materials should be first electrically and magneti-
cally characterized, specifying their conductivity (c), dielectric constant (¢z) and
magnetic permeability (uz). In biological tissues these values are often complex
and frequency dependent, so different models were developed in order to model
their behaviour (see section 1.2).

The FEM simulations were made with the RF module and bio-heat module of
COMSOL Multiphysics [51]. The RF module has a study in the frequency do-
main (stationary state). All the dimensions are expressed as phasors and the fre-
quency is supposed to remain constant. It solves iteratively Maxwell’s equations
in vector form and gives as results the electric and magnetic fields. The bio-heat
module has a time-dependent study, which means the solutions are computed
for a discrete number of time steps. It is used to solve Pennes bio-heat transfer
equation, using the EM fields computed by the RF module as a heat source and
obtaining the temperature as solution.

2.1 Gabriel model

The simplest model is a homogeneous and isotropic tissue. The tissue electrical
properties were taken by a parametric model developed by Gabriel [55], which
is used as reference for bio-electric applications. It is a variation of the Cole-Cole
model including 4 dispersion regions. Since there are not a lot of measurements
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2 — Nerve Model

done on biological tissues at very high and very low frequencies, the values ob-
tained with this model should be used with caution in the present study on fre-
quencies ranging 30-300GHz, as the actual behaviour might be significantly dif-
ferent. The complex relative permittivity of the tissue is expressed as:

Agn g;

4
Fr(W) = oo + sz::l 1+ (jwry,)(d—on) * Jweg
In which ¢, is the permittivity at terahertz frequencies, o; is the static ionic con-
ductivity while Ae; and 7; are respectively the drop in permittivity and the re-
laxation time for each of the four dispersion regions. The Cole-Cole equation
introduces also the distribution parameter «; to the Debye equation, which is a
measure of the dispersion in each band.
If we consider that ¢}, = ep— j_%; the dielectric properties ¢ and o are then calcu-
lated using the parameters A¢, 7 and « derived by experimental data by Gabriel
and Gabriel [56]:

er = R{ep} o=—-3{ex} - weo

Regarding the magnetic permeability of the nerve, we can approximate almost
every soft tissue in the body with the value of water (1r = 1). Figure 2.1 shows
the dependency of o and ¢ with the frequency.

40 i i i i i i i i T

010 . . . . o
f(GHz)

Figure 2.1: Frequency dependence of dielectric properties of the nervous tissue in the
range 10 - 200GHz
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2.2 Anatomical Model

The homogeneous model is simple but not accurate. The presence of different tis-
sues with different electrical properties inside a nerve might generate phenomena
of reflection and diffraction of incident waves, reducing this way the ability of fo-
cusing EM energy. A difference in electrical conductivity can also influence the
rate of EM heating.

Tissues

In order to make a model closer to the nerve anatomy (discussed in section 1.5)
two different tissues were considered for the model: the epineurium which is
dense connective tissue surrounding the fascicles and the endoneurium which con-
sists on the extracellular fluid surrounding the axons and the myelin sheets. Dif-
terent studies have been conducted to determine the composition of the connec-
tive tissue in nerve fibres. A summary of the literature follows.

Epineurium: is primarily composed of collagen fibres and adipose tissue. There
may be present also elastin fibres but since their quantity is modest we will ne-
glect their contribute. In some nerves the epineurium can be divided in a inner
part, surrounding each fibre, and an outer part, surrounding the bundle of fasci-
cles. For our purpose we will only consider the presence of an inner epineurium.

* The percent of fat tissue in the epineurium of the Recurrent Laryngeal Nerve
(RLN) was compared with the one in Nerve Flexor Hallicus Longus (NFHL)
in dog [57]. The mean values were (47 &+ 16)% in RLN and (31 £ 15)% in
NFHL in male dogs. The values of adipose tissue in female dogs were 10%
higher.

* The composition of sural nerve from eight cadaveric samples was investi-
gated [58]. The percentage of fat inside the epineurium was calculated to
be 18.2 + 14.4%. The lower value with respect to the findings in [57] might
be caused by the post-mortem nature of the tissues and their preparation
method.

Endoneurium: is the part of the nerve surrounded by the perineural membrane.
It contains the axon bodies, loose connective tissue and extracellular fluid [59].
For our purpose we will neglect the presence of vessels and other kinds of cells
such as fibroblasts, macrophages and Schwann cells.

¢ In [59] the composition of the endoneural space is reported as following:
24-36% of volume is occupied by myelinated fibres, 11-12% by unmyeli-
nated fibres, 35-45% by collagen and the remaining 12-14% by water and
macromolecules.
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* Sural nerve trunks from 10 volunteers aged 9-80 years were examined [60].
The mean CSA of the whole nerves was found to be 2.3 + 0.8mm?, with
no statistically difference between the two age groups (9-51 years and 52-
80 years). The percentage of endoneurium volume occupied by myelinated
axons changes between the two groups, from (33.5 & 12.4)% in the first to
(14.3 £ 8.6)% in the second.

Based on these studies, a reasonable choice of parameters for the materials was
made:

Epineurium: 30% adipose tissue, 70% collagen;

Endoneurium: 45% nerve fibres, 40% collagen, 15% endoneurial fluid;

Dielectric Properties

Once the composition of the materials had been defined, the dielectric properties
of the tissues were investigated. This was not a trivial process as most biological
tissues have properties which are dependent on the frequency (as already seen in
section 1.2) and the literature on biological tissues at microwaves is scarce. Some
approximation were made with the data available:

* Collagen tissue was extrapolated from tendon tissue. This is reasonable
since tendons (excluding water content) are composed of collagen up to
90%. The remaining 10% are elastin fibres, proteoglycans and various kinds
of inorganic components. The collagen is prevalently Type I collagen (97-
98%) with small amounts of Type III and Type V collagen.

e The values for fat tissue are taken from subcutaneous fat.

* The endoneurial fluid (EF) was modelled as cerebrospinal fluid (CSF) since
they have the same physiological function. The EF however has concentra-
tions of electrolytes more similar to blood plasma, so they should be slightly
higher than in CSF.

e The dielectric properties of axons are measured on whole spinal nerve fi-
bres, so they already include the connective tissues.

All the tissues are modelled with the Gabriel parametric model [55], saw in sec-
tion 2.1. The tissue in question are respectively: Tendon, Fat (non infiltrated), Cere-
brospinal Fluid and Nerve. In figure 2.2 the dielectric properties of tissues between
10GHz and 200GHz are compared. In table 2.1 are reported the values of ¢z and
o of the three tissue models at some relevant frequencies.
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Nerve (Gabriel) | Epineurium | Endoneurium
frequency (GHz) | e o(S/m) | er o(S/m)| er o(S/m)
35 11.8 20.4 92 189 |134 273
42.2 10.4 22.7 80 204 |116 299
53.6 8.8 253 6.8 220 9.7 32.9
61.2 8.1 26.7 63 228 8.8 34.5
78 7.0 28.9 56 242 7.5 37.0
100 6.2 30.9 51 255 6.6 39.3
122.5 5.7 32.4 47 264 6.0 41.0
150 53 33.7 45 273 5.5 42.6

Table 2.1: Dielectrical properties of Gabriel’s nerve model and the two connective tissues
model at some relevant MMW frequencies.

Geometry

The model geometry was based on an histological picture of the cross-section of
a sural nerve, taken from [60]. The picture is ideal for the purpose: the tissues
are easily identifiable and nerve and fascicles have roughly a circular shape. The
nerve has a diameter of 2mm and contains 12 fascicles that can be divided into
three size categories: small (0.15 - 0.17mm, 4 fascicles), medium (0.25 - 0.33mm, 5
tascicles), big (0.43 - 0.48mm, 3 fascicles). The image was imported inside a vecto-
rial CAD software and the outlines of nerve and fascicles traced, approximating
them with circles (see figure2.4a). The path was then saved in various vectorial
formats like .dxf and .svg for importing in COMSOL.

2.3 2D models and mesh

The nerve model dimensions are based on the sural nerve seen in figure 2.4. Two
models were built in parallel: the homogeneous Gabriel Model seen in section
2.1 and the anatomical model in section 2.2 (figure 2.5). The two nerves have
the same radius (Imm) but the homogeneous model does not have two different
materials for the fascicles and connective tissue. Around the nerve are wrapped
a dielectric spacer of variable thickness (controlled by a parameter) and a flex-
ible insulating substrate of thickness 50m. The dielectric spacer is a low-loss
insulating layer which has a dielectric constant matching the one of the tissue.
Its purpose is to reduce the dissipation in the near reactive field, improving this
way the power transfer [61,62]. Having same dielectric constant, the reflections
at the interface are also reduced. The external domain has a radius of 3mm, ter-
minating in a Perfectly Matched Layer (PML) of 200m. The PML introduces a
complex transformation that attenuates the incident waves and is used to avoid
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Figure 2.2: Comparison of relative permittivity (2.2a) and conductivity (2.2b) of tissues
and models of epineurium and endoneurium in the frequency range 10 - 200GHz.
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Figure 2.3: The relative permittivity (solid line) and conductivity (dashed line, in S/m)
of the two connective tissues are compared.

(a) Cross section of human sural nerve. The - _
image was imported in CAD software and ~ (b) 3D model obtained by extruding
traced with circles (in red). The scale is  the nerve profile by Smm.

200pm. Image from [60].

Figure 2.4

reflections back inside the model, approximating this way the behaviour of an
open boundary medium [63]. The Electromagnetic sources were modelled as al-
most planar surfaces from where the EM waves enter the model, their width is
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also parametrized. In this study 12 sources were used, numbered starting from
the top one and moving clockwise.

The geometry was then meshed with free triangular elements, adjusting the di-
mensions manually where more accuracy was necessary (for small details). The
PML also requires a particular type of elements, as it can be seen in figure 2.6.

It should also be noticed that in 2D COMSOL treats the z-dimension as if it was of
unitary length (1m) which is very large compared to our model. We will consider
a nerve section of about Imm, so that all the quantities that require a z compo-
nent (volumetric or boundary surfaces) will actually be 1000 times smaller than
the simulation parameters (for example, an input power in a port of 1W will ac-
tually be ImW). In the following, all these dimensions refer to the already scaled
quantities.

-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3

Figure 2.5: The geometry of the model. Starting from the center we have the nerve with
fascicles (r=1mm), the dielectric spacer (h = 500um), the flexible substrate (h = 50pm),
the external domain (r=3mm) and the PML(h = 200pum). The axes are in mm.

2.4 Materials

The next step is to define the materials used in the model, which means that we
need to characterize electrically every domain by defining the values of conduc-
tivity (o), dielectric constant (¢z) and magnetic permeability (:r).
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Figure 2.6: Detail of the meshed model. All the model uses free triangular elements,
except for the PMLL which requires square elements, perpendicular to the expected incident
waves. The axes are in mm.

The nerve electrical properties are dependent on the frequency and are taken
from Gabriel’s [55] for the homogeneous model. The properties of epineurium
and endoneurium derive from the model developed in section 2.2 for the
anatomical model.

The dielectric spacer has the same dielectric constant of the underlying tis-
sue (nerve in the Gabriel model, epineurium in the anatomical model) but it
is a material without losses (o = 0). Its purpose is to reduce the ohmic losses
in the near field and the reflection at the interface, optimizing the power
transfer inside the tissue [61,62].

For the flexible substrate PDMS was chosen. Its dielectric properties are
ep=275and o =2.5-10"*S/m [64].

The properties of the external domain were considered less important for
the purposes of this work, so a simple Debye model of water was imple-
mented (formula 1.31). Parameters: €., = 5.3, €5 = 80, 7 = 9.5ps.

The Perfectly Matched Layer is the same material of the external domain.
The PML is an artificial layer with very high absorption that extinguishes
the wave equations, so the actual material is not relevant.
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Since the presence of magnetic materials is not contemplated, the value of mag-
netic permeability for all materials was approximated with the value of water

(1r=1).

For solving the bio-heat equation, the thermal properties used in Pennes equa-
tion were also defined (taken from the online database of tissue properties [65]):
p (density), k (thermal conductivity), Cp (heat capacity), pp (blood density), Cp
(blood heat capacity), wp (blood perfusion).

¢ Epineurium, endoneurium, nerve tissue and the dielectric spacer were sup-
posed to have the same thermal characteristics for simplicity: p = 1075kg/m?,
k =0.49W/(mK), Cp = 3613 ]/(kgK), pp = 1050 kg/m?®, C'p = 3617]/ (kg-K),
wp =2.87-1073s71 [65].

e For PDMS: p = 970kg/m?, k = 0.15W/(m-K), Cp = 1460] / (kg-K) [64].
e For Water: p = 994kg/m?, k = 0.62W/(m-K), Cp = 4177] / (kg-K) [65].

2.5 Step 1: EM waves, frequency domain

This physics study solves Maxwell equations in vector form. The most external
boundaries are automatically defined as perfect electric conductors (PEC), but
are overridden by the use of the perfectly matched layer, which attenuates the
EM waves. The 12 sources are implemented with a port boundary condition
on the inner boundary of the "antennas" (see figure 2.7). Since a port can only
be defined on an external boundary, the area of the antenna is subtracted from
all the other domains with a boolean difference operation, this way the inside
of the antenna actually belongs to the external of the model. Every one of the
12 sources was defined with a different port, this way it is possible to regulate
the port parameters individually. In particular the input power and phase delay
were defined with different parameters, while all the ports have the same electric
mode field (oriented on the z direction). A python script was implemented in
order to calculate the phase delays for beamforming and modify the necessary
COMSOL parameters.

Beamforming Algorithm

In order to focus the electromagnetic power, the individual phases of the sources
need to be adjusted so that they are synchronous in the focal point. If we consider
that the waves emitted by the source are plane waves, the wave equation is like
eq. 1.24:

E(r,t) = Ege Y cos(w(t — 1) — Br) (2.1)
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2.5 - Step 1: EM waves, frequency domain

N

Figure 2.7: The port boundary (highlighted in blue). The "antenna” has a width of
200pm and a thickness of 20pum

For the moment we can ignore the contribute of the attenuation term e™*". In the
sinusoidal part, r is the distance of a point in space from the source, J is the phase
constant, w is the angular frequency, t is an instant in time and 7 the time delay of
the wave, which is our desired output. If we consider a focal point at a distance
r; = d; from the source, the argument of the cosine 3d; — w(t — 7;) needs to be
equal for every source in order to obtain constructive interference. Considering
the maximum value of the cosine, we equal the argument to 0:

Now we need to calculate the distance d;. If the sources lay on a circumference of
radius R, it is more convenient to express the coordinate of the sources in the XY
plane as a function of the angle ; (measured from the positive y axis):

rg; = R - sinb;
ysi = R - cosb;

the distance of the focal point of coordinates (xg,yr) from a source is:

d; = \/(sz' —xp)?+ (ysi —yr)? = \/(Rsmgi — 25)2 + (Reosb; — yp)? 2.2)

The final equation is:

(t—7)= g\/(RsinGi —2p)? 4 (Rcost; — yp)? (2.3)

By fixing an instant in time, for example t = 0, the value of 7; can be calculated,
knowing the radius, the angular position of the source and the coordinates of the
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2 — Nerve Model

focal point. Since it is a time delay, it should be converted to a phase delay for
use in COMSOL:

@i =T 2 f

2.6 Step 2: Bio-heat transfer

This physics study solves Pennes equation. The external boundaries are auto-
matically defined as thermal insulators. Other boundary conditions include the
initial values (set at 37°C for all the geometry) and the biological tissue, which
defines the domains where the bioheat equation is valid and allows to set the pa-
rameters for blood flow (pp, Cp, wp, Ty) and metabolic heat generation, which
for this study was considered negligible (g; = 0). It also allows to define a thick-
ness d (in 2D geometry) over which volumetric quantities are calculated. In this
model dz was set to Imm. A heat source boundary condition was added to the
nerve, dielectric spacer and substrate domains which takes the total EM power
dissipation density calculated in the step 1 (section 2.5) as a heat source gs.

The study is time dependent, and is computed for 100ms in time steps of 1ms.
Since we are interested in a fast temperature transient some simplifications were
made:

* The effect of the blood flow was neglected, since it acts on a bigger time
scale (wp = 0)

* The metabolic heat was neglected for the same reason (¢, = 0)

* The heat conduction is initially negligible since there is no temperature gra-
dient (VT =0).
This way Pennes equation is simplified to:
dr
dt
The source term is given by the electromagnetic power density, so we can write:

ar 1
= —o|E)?
2

/)Cp = (gs

C =
p p dt
or, dividing everything by p and expressing it in function of the specific absorp-
tion ratio (SAR):

ar

Cp— = SAR
Pt

For a discrete interval of time, we can integrate and pass from a derivative to a

difference: AT
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2.6 - Step 2: Bio-heat transfer

By fixing one of the three variables (AT, At and SAR), a relation between the
other two can be defined. In this study, a temperature increase of 1°C was con-
sidered. The relation between the irradiation time and the necessary SAR is then
obtained (figure 2.8) and it shows an inverse proportionality. Since our study has
a duration of 100ms, a SAR value of around 36kW /kg is necessary to cause a
heating of one degree Celsius.

108,
107E

106}

SAR (W/kg)

105}

104 I Y S S Y I I Y Y O S S o | . Y S S S S
10! 10° 10! 102

time (ms)

Figure 2.8: The relationship between SAR and exposure time to obtain a temperature
increase of 1°C (in logarithmic scale). At 1ms the SAR is more than 3MW/kg, at 100ms
is around 36kW/kg and at 200ms is around 18kW/kg.
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Chapter 3

Results

3.1 Reference value and setup

For the following evaluations, unless stated otherwise, the average SAR value
over the fascicle n.1 was considered as a reference value. The numbering of the
fascicles is showed in figure 3.1. In the homogeneous Gabriel model the same
subdivision in fascicles is present in order to calculate reference values (such as
fascicle average), but the whole nerve is composed by a single material.

All simulations were done at three MMW frequencies to investigate its effects:

Figure 3.1: Numbering of the nerve fascicles. The fascicle n.1 is used as a reference in
the following simulations unless indicated otherwise. Fascicles 1-8 are superficial, while
fascicles 9-12 are deep.
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3 — Results

35GHz, 61.2GHz and 122.5GHz. The first two frequencies were chosen among
the MMW frequencies commonly used in therapy while the third was chosen to
include a higher frequency. Two of the frequencies (61.2GHz and 122.5GHz) also
belong to the ISM (Industrial, Scientifical and Medical) band. The other criteria
used in the selection of the frequencies are the skin depth and the wavelength:

* For the upper frequency limit a wave that reached at least all the superficial
fascicles was desired, so the position of the centres of fascicles 1-8 was mea-
sured and the maximum depth was found to be 0.4mm. The ISM frequency
122.5GHz was ideal for that purpose (6 = 0.42mm).

* The resolution of a wave is proportional to A/2, so three frequencies with
equally spaced wavelengths were chosen among the MMW frequencies found
in literature.

The values of A\/2 and § are reported in table 3.1 for some relevant frequencies.
The time dependant simulations to compute the EM heating all have a duration
of 100ms, unless it is indicated differently.

For determining the activation of a fascicle, the following criterion was adopted:
If the minimum temperature inside a fascicle is higher than 0.5 times the maxi-
mum temperature of the whole nerve, it is considered active. If the average tem-
perature of a fascicle is higher than 0.5 times the maximum temperature of the
whole nerve, it is considered partially active. In the following figures reporting
the temperature maps of the nerve, the active fascicles are represented with a blue
border, while partially active fascicles are represented with a dashed blue border.

f(GHz) A2 )
35.0 1.24mm | 0.97mm
42.2 1.10mm | 0.82mm
61.2 | 0.86mm | 0.62mm
78.0 0.73mm | 0.53mm
122.5 | 0.51mm | 0.42mm
140.0 | 0.46mm | 0.40mm

Table 3.1: Values of half-wavelength (\/2) and skin depth (5) for some relevant MMW
frequencies. In bold are the frequencies investigated in this study.

3.2 Gabriel model vs anatomic model

The fields in the homogeneous Gabriel model and the anatomical model were
compared to verify the presence of reflections caused by the difference in dielec-
tric constant between epineurium and endoneurium. The EM power was focused
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3.3 — Superficial vs deep focusing

on the center of the fascicle 1 (superficial) and on the center of the nerve (deep).
All 12 sources were activated with a total input power of 100mW. The simula-
tion was done at all three frequencies, with a dielectric spacer of thickness \/2.
The results at 61.2GHz are shown in figures 3.2 and 3.3 as representative of the
data, where the SAR values and temperature increase are represented with a color
map.

A first observation is that the SAR value inside the fascicles in the anatomical
model is higher than in the surrounding tissue, because of the higher conductiv-
ity of the endoneurium. This causes a slight distortion in the temperature dis-
tribution with respect to the Gabriel model, as the fascicles heat up faster. The
effect is more evident in figure 3.3 as the perfectly circular isothermal lines in the
homogeneous model are distorted in the anatomic model.

3.3 Superficial vs deep focusing

The ability of the system to focus at two different depths was evaluated. All
twelve sources were activated with a total power of 100mW. The focal point was
set to the centres of the fascicles n.2 (superficial) and n.12 (deep).

* Superficial focus: (-0.28, 0.6)mm
* Deep focus: (-0.04, 0.11)mm

The simulations was repeated for all three frequencies on the anatomic model,
with a matching layer of thickness /2. The average SAR (figure 3.4) and average
temperature increase at 100ms (figure 3.5) was calculated in all the fascicles at
both depth and compared. It can be seen that for deep focusing the selectivity is
better at lower frequencies, as at high frequency the average SAR of the external
tascicles becomes comparable or even higher than the average SAR of the focused
spot. By contrast, for superficial focusing at higher frequency the selectivity be-
comes better as the average SAR on the focused spot becomes higher than the
neighbouring ones. Looking at the average temperature plots the results are sim-
ilar but less accentuated, as the heat is distributed more homogeneously by heat
conduction.

The SAR and temperature plots were rendered with a color map and are pre-
sented (figures 3.6 - 3.7). It can be seen how the increase in temperature is greater
at high frequency in both superficial and deep focusing. It can also be seen how
the focused spot becomes smaller with increasing frequency since the wavelength
of the EM waves also gets smaller, however this effect is less evident in the case
of deep focusing as the attenuation also increases with the frequency and it is
shadowed by the increase in temperature of the fascicles on the surface. Another
aspect of interest is that the power and the consequent temperature increase are
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Figure 3.2: Comparison of the SAR and temperature increase between the anatomical
model (3.2a,3.2c) and the homogeneous Gabriel model (3.2b, 3.2d) with focusing on fas-
cicle 1. The colorbar units are in W/kg for the SAR and °C for the temperature. The grey
curves are isothermal lines. The active fascicles are represented with a blue border, the
partially active fascicles are represented with a dashed blue border.

higher when focusing near the surface because of the attenuation of the tissues,
so this will be the primary application investigated.
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3.4 — Optimal number of active sources
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Figure 3.3: Comparison of the SAR and temperature increase between the anatomical
model (3.3a,3.3c) and the homogeneous Gabriel model (3.3b, 3.3d) with focusing on the
center. The colorbar units are in W/kg for the SAR and °C for the temperature. The grey
curves are isothermal lines. The active fascicles are represented with a blue border, the
partially active fascicles are represented with a dashed blue border.

3.4 Optimal number of active sources

When the focal point is superficial, the contribution of the farthest sources might
not be actually significant. This effect should be more pronounced at higher fre-
quencies, where the attenuation is higher. The ideal number of EM sources to
activate simultaneously was determined by choosing the solution that gave the
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Figure 3.4: Bar plots of the average SAR inside the 12 fascicles. Fascicles 1-8 are superfi-
cial, 9-12 are deep. On the left column the focal point is centred on the fascicle n.12 (deep,
in purple), on the right column the focal point is centred on the fascicle n.2 (superficial, in
purple). The values on the first row are obtained at 35GHz, on the second row at 61.2GHz
and on the third row at 122.5GHz.

highest average SAR on the reference fascicle (n.1), where the EM waves are fo-
cused. The simulation was done at all the three frequencies, with a dielectric
spacer of thickness \/2 and a total power of 100mW was divided by the number
of active sources. They were chosen with the criterion that the N sources closest
to the focal point would be active. The beamforming algorithm of section 2.5 was
used to calculate the phase shifts in order to focus the EM waves in a focal point
close to the reference fascicle center (xp = -0.5mm, yp = 0.4mm). The results are
compared in the graphs (figure 3.8).

We can observe a decrease in the number of sources that allows the highest power
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Figure 3.5: Bar plots of the average AT at 100ms inside the 12 fascicles. Fascicles 1-8 are
supetficial, 9-12 are deep. On the left column the focal point is centred on the fascicle n.12
(deep, in red), on the right column the focal point is centred on the fascicle n.2 (superficial,
in red). The values on the first row are obtained at 35GHz, on the second row at 61.2GHz
and on the third row at 122.5GHz.

concentration going up with the frequency, from 8-10 at 35GHz, to 6-10 at 61.2GHz,
to 4-6 at 122.5GHz. This is consistent with the increase of the attenuation with the
frequency as the power contribution of the farther sources is significantly lower.
The minimum number of active sources needed to achieve the maximum SAR
was determined as ideal, as less power is dissipated on the regions of the nerve far
from the focal point (N = 8 at 35GHz, N = 6 at 61.2GHz and N =4 at 122.5GHz).
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Figure 3.6: Color map of the SAR with deep focusing (left column) and superficial focus-
ing (right column). The frequency is 35GHz in the first row, 61.2GHz in the second row
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lower, but there is a higher power transfer at high frequency.
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3.5 — Dielectric spacer thickness

3.5 Dielectric spacer thickness

The influence of the dielectric spacer on the power transfer was investigated.
With a total input power of 100mW, using the number of sources that allowed
the maximum power transfer, determined in section 3.4, a simulation was run for
different dielectric spacer thickness. The best value was expected to be around
A/2, so different multiples of 50pm around that value were used. A simulation
with no dielectric spacer was also done to use as a reference, in order to see if
the introduction of the dielectric spacer does actually improve the power transfer
or not. The focal point was centred on the fascicle n.1 and the average SAR was
computed as a reference value. The simulation was repeated at 35GHz, 61.2GHz
and 122.5GHz. The results are showed in the graphs (figure 3.9), with the hori-
zontal line being the average SAR computed on the fascicle n.1 with no dielectric
spacer around the nerve.

It can be seen that for all frequencies there is an improvement in the performance
with respect to not using a dielectric spacer (more than 15%). The ideal thickness
of the spacer at each frequency is then determined as the value that gives the max-
imum power (1.1mm at 35GHz, 0.7mm at 61.2GHz and 0.4mm at 122.5GHz). All
these values are slightly smaller than half wavelength.

3.6 Extended time

With the investigated power level of 100mW, a simulation time of 100ms is not
enough to obtain a significant heating, especially at lower frequencies. In figure
3.10 is shown the evolution in time of the average temperature inside fascicle
1 at the three frequencies, with the optimal parameters determined in sections
3.4 and 3.5. The relation is almost linear and the heating rate is also directly
proportional to the frequency. This is consistent with the approximation made to
Pennes equation in section 2.6:

ar
Cp i SAR

The equation gives as a solution a linear relation between T and t if we assume
the SAR to be independent from the time, which is true if the EM sources reach
the stationary state in much less time than the thermal transient (10-100ms).

Extending the simulation time should allow to obtain a greater increase in tem-
perature. In this case the approximations that we made for the initial transient
(negligible contributions of the blood flow and thermal diffusion) are not valid
any more, so we set a value of wp = 2.87 - 10~3s~! for all biological tissues (value
taken from [65]). Increasing the simulation time to 10s, the tendency of the curves
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3 — Results

becomes less linear (figure 3.11) because of the slower contributions of the ther-
mal diffusion (V - £VT) and blood flow (—wpppCp(T — Tp)). The time required
to heat the fascicle 1 by 1°C is 1.2s at 35GHz, 400ms at 61.2GHz and 150ms at
122.5GHz.

The temperature maps obtained after 1s, 5s and 10s of simulation at 61.2GHz are
showed in figure 3.12 as representative of the data. From the fascicle activations
and the isothermal curves it can be seen that the heated portion grows in size
because of thermal conduction, so incrementing the exposition times implies a
reduction in selectivity.

3.7 Increase in power

Since the heating rate with 100mW input power is too low for our application
(Irradiation times going from 1.2s at 35 GHz to 150ms at 122.5GHz are required
to cause a temperature raise of 1° C), simulations were done at 500mW, 1W and
5W in order to reduce the irradiation time and examine the dependence of the
heating rate from the input power. Ideally, in order to have stimulation times
comparable with laser stimulation (10 °C in 1-10ms [50]) a heating rate of 1000 -
10000 °C/s is needed. Since the heating during the initial transient is linear, an
average heating rate over the simulation time (100ms) was calculated as

Tf’inal - 7ﬂim’tial
100ms

The simulation were done at all three frequencies on the anatomical model with
the optimal number of sources and dielectric spacer thickness found in sections
3.4 and 3.5, with a duration of 100ms. The EM power was focused on the center of
the fascicle 1 and the average temperature of the fascicle was used as a reference
value. In figure 3.14 the evolution of the average temperature in time with an
input power of 500mW, 1W and 5W is showed. The trend is almost linear, just
like with a 100mW power input (figure 3.10), but the heating rate is higher. All
the values are reported in table 3.2 and plotted in figure 3.13. It can be seen that
the heating rate is proportional to the frequency and it increases linearly with
the input power so, theoretically, any desired value can be obtained by using an
appropriate level of input power. With a power of 5W, the heating rate is still far
from the one obtained in laser stimulation, but a relevant increase of temperature
can still be obtained using a 122.5GHz source (~3.3°C in 10ms).
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3.7 — Increase in power

Input power
frequency 100mW | 500mW 1w 5W
35GHz 1.6°C/s | 8°C/s | 16°C/s | 80°C/s
61.2GHz 3.2°C/s | 16°C/s | 32°C/s | 160°C/s
122.1GHz 6.7°C/s | 33.6°C/s | 67°C/s | 335.8°C/s

Table 3.2: Average heating rates of fascicle 1 over 100ms at three different frequencies
and four total input powers.
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Figure 3.7: Color map of the temperature increase (with respect to 37°C) with deep fo-
cusing (left column) and superficial focusing (right column). The frequency is 35GHz
in the first row, 61.2GHz in the second row and 122.5 GHz in the third row. The color
bars are in degree Celsius, the grey curves are isothermal lines. The active fascicles are
represented with a blue border, the partially active fascicles are represented with a dashed
blue border. At 61.2GHz the AT at the center is comparable with the one on the surface,
while at 122.5GHz the AT on the surface is twice with respect to the center.
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Figure 3.10: Average increase of temperature inside the fascicle 1 for a simulation of
length 100ms at three different frequencies. The trend is almost linear as the only non
negligible contribution comes from the SAR (which is constant on average).
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Figure 3.11: Average increase of temperature inside the fascicle 1 for a simulation of
duration 10s at three different frequencies. The loss of linearity with respect to the initial
transient of 100ms (figure 3.10) is to be attributed to the conduction of heat and blood
flow, which act on a longer time scale.
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Figure 3.12: Temperature map of the nerve with a total power of 100mW focused on
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Figure 3.14: The time evolution of the average temperature on fascicle 1 with increasing
power levels (in square brackets). The EM waves are focused on the center of fascicle 1
and the ideal simulation parameter determined in section 3.4, 3.5 for each frequency were
used. The time evolution in the transitory is the same, but the heat rate increases linearly
with the power.
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Chapter 4

Discussion

The proposed device for electromagnetical heating with millimetre waves for
neural stimulation was investigated. Firstly a more accurate nerve model was de-
veloped which accounts for two different tissues contained inside a nerve (section
2.2): the epineurium (mostly connective tissue) and the endoneurium (which con-
tains the axons). The difference of conductivity between the two tissues caused
by the presence of neurons inside the endoneurium could be an advantage for
this application as the SAR inside the fascicles is higher than the SAR in the sur-
rounding epineurium (as can be seen in figures 3.3, 3.2), so the heating rate also
should be higher inside the fascicles. On the contrary, the different dielectric con-
stant causes reflections of the incident EM waves, so the shape of the focused spot
is less regular (as can be seen in figure 3.3). The device was showed to have poor
performance at focusing the EM power in deep fascicles with respect to focusing
in superficial fascicles: the selectivity was good enough only at the lowest chosen
frequency (35GHz) because there is less attenuation and the SAR value on the
superficial fascicles is lower than at the center. However a low frequency also
means less EM power (o is directly proportional to the frequency) and a larger
focused spot (A is higher), diminishing the desired heating effect.

For this reason the principal application investigated was superficial focusing of
the EM power. The ideal number of sources to be activated (section 3.4) and the
adequate dielectric spacer thickness (section 3.5) were determined for each of the
three frequencies.

If compared with electrical and optic stimulation, the time needed for heating the
nerve using an input power of 100mW is too long (100-200ms, opposed to 1-10ms
in optic stimulation and <1ms in electrical stimulation) so a higher power should
be used. Simulations at power inputs of 500mW, 1W and 5W were done and the
heating rate showed a linear relation with the power, meaning that the desired
value could theoretically be obtained by raising the amount of power irradiated
inside the system. A safety considerations should be however made: the max-
imum temperature increase should not be high enough to provoke irreversible
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changes to the tissues (around 50°C the blood starts to coagulate and cells die
in few minutes [66]). Considering a body temperature of 37°C, the stimulation
parameters should be chosen in order to obtain a maximum temperature raise of
10°C (having a safety margin of 3°C). Another way to increase the heating rate
could be by raising the frequency, which also showed a direct proportionality
with the EM power. There might be however a frequency limit given by the fil-
tering action of the tissues: the attenuation increases with the frequency and if it
grows too much there is a risk of heating just a thin superficial layer of connec-
tive tissue, without reaching the fascicles. In section 3.1 the maximum frequency
with a skin depth greater than the superficial fascicles depth was determined to
be 140GHz.

Simulations were also done by maintaining an input power of 100mW and ex-
tending the simulation time to 10s, reintroducing the contribution of blood flow.
This was done to see the heating capabilities of the device on prolonged irradia-
tion at low power. This modality does not have useful applications in neurostim-
ulation as the selectivity is worse, but it can be employed in other types of thermal
treatments, like pain relief by heat blocking.

In conclusion, the proposed device is probably suitable for neurostimulation of
superficial fascicles using the appropriate frequency and level of power, but it
can also find use in nerve inhibition (by means of heat block [22]) for analgesic
purposes.

4,1 Future work

A first study to make is about the EM sources: in this study they were modelled
with EM ports, which is an idealization. A real source of EM waves should be de-
veloped and studied for this specific application, such as antennas for near field.
The beam focusing algorithm also makes use of some approximations. The prop-
agating waves are supposed to be planar waves, while in reality there is a spread-
ing factor 1/r that results in a shift of the maximum power peak with respect to
the focal point [67, 68]. This effect could be accounted for in the algorithm if a
greater precision is needed for some specific applications.

A long time simulation of the heat transfer after a heating pulse should be made
in order to see how the heat dissipates inside the tissues, if the flexible substrate
acts as a thermal insulator and to determine the relaxation time needed to return
the tissue to body temperature (37°C).

Lastly, a full 3D model of the device should be designed and used for the sim-
ulations to obtain a more accurate representation of the electric field inside the
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tissues. In the present study a 3D model of Imm thickness was actually devel-
oped, but the high computation cost required did not allow to obtain a converg-
ing solution on the machine. A computer with a high amount of memory is rec-
ommended for the simulations (ideally a cluster).
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