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Chapter 1

Introduction

In this chapter the objectives of this thesis are stated and the constraints to meet are listed. Besides the proposed approach is briefly presented and the organization of this work is outlined.

1.1 Objectives

Mobile robots can be used to execute a number of different tasks, that range from transporting loads in both industrial and non-industrial facilities, to search and rescue operations. In order to carry out their job, a control architecture consisting of several layers is typically used, each of these layers dealing with a particular aspect of the whole problem, in a way that the outputs of a module are the inputs of the next one. In Fig. 1.1 it’s possible to see a classical cascade organization. The higher level planning is made by a task planner that will decide, given a certain task, what actions will be performed. In the case of a mobile robot most actions will need the robot to move from a certain location to a target and the motion planner will deal with this aspect giving a trajectory as output that the motion controller will track. To solve the motion planning problem, whose goal is to generate an obstacle-free trajectory for the robot to follow, over the years several approaches have been developed [1]. Since the requirements differ from one application to another, so do the characteristics of the planners: some looks for optimal paths [3], some are meant to run online to redo the planning as the surrounding environment changes [6], other explores randomly the space around the robot [4] in order to find a feasible path from which the trajectory is generated.

In the context of Horizon 2020, a European research program, the ROPOD project is under development from a consortium of universities and private societies, aiming to develop a smarter and more cost-effective robot for logistic tasks. In this scenario longer operative time without battery charge is highly desirable and so energy efficiency of the robot is a key aspect. The purpose of this thesis is the development of an motion planner capable of driving the ROPOD robot in an energy efficient way, which will pave the way to the previous mentioned target. The developed motion planner has to deal with several constraints:

- It has to be able to avoid collisions with the surrounding obstacles, both fixed and moving ones.
- It has to be able to run online, so that it will be possible to redo the planning in case unexpected events occur.
Figure 1.1: Interaction of motion planner with other components in terms of input and outputs

- It should be able to consider the kinematic constraints of the specific robot hand, so that the generated trajectories are feasible.

1.2 Approach

The proposed approach is the use of model predictive control with a term in the cost function that summarizes the power drained from the battery of the electric-mechanical parts of the robot to achieve energy efficiency while going from a start to a goal position. Given several limitations, that will discussed in details in the next chapters, this method turned out to be prone to fall in local minima while reaching its target, thus several suggestions given for navigating complex environments, in order to ensure that the target is reached.
1.3 Organization

This thesis is organized as here outlined. In chapter 2 the ROPOD project is presented along with an overview of motion planning for mobile robots and model predictive control. In chapter 3 the 1D problem for a simple robot is analyzed, suitable models are derived, and several formulations of the problem are tried and compared. In chapter 4 the complete problem applied to the ROPOD robot is considered, its kinematic and dynamic models of the robot are derived and several simulations are carried out. After the numerical part several tests on a robotic platform were made and both the results and the robot used are presented in chapter 5. Finally chapter 6 presents conclusions and suggestions for future work and possible improvements.
Chapter 2

Background

In this chapter a brief description of the ROPOD project this thesis is contributing to is presented, alongside a review of path planning for mobile robots and an explanation of the model-predictive control.

2.1 The ROPOD project

Over the last decades robots have widespread in our society, dealing with tasks that range from search and rescue operations to space exploration. In some sectors they have proven to be very effective, like industrial manipulators that have become standard components of assembly lines, especially in the car manufacturing process. In other sectors instead, there are possibilities still to be fully exploited due to challenges that are still to overcome.

A particularly interesting field of application is the use of mobile robots in everyday life. Two examples could be vacuum cleaning robots and self driving cars. The first ones are already well-established and are present on the market with several models while the second ones are still under development. Another use of autonomic guided vehicles (AGVs) is the transportation of goods in scenarios like factories or hospitals. Although AGVs for this purpose have been developed and are currently available, they present several shortcomings that prevent their presence in non-industrial scenarios and limit their usage. One of them is that most AGVs are guided using cables or magnets inserted in the floor, thus requiring a modification of their working environment and that they lack of flexibility, since the can only follow the wired paths. Another important limit is related to the presence, in non manufacturing facilities, of a variety of loads to deal with. In fact current available solutions are not able to carry many of the different shapes and weights of loads that are present in real world scenarios, like hospitals, but are designed to use a specific interface. Thus they can be used only if the load is a standard one.

In order to overcome these problems, in the context of Horizon 2020, a European research program, the ROPOD concept for a smarter kind of AGV has been presented, and it will developed over the next 3 years by a consortium of universities and private societies. In order to be a true step ahead to the use of AGVs in real world scenarios, there are several requirements that this robot has to meet:

- The robot must be able to deal with the great diversity in loads shape, size and weigh, thus being useful in many different situations.
- It has to be way cheaper than available solutions. In order to achieve this mass-market products have to be used which adds constraints in the mechanical design stage.
• It has to be able to properly navigate a complex and crowded environment therefore kinematic structures presenting non holonomic constraints, such as Ackermann vehicle for example, may be inappropriate.

• It should not require major adjustment to the location of its deployment.

• Long time autonomous work without battery charge or change is desirable.

• The ROPOD should be able to work autonomously as well as along with workers, e.g. acting like a force amplifier guided by persons in carrying heavy loads.

• Several robots should be able to work together in transportation of loads that are particularly heavy.

The key idea to achieve the above results is to create an ultra-flat robot. In fact such a robot will be able to go under his load and then attach itself to it and then carry it around. This idea is already present on the market as it can be seen in 2.1 but what still misses this model is the capability to adapt itself to the load to carry by collaborating with other robots, instead different sizes are available and have to be chosen in advance.

From a mechanical design point of view in order to achieve omni-directional motion the standard solution would be the use of mecanum wheels but since they are expensive and not reliable under stress another solution has been proposed. In 2.2 a scheme of twin steerable wheels can be seen. In this configuration both wheels have their own motor while the vertical axis is free to rotate and it is equivalent to a normal steerable wheel with one motor on the wheel axis and another on the steering one, but with a flatter design, since no motor on the steering axe is required. To reach holonomic motion a free to rotate offset between the vertical axis and its junction to the robot chassis has to be introduced.

Another important aspect of the ROPOD project is energy efficiency. In fact, since its working environment is indoor, nor solar panels nor thermal engines can be used, the amount of energy available is very limited and at the same time long operative time is highly desirable. This can be secured in many different ways, one important and obvious is trying to reduce friction during the mechanical design phase, choosing proper solutions for the power transmission. Also
energy drained by sensor can be a relevant component of the total energy usage. A good way of lowering it could be, for example, limiting the use of sensors that requires a lot of energy, like cameras, and relying on odometry for estimation of position as much time as possible. A third way to improve the energy efficiency of the robot, while it is moving in its environment, is to take into account its power consumption while solving the motion planning problem and the motion control problem. In fact in the motion planning problem, where the goal is to compute a trajectory that goes from a starting position to a goal position the robot can chose several possibilities, that have to be obstacle-free, and obviously the energy consumed differs for every possible choice.

2.2 Motion planning for mobile robots

Motion planning is the process that finds a path for the robot that leads it to its destination from its current position, usually dealing with additional constraints, for example avoiding obstacles. Since navigating the environment is one of the most fundamental abilities of a mobile robot, path planning and trajectory planning have been extensively studied. As a result there is at present time a huge amount of path and trajectory planners available, e.g. [1] and [2], and the development is still ongoing. Of course each of them has his own pros and cons and it is suitable for certain applications and not for some others. Before classifying path planners however, it is important to point out that every algorithm has to relay on a representation of the world that surrounds the robot, namely a map. There are several type of maps, the most important being:

- Grid based maps
- Line maps
- Topological maps

Grid based maps represents the world using a matrix, so that a square in the real world corresponds to an element of the matrix, the dimension of the square depending on the resolution of the map. The values of the elements of the matrix tells whether that particular part of the space is free or not. Usually binary maps are used[1], so that the matrix values are either 0 or 1,
meaning completely free or occupied, but probabilistic grid are also used where the values range from 0 to 1, representing the probability that a square is occupied or not. Grid based maps are widely used because of their simplicity, however they present a major disadvantage, in the form of a trade-off between memory needed to store the map and precision of the map itself. In fact the higher the resolution of the grid, and so the smaller the square that each element represents, the better it will be the representation of real shapes, and so discretization errors will become less important but the dimension of the matrix will increase significantly. This problem arises especially when a large environment has to be represented with a good resolution.

Line maps are a popular alternative [1] to grid based maps and they consists of a list of lines that represents the boundary of the obstacles in the environment. They are obtained starting from the data collected by range sensor, usually a set of points, which are used to compute the best fitting lines. However, since the number of lines that have to be used to fit the data reasonably well is not known in advance, the problem of building the map from the sensor data is not trivial. On the other hand, they scale better than grid based maps for large environments, meaning that they require less memory.

Topological maps represents the space using a graph[1], where for example each node is a location and the presence of an edge between two nodes means that that is possible to go from one to the other.

Starting from one of the above representation there are many ways to solve the path planning problem. Here the most used classification for different approaches is presented along with some examples.
2.2.1 Global planners

Global planners are algorithms that solve the path planning problem directly, so they are given the map, the starting point and the objective, and they compute the whole path. They are generally computationally much more expensive than local planners, and that's the reason why they are usually applied for off-line computations. Also they need to know in advance how the environment will change in case moving obstacles are present. On the other hand, considering the whole problem at once, they are able, for example, of reaching optimal solutions, for example in terms of time used to reached the goal or energy consumed. Another important point in their favor is that a good global planner is a complete algorithm, meaning that if a feasible path exists then the algorithm will find it.

A first important example of this kind of planner is the $A^*$ algorithm [3]. Since this algorithm requires a topological map the first step is to compute it in case a geometrical map, line or grid, is given. For a grid map for example, every free cell can be a node, that is linked to any other free cell that shares a border with it, while for a line map several techniques are available, like cell decomposition [8]. This algorithm then explores a weighted graph, where the cost can be for example the distance between two nodes, creating a tree that starts from the starting node. At each iteration, for every node that can be reached from the current trees the cost function is computed as the sum of a first term that is the cost to reach that node, by summing the costs along the branch that leads to the node, plus one term that estimates the cost from that node to the goal. The node with minimum cost is added to the tree. It can also be shown that this algorithm is complete in the sense that if a path exists it will find it.

Another important example of global planner is the RRT* algorithm [4]. This method, instead of computing a graph that describes the connectivity of the free space of the environment, explores randomly the space building a tree that links the starting position and the goal. At each iteration this algorithm selects a random point in the space explore and finds the node of the tree that is the closest to it. Then, if the distance between the node and the random point is over a certain parameter, a new node is created in the direction of the random point, at a fixed distance from the node belonging to the tree and if this new node belongs to the free space is added to the tree. Other variations of this algorithm exist that start from both the goal and the starting position and build two trees that will eventually merge.

This family of global planners that rely on random exploration differs from the graph-
exploring one in many key aspects. First, they are only probabilistic complete, in the sense that in a path exists they will eventually find it but there is no guarantee that it will happen in a finite time. Second, they are not optimal at all, usually the resulting path is non-smooth and a pruning phase is needed, where unnecessary nodes are got ridden of, and also a smoothing phase is required, performed by adjusting the position of the nodes. Nevertheless this class of planners is currently used in many applications as it is faster than the graph exploring methods and is very general purpose.

2.2.2 Local planners

Local planners are algorithms that guide the robot computing at each iteration only the present command to give to the robot instead of the whole path to the target. For this reason they are very fast at computing and that’s the motive for their application in many real applications, where re-planning is needed to be done online. Besides, they are able to deal with moving, unpredictable obstacles that surround the robot and they do not need a map of the whole environment in advance. The price to pay for these advantages is that only a local horizon is considered, so it’s possible that they get stuck at certain locations, and to get out, additional strategies have to be provided, and the resulting path is not optimal at all in any sense.

One of the most widely adopted local planner is the VHF algorithm [5]. This scheme starts from a grid map of the surrounding environment and builds a polar histogram that tells him what direction is the one with less obstacles and then steers the robot, while adjusting the speed. Another popular choice is the DWA algorithm [6]. This method starts from the current state of the robot, in terms of pose and velocities, and explores the space of velocities of the robot that can be reached in a small amount of time with a maximum acceleration. By so doing it creates several trajectories, that have to be obstacle-free, and then chooses among them the one that maximizes a certain function. In the canonical version this takes into account the distance from the obstacle, the distance from the target and the velocity of the robot, to achieve a trajectory that keeps the robot away from obstacles while driving it to the target at high speed. Also other functions can be used like in [6]. One limit of this method is that it usually considers only simple shaped path, e.g. straight lines and circle.

2.2.3 Hybrid planners

Hybrid planners are a more recent family of algorithms, compared to the previous two, and were born in order to get the advantages of both global and local planners, by making use of a combination of the them. An example of it can be the use of a global planner on a simplified map for creating sub-goals that the local planner will have to reach, breaking a big problem into several smaller and simpler ones. In addition also methods that pre-compute the whole path and then deform it in real-time for dealing with unknown or moving obstacles are available as in [7]. Over the last year this approach has gained popularity [1].

2.3 Energy efficient trajectory planning

Thought there has been and there is a big amount of research in motion planning for mobile robots, not much has been done in the field of energy-efficient navigation for online applications, that is still an open field due to the complexity of the problem.

In [9] a first attempt to achieve energy efficient strategies is made. In this paper a generic robot is considered, time constraint on the arrival time are present as well as obstacles. From the energy point of view, friction losses are considered constant and no energy regeneration
while breaking is taken into account. The proposed scheme computes a mean velocity capable of driving the robot to the goal in the desired time. If the speed of the robot, that decreases for avoiding obstacles, is below this level an increase in speed is performed, otherwise no action is done. This approach however doesn’t take into account, for example, the way to avoid obstacles.

The work presented in [10] focuses in offline computations to determine the best shape for the path of a robot whose task is to explore an area, from an energy point of view. An holonomic robot is considered and the energy consumption is computed by taking into account the energy used by the DC motors, modeled using a polynomial function of the angular velocity of the wheels that returns the energy consumed per radian of rolling.

Looking at most recent works, in [12] a differential-drive robot is considered and a global path is computed using an $A^*$ algorithm over a grid based map, then smoothed using Bezier curves. The dynamic behavior of the robot is analyzed as well as the motors dynamics and the energy consumption is computed taking into account kinetic energy lost due to imperfect regeneration, friction and sensors. Using energy consumption, an optimal trajectory is computed and then the results are verified implementing the proposed algorithm. The main limit if this approach is its offline nature, also no accounting for mobile unpredictable obstacles is done.

In [11] the problem of a robot turning between two straight paths is considered. The robot is differential-drive type and energy consumption is modelled taking into account the dynamic behavior of the robot and its motors. Then, using Pontryagin’s maximum principle, partial differential equations to solve the problem are used for the straight path and for the turning part, and finally an optimum is searched varying the initial and final moment of the turn. In this way, combining these two geometries it’s possible to move everywhere in the plane, however this method is meant only for offline computations.

A variation of the DWA algorithm was proposed in [13] for enhancing energy efficiency. The energy consumption is the sum of three terms, that represents the energy adsorbed by sensors and controllers, inertia actions and friction. Energy efficiency is achieved by introducing in the cost function a factor for the energy used. The strong point of this approach is its capability of working online but several limitations, coming from the DWA approach are still present.

### 2.4 Model predictive control

Model predictive control is a control scheme that over the last forty years has faced a great development from both the theoretical aspects and the real world applications and is today widely adopted for process control in the chemical sector [15]. Some of the reasons for its success are the capabilities of dealing with systems that have multiple input and outputs, his robustness with respect to unpredictable events that may occur during the process and the possibility of taking into account constraints on both states and outputs.

To understand its workflow observe the figure 2.4. The basic components of an MPC controller are a model of the plant to control, a cost function to optimize and an optimizer. The controller receives as input a reference for the controlled variables and the current state of the plant, in case of non complete access to it, a state estimator is used. Then a discrete-time optimization problem is solved over a finite time horizon of the form:

$$\begin{align*}
\text{min} & \quad J(s_0, u) \\
\text{s.t.} & \quad h(s_0, u) \leq 0 \\
& \quad e(s_0, u) = 0 \\
& \quad u \in \mathbb{R}^N
\end{align*}$$
Where $N$ is the length of the time horizon, $u$ is the vector of decision variables, a series of input to the system at different times, $h$ and $e$ are equalities and inequalities constraints on the problem. $J$ is a function of the inputs and of the future states of the systems $s$, that are predicted using the current state, the decision variable and the model of the plant to control. A typical example of $J$ could be the sum of the squared differences between the reference and the futures states opportuneley weighted and often a final cost, function of the final state of the model, is added to ensure stability. After the optimization problem is solved, only the first element of the input vector is sent to the plant, the first input in the temporal sequence, and at the next iteration an analogue problem is solved. Since only the first action is used and the problem is solved again at each time sample, this control strategy is more robust with respect to unpredicted events compared to an offline solving of an optimal control problem. Besides, even if the performance in ideal cases are inferior to the optimal, because the problem solved is a discrete time one and the time horizon is finite, they are still very good.

A serious disadvantage is however present in solving the problem at each iteration online: it requires a computational effort that prevented and still limits the application of model predictive control in many cases. This problem has been partially overcome during latest years thanks to an increase in the computational capabilities of available hardware and to the development of efficient optimization solvers for MPC-type optimization problems[17]. Another way of dealing with the problem is the use of a variation of model predictive control named explicit model predictive control. This approach computes offline the optimization problem for many initial states and references and memorizes them so than instead of solving the problem online it is possible to look for the solution in the memory. Still the memory needed for this approach limits its application to simple systems with a low-dimension state[18].

Model predictive control applied to the generation of a trajectory slightly differs from the trajectory-tracking scheme so far introduced. In 2.5 a scheme of how it works it visible. In this approach, the optimizer receives the goal location, instead of the distance from a given trajectory, and solves at each time step the same discrete-time optimization problem.

However the decision variable is no longer a set of control variable, like motor’s torques, but
it’s a set of kinematic variables, again one at each time sample, of the robot chassis, like the robot acceleration or its jerk. Besides, once the optimal set is reached the output is not necessarily the first element of the set. In fact if the control variable is an acceleration and the output is a velocity trajectory, the decision variable will be integrated to generate it, however only the first step of this trajectory will be given as output. Another difference is the presence of a motion controller that will be responsible for tracking the output trajectory.

In recent years, several attempts have been made to use model predictive control for trajectory generation. In [19] a model predictive approach was used to generate trajectories for a robot arm that was trying to catch a moving ball. Another example can be found in [20]. Here a multi-stage planner is proposed that tries to balance between global and local planning. This proposal considers all non-holonomic constraints that the robot structure poses only in the planning phase closest to the present position of the robot and then it simplifies the problem for time samples that are far in the future.

Figure 2.5: MPC for trajectories generation
Chapter 3

1-D case

In this chapter, in order to get more confident about the method and to test its viability, and also to be able to distinguish the influence of the various factors more easily, a simple robot moving along a straight line is considered. His kinematic, dynamic and energy consumption models are derived. The proposed approach is then explained and applied to this simple robot. Three formulations and cost functions will be used and simulations of its behavior will be carried out and the obtained results will be discussed.

3.1 Kinematic and dynamic model

The simple robot in exam consists of a conventional non-steerable wheel, whose geometry can be seen in 3.1, actuated by a linear DC motor acting along its axis.

Figure 3.1: Simple robot geometry scheme
Further simplifying assumptions are made:

- The wheel is a rigid body.
- The wheel axis is always parallel to the ground.
- Pure rolling without any slip at the contact point is assumed.

Under these hypothesis, the kinematics equations derived from the above scheme, are:

\[
\begin{align*}
x &= r \times \dot{\theta} \\
\dot{x} &= r \times \ddot{\theta} \\
\ddot{x} &= r \times \dddot{\theta}
\end{align*}
\]  

(3.1) \hspace{1cm} (3.2) \hspace{1cm} (3.3)

To derive a dynamic model of the system, let’s consider the schemes of Fig. 3.2 and 3.3. From the free body diagram follows:

\[
\begin{align*}
Q - mg &= 0 \\
fQ \text{sign}(\dot{\theta}) - m\ddot{x} &= 0 \\
K_T \dot{i} - \frac{I}{r} \ddot{x} - C_a - fQ \text{sign}(\dot{\theta}) &= 0
\end{align*}
\]

Where \( Q \) is the reaction force from the ground, \( m \) the robot mass, \( g \) the standard acceleration due to gravity, \( f \) is the static friction coefficient, \( K_T \) is the torque constant of the DC motor and \( C_a \) is a friction torque that is assumed to be the sum of a constant term and a viscous one.
While from the motor diagram in 3.3, using Kirchoff’s laws it follows:

\[ V - Ri - Li - K_\omega \dot{\theta} = 0 \]

Where \( V \) is the voltage applied and \( i \) the current drained from the battery of the robot and \( K_\omega \) is the speed constant of the DC motor. Two important remarks about the derived models should be pointed out. First, since the electric system is much faster than the mechanical one, in the following the inductance will be neglected. The second one is that these models will be used in an inverse way, in the sense that instead of computing the evolution of the system from a given applied voltage they will start from the kinematic, imposed by the motion planner, and will compute the necessary actions.

### 3.2 Energy consumption model

Starting from the above derived models, it is possible to compute the energy consumed by the robot when it moves along a certain trajectory. Since we’re interested in the total energy drained from the batteries, the energy we have to compute is the one that enters into our system from the power circuit of the DC motor. To obtain an instantaneous power balance equation from the dynamic model above derived we multiply the DC motor equation by the current obtaining:

\[ Vi - Ri^2 - K_\omega \dot{\theta}i = 0 \]

The first term is the power from the battery, the second is easy to recognize as the power dissipated from the resistance while the third one is the energy given to the mechanical system. Note that given the conventions used the power will be positive entering the system and negative when being dissipated or given. Considering the mechanical part of the system we can obtain:

\[ K_Ti\dot{\theta} - (I + mr^2)\ddot{\theta} - C_a\dot{\theta} = 0 \]
Where it is possible to identify the first term as the power coming from the DC motor, the second one as the power needed to win the inertia forces, and that will be converted in kinetic energy, and the third one is the power dissipated from the friction torque. Starting from these power terms the energies related to each process can be easily computed through integration.

However a remark needs to be made. The term $V \times i$ would be the power from and to the battery only if the regeneration of power while breaking would have been perfect. Since this is not the case, a constant efficiency $\eta$ is considered, the power of the battery $P_b$ will become:

$$P_b = \begin{cases} V_i & \text{if } V_i > 0 \\ \eta V_i & \text{if } V_i < 0 \end{cases}$$

It is now possible to use this model to compute the energy spent while following a trajectory with the robot. An example has been computed using as input a trapezoidal velocity input and the results can be seen in Fig. 3.4.

### 3.3 Application to the simple robot

In this section the proposed approach, MPC for trajectories generation, will be applied to the simple robot modeled in this chapter, using different formulations. Simulations of the resulting
robot behavior were carried out and the outcomes, the pros and cons will be discussed.

3.3.1 Unconstrained formulation

In this formulation the decision variable will be the acceleration of the simple robot, the models to simulate and to predict the robot’s behavior will be those derived in the sections 3.2 and 3.1 and a perfect controller is assumed, capable of tracking the given reference trajectory. The optimization problem to solve at each iteration will be:

\[
\begin{align*}
\min & \quad J(s_0, u) \\
n.s.t. & \quad h(s_0, u) \leq 0 \\
\end{align*}
\]

Where \(N\) is the length of the time horizon, \(u\) is the decision variable, in this case a vector containing an acceleration at each time sample in the time horizon and \(s\) is the state of the robot. The cost function, that will be evaluated after simulating the system evolution to a set of accelerations along the whole time horizon, will be:

\[
J = \sum_{k=1}^{N} C_1 P_b(k) dt + C_2 (x(k) - x_o)^2 + C_3 \dot{x}(k)^2
\]

Where \(P_b\) is the instantaneous power consumption, estimated using the models derived in the previous sections 3.1, \(dt\) is the time step, \(x_o\) is the target goal, and \(C_1, C_2\) and \(C_3\) are constant that weight differently the importance of each term of the function, respectively the power consumption, the distance from the target and the acceleration of the robot. These three constants are tunable and their values affect greatly the behavior of the resulting planner. Also limits on the maximum acceleration \(u_{\text{max}}\) were set, so that \(h\) is a vector of \(2N\) functions:

\[
\begin{align*}
  h_i &= u_i - u_{\text{max}} \quad i = 1, \ldots, N \\
  h_k &= -u_{\text{max}} - u_{k-N} \quad k = N + 1, \ldots, 2N
\end{align*}
\]

In the following the effect of these constants and of the other parameters is pointed out.

In Fig. 3.5 one can see the results of a simulation with \(C_3\) varying. As it is possible to see the increase of the \(C_3\) weight brings a decrease in energy consumption. However, since no effort is put in this formulation to fix a precise arrival time it can be seen that there is an increase in the time the robot reaches its target.

The effect of a non-zero value of \(C_1\) can be seen in Fig. 3.6. As it can be seen an increase in the \(C_1\) value reflects in a lower energy consumption, at the price of an increase in arrival time. Another effect that can be seen is that the acceleration profile is non-smooth. This is particularly undesirable, as it differs very likely from the energy-optimal solution, as they resolve in unnecessary movements, and can induce vibrations in the robot behavior. In order to try to limit this phenomenon, a combination of the first and the third term of the cost function has been used, the first one dealing with energy efficiency and the third one trying to limit acceleration spikes. The simulation results for this approach can be seen in Fig. 3.7: the resulting acceleration profile is smoother and it also resulted in a better energy efficiency.

In the end this formulation has proven to be able to improve energy efficiency for the simple robot and to generate kinematic references profiles that are smooth. However the arrival time is not fixed and tends to increase with energy efficiency. Also the outcome depends on the relative weights of the constants \(C_1, C_2\) and \(C_3\) and there is no guarantee that in a different situation,
Figure 3.5: In this simulation results one can see the influence of the $C_3$ term. The simulation parameters were: $dt = 0.1s$, $N = 70$, $C_1 = 0$, $C_2 = 5$. The maximum number of iterations permitted was 20.

For example if the limits on the acceleration were different, the same constants would perform the same way they do in one specific case.

### 3.3.2 Split formulation

In order to overcome the varying arrival time the previous formulation led to, a second formulation is proposed. Also in this formulation the decision variables will be a set of acceleration over the time horizon, limited on their maximum values so that the optimization problem to solve is the same and the models used to predict and simulate the system behavior will be the same too, however the cost function used is different. In this formulation the cost function will be:
Figure 3.6: In this simulation results one can see the influence of the $C_1$ term. The simulation parameters were: $dt = 0.1s$, $N = 30$, $C_3 = 0$, $C_2 = 5$. The maximum number of iterations permitted was 20.

$$J = J_1 + J_2$$

$$J_1 = \sum_{k=1}^{S} [C_1 P_b(k)dt + C_2(x(k) - x_0)^2 + C_3 \ddot{x}(k)^2]$$

$$J_2 = \sum_{c=S+1}^{N} C_4 (x(c) - x_0)^2$$

This cost function has many terms in common with the previous one, however it is very different as it splits the time horizon over which the optimization is done into two parts. The first one is the same as before, while the second one only accounts for the squared distance from the target, adding another tunable constant $C_4$. The difference, that is an effort to enforce the arrival time, is that the first part only applies to the part of the time horizon that is before the arrival time, being $S$ the biggest natural number such that:

$$\epsilon * S * dt + t_0 < t_{end}$$

Where $t_0$ is the time at which the computation is done and $\epsilon$ a real number between 0 and 1, whose purpose will be explained later. In this way, if $C_4$ is bigger than the other constants,
Figure 3.7: In this simulation results one can see the influence of the combination of the $C_1$ and $C_3$ terms. The other simulation parameters were: $dt = 0.1s$, $N = 30$, $C_2 = 5$. The maximum number of iterations permitted was 20.

the cost function will receive a penalty if after the arrival time the robot is not yet at the target location, while keeping the energy efficiency terms during the first phase. The constant $r$ is used to enlarge or tighten the amount of time in advance to the arrival time the second condition triggers. In fact the lower its value the larger the part of time horizon during which the second part of the function will be used, and so a better match between the prescribed arrival time and the actual arrival time. In Fig. 3.8 the position profiles of simulations carried out increasing $C_4$ and keeping everything else stable are shown. One can see that as $C_4$ increases, the position at the arrival time, 3 seconds, gets closer to the target location, that is 1 meter.

Also this formulation, as well as the previous one, is capable of increasing energy efficiency given higher values to the constants dealing with acceleration and energy, and better results, both in terms of smoothness and lower consumption, are often achieved using a combination of the two, as can be seen in Fig. 3.9.

On the other hand, this formulation introduces one more shortcoming with respect to the previous one. In fact, if the arrival time is not inside the initial time horizon, it is possible, depending on the balance of the several constants, that the situation visible in Fig. 3.10 arises. In this simulation, where the time horizon is 2 seconds and the arrival time is set at 4 seconds, the robot starts to move slowly in order to be energy efficient and only after some time the part of the cost function that tries to enforce the arrival time gains enough weight to influence strongly the behavior of the robot.
When this happens a sudden increase in speed is given to the robot and the overall energy consumption is increased as well.

### 3.3.3 Hard-constraints formulation

One of the most significant disadvantages of the previous two formulations is the fact that the optimization problem to solve at each step is a multi-objective one. The resulting performances of the robot will depend on the different weights given to each part of the cost function, in such a way that even if a specific set of values for the constants can perform well in certain situations, there is no proof that it will be the same in different scenarios, for example if the limits on the acceleration of the robot were to change. To solve this problem the following formulation of the optimization problem for the MPC for trajectories generation is used. In this case instead of using the acceleration at every time sample of the time horizon as decision variable, the whole system evolution will be the decision variable \( u \), so that it will be a vector containing the acceleration, the speed and the position of the robot at every time step of the horizon. In this way it is more convenient to set hard constraints on the positions, as they are directly accessible, compared to the other formulations, where the positions were a complex linear combination of the starting state and of the decision variable that was varying with the length of horizon. The optimization problem to solve at each time step will be in the form:
Figure 3.9: Effects of $C_1$ and $C_3$ on the simple robot behavior. The other simulation parameters were: $dt = 0.1s$, $N = 40$, $C_2 = 10$, $C_4 = 10$, $\epsilon = 0.8$. The maximum number of iterations permitted was 40

\[
\min J(u_0, u)
\]
\[
\text{s.t. } h(u_0, u) \leq 0
\]
\[
e(u_0, i) = 0
\]
\[
u \in \mathbb{R}^N
\]

Being $u_0$ the current state of the system at each iteration. Given the evolution of the system, the cost function to minimize will be:

\[
J = \sum_{k=1}^{N} P_b(k) dt
\]

As it is possible to see in this cost function there are no tunable constants, just the power consumed. In this formulation the role of the model of the system is no longer a prediction, as the whole evolution is the decision variable, but it is used in order to ensure that the selected evolution is feasible for the system. Starting from the kinematic model and using explicit Euler method to discretize with respect to time the differential equations, the following equations are used:
Figure 3.10: Effects of a late recognition of target: if the robot recognizes that it's too slow to reach the target in time as it enters the time horizon a sudden acceleration occurs

\[
\begin{align*}
\dot{x}(k+1) &= \dot{x}(k) + \ddot{x}(k) \quad k = 1, ..., N - 1 \\
x(k+1) &= x(k) + \dot{x}(k) \quad k = 1, ..., N - 1
\end{align*}
\]

Where the position and the velocity of the robot at the next step are expressed using the variables of the current one. These equations will become part of the equality constraints \(e(u_0, u)\) of the optimization problem. Besides, all positions after the arrival time will have to be equal to the target location. Also limits on the available acceleration and speed are set, so \(h(u_0, u)\) will be:

\[
\begin{align*}
h_i &= \ddot{x}_i - \ddot{x}_{\text{max}} \quad i = 1, ..., N \\
h_k &= -\ddot{x}_{\text{max}} - \ddot{x}_{k-N} \quad k = N + 1, ..., 2N \\
h_j &= \ddot{x}_{j-2N} - \ddot{x}_{\text{max}} \quad j = 2N + 1, ..., 3N \\
h_b &= -\ddot{x}_{\text{max}} - \ddot{x}_{b-3N} \quad k = 3N + 1, ..., 4N
\end{align*}
\]

In Fig. 3.11 an example of simulation results obtained using this formulation can be seen. It can be noticed that also in this case the outcome profiles are non-smooth.
Figure 3.11: Simulation results using hard-constraint formulation. The parameters of the simulation were: $dt = 0.1s$, $N = 40$ and maximum number of iterations equal to 40.

About the disadvantages of this approach there are two main things that should be pointed out: the first one is that it requires more computing power than the other methods since the decision variable to optimize is three times bigger, and the second one is that it is possible that the optimization fails to converge to a feasible point due to the limited number of iterations. If this happens during real-time execution the system can exhibit improper and also dangerous behavior. Obviously, the more computing power available the better results will be achieved, as a more dense time discretization can be used and also more iterations during optimization. In Fig.3.12 one can see the results of two simulations using the same formulation: the first one uses 20 iterations and 10 steps per second while the second uses 500 iterations and 20 steps per second. As it can be seen the second has better performance and shows that the method, given enough computing time, will converge to the optimal solution. However since every iteration required over one hundred seconds to be computed it is not suitable for online applications.

To conclude, a comparison between the second and the third formulation will be done. In order for this comparison to be fair the first formulation will not be included, even though it proved to be completely viable. This is because it doesn’t fix the arrival time, a parameter that has a huge influence on the energy consumption. Another key aspect for this comparison to be significant is the computing time spent at each iteration, that has to be similar for the two formulations in order to have a meaningful confront. For this reason the required computing time were computed and are shown in Fig. 3.13 for both formulations. The first one is not present for the reasons above, however it can be said that it is way faster than both of the other two.
Figure 3.12: Effects of more computing power available on hard constraint formulation. The blue curves were obtained using 20 iterations and 10 steps per second, while the red one used 500 iterations and 20 steps per second.

These data were acquired running the simulations in the Matlab environment on a laptop with a CPU clock of 2.4 GHz. From the figures one can see that the third formulation is slower than the second one. This was expected because given a time horizon of $N$ steps this formulation optimizes $3N$ variables, and as it can be seen in the figures the influence of the number of variables is important. For the comparison it was chosen for the split formulation a time horizon of 120 steps and maximum number of iterations equal to 80 that gives a computing time roughly around 1 second. For the hard-constraint formulation 40 steps for the time horizon and 20 iterations were chosen, and the resulting computing time is around 1 second as well. From the figure one can see that the performance of the split formulation are better. Also lower computing times can be achieved lowering $N$ and the number of iterations if the need arises, while for the hard constraints formulation the lowest computing time is already considered. For these reasons the split formulation will be the basis for the 2-D case, explored in the next chapter.
Figure 3.13: Comparison between second and third formulation computing times

Figure 3.14: Comparison between second and third formulation performances using a computing time around 1s. The parameters for the second formulation were $N = 120$, $dt = 0.4s$, $C_1 = 0.2$, $C_2 = 5$, $C_3 = 5$, $\epsilon = to0.8$ and iterations limit equal to 80. The hard constraint formulation instead used $N = 40$ and iterations limit equal to 20.
Chapter 4

2-D case

In this chapter the proposed approach, already tested and modified during the simulations presented in the previous chapter, is applied to the ROPOD robot. Firstly suitable kinematic, dynamic and energy consumption models are derived. Then two formulations are proposed and simulations of the ROPOD behavior are carried out both in simpler and more complex environment.

4.1 Kinematic model

In this section the structure of the ROPOD robot in presented, followed by a general way of deriving kinematic models for mobile robots.

4.1.1 Geometry and configuration definition

In order to be cheap and reliable at the same time the kinematic structure of ROPOD is composed of four pairs of twin wheels, a couple of which can be seen in figure 4.1.

Figure 4.1: Twin steerable wheels
These kind of wheels are equivalent to a normal steerable wheel but have a simpler structure. In fact when, intuitively, when both wheels are spinning in the same direction we’ve got movement along that axis, while if they spin in opposite directions the wheel turns around the shaft. In order to be holonomic the four wheel pairs are arranged as can be seen in figure 4.2.

In order to describe the robot configuration at each time instant, a proper set of variables has to be used, sufficient to fully describe the state of each part of the robot. First step in choosing these variables is the choice of reference frames, one fixed or global and one attached to the robot or local, in order to be able to describe the robot position and orientation in the space as a rigid body. We’ll denote from here on $OXY$ as the global reference $i$ and $Pxy$ the one attached to the chassis of the robot, also referred to as $r$, where $P$ is a reference point on the robot chassis we can chose as we please. Their relative orientation can be expressed thanks to a rotation matrix around the common vertical axis. Being $\theta$ the angle between the $X$ and $x$ axes of the frames, positive in the counterclockwise direction and starting from $X$ the matrix relating the global frame to the robot’s frame is:

$$R(\theta) = \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{bmatrix}$$

To fully describe the robot from a kinematic point of view we’ll also need to refer to single wheels to account the motion constraints they pose. In figure 4.3 the geometry of a generic wheel is shown.

We can see that for its geometry we have five constant parameters, namely $\alpha$, $l$, $d$, $b$ and the wheel radius $r$, and two variables, $\beta$ and the angle $\phi$ that accounts for the wheel rotation around his axis. It’s now clear that for fully describe the robot’s configuration we need:

![Figure 4.2: ROPOD kinematic structure](image)
• Three variables to define the position of $P$ with respect to $O$ and the orientation if the robot, namely $X, Y, \theta$

• Four angles $\beta$ as each wheel pair has the same angle and they are parallel to each other.

• Eight angles $\phi$, one for each wheel

For a total configuration variables number of 15. We can thus define the state vector of our kinematic model as:

$$ q = \begin{bmatrix} X \\ Y \\ \theta \\ \beta_1 \\ \vdots \\ \beta_4 \\ \phi_1 \\ \vdots \\ \phi_8 \end{bmatrix} $$
4.1.2 Hypothesis

In the following development of ROPOD robot kinematic models the following assumptions were made:

- The robot is moving in a plane environment, no irregularities are taken into account and so all wheels are in contact with the ground at each time instant.

- The axle of every wheel of the robot is parallel to the ground and so it remains. Also wheels are perfectly round.

- Only perfect rolling motion is accounted, so no slip at the contact point is admitted. This means, from a physical point of view, that a wheel is allowed to move only in the wheel’s plane or to rotate around the contact point as there is no lateral slip. Also since the rolling is perfect there is proportionality between distance covered and rotation made by the wheel.

- Velocities are considered as input for our robot configuration. This choice is the one most widely adopted in mobile robots field and leads to simpler models. This is acceptable for many applications thought it’s very important reminding that the robot in real world cannot stop instantaneously, for example for avoiding obstacles, but only a finite acceleration can be provided. Moreover high values of acceleration can lead to slip, thus creating errors in the model predictions, as it doesn’t account for that.

Under the previous assumptions there are two ways to derive the kinematic model: the first one is to build a direct model giving as an input the velocities at the wheel level and then computing the resultant movement of the main frame. Another one is to write the constraints that each wheel poses to the motion of the chassis and then, starting from the movement of the main body derive what should be the resultant for each component so that the constraints are satisfied. Even though this second approach may seem less intuitive, it has gained large popularity in the mobile robots modelling due to the fact that is better suited to deal with complex kinematic structures. Besides from the resulting model is easier to analyze if the motion of the robot is constrained or not. Given the complexity of the kinematic structure of the ROPOD the second path has been here chosen.

4.1.3 Single wheel constraints

The two conditions that each wheel has to satisfy are namely the non-slip condition, no motion along the wheel axis is allowed, and the rolling condition, that states that since rolling is perfect there is proportionality between distance covered from the wheel and its $\phi$ angle. Since the equations that enforce these conditions depends only on the geometry of the wheels itself and how it is attached to the chassis, it is possible to find in the literature the expressions already written for the most common type of wheels and geometries. In ?? it is possible to see a conventional wheel and a caster one. For the first scheme the two conditions can be written as:

$$[\sin(\alpha + \beta), \cos(\alpha + \beta), \cos(\beta)]R(\theta)[\dot{X}, \dot{Y}, \dot{\theta}]^T - r\dot{\phi} = 0$$

$$[\cos(\alpha + \beta), \sin(\alpha + \beta), \sin(\beta)]R(\theta)[\dot{X}, \dot{Y}, \dot{\theta}]^T = 0$$

The second equation states that not every $[\dot{X}, \dot{Y}, \dot{\theta}]$ is acceptable but only those that allow the wheel to move accordingly to the non-slip condition. The constraint that this equation poses to the mobility of the robot is non-holonomic, meaning that, in an obstacle-free environment,
every \([X, Y, \theta]\) is reachable but there are constraints on the way they can be reached, that is on the admissible velocities of the robot chassis. For the second kind of wheel instead it holds:

\[
\begin{align*}
[sin(\alpha + \beta), -cos(\alpha + \beta), -lcos(\beta)]R(\theta)[\dot{X}, \dot{Y}, \dot{\theta}]^T - r\dot{\phi} &= 0 \\
[cos(\alpha + \beta), sin(\alpha + \beta), (l + d)sin(\beta)]R(\theta)[\dot{X}, \dot{Y}, \dot{\theta}]^T + d\dot{\beta} &= 0
\end{align*}
\]

Considering again the second equation it’s possible to see that now every \([\dot{X}, \dot{Y}, \dot{\theta}]\) is acceptable as there is one more extra variable, \(\dot{\beta}\). This means that the caster wheel doesn’t limit the overall mobility as a standard wheel does.

Since the kind of wheel the ROPOD is using was not found in the literature, the proper conditions had to be derived as follows. Considering a wheel of the ROPOD \(n\) out of the eight we have the velocity of his center \(B_n\) is defined as:

\[
\frac{dOB_n}{dt} = \frac{dOP}{dt} + \frac{dPA_n}{dt} + \frac{dA_nB_n}{dt}
\]

Considering figure 4.3, let’s compute each term in the robot frame using the configuration variables. The first one is the velocity of the robot, that in the robot’s reference frame can be written, starting from its velocity in global frame and using the \(R\) matrix defined above, as:

\[
\frac{dOP}{dt} = (\cos(\theta) \cdot \dot{X} + \sin(\theta) \cdot \dot{Y}) \cdot \lambda + (-\sin(\theta) \cdot \dot{X} + \cos(\theta) \cdot \dot{Y}) \cdot \mu
\]

The second term, being \(l\) and \(\alpha\) constants, varies in time just because of the rotation of the robot, so it rotates around the point \(P\):

\[
\frac{dPA_n}{dt} = [-l_n \cdot \sin(\alpha_n) \cdot \dot{\theta}] \cdot \lambda + [l_n \cdot \cos(\alpha_n) \cdot \dot{\theta}] \cdot \mu
\]

To write the last term, we can see that in the robot reference frame it holds:

\[
A_n^T B_n = R(\alpha_n + \beta_n - \frac{\pi}{2}) \cdot \begin{bmatrix} d_n \\ b_n \end{bmatrix}
\]
And after its differentiation we get:

\[
{r^*A_nB_n} = \begin{bmatrix}
-d_n \cos(\alpha_n + \beta_n) - b_n * \sin(\alpha_n + \beta_n) \\
-d_n * \sin(\alpha_n + \beta_n) + b_n * \cos(\alpha_n + \beta_n)
\end{bmatrix} \cdot (\dot{\theta} + \dot{\beta}_n)
\]

Next step is to project the above velocity \( \mathbf{r} \mathbf{OB}_n \) along the direction of the wheel plane and
of the wheel axis. From geometric considerations we can see the unit vector of the wheel plane is:

\[
r_{\mathbf{k}n} = \begin{bmatrix}
\cos(\alpha_n + \beta_n - \frac{\pi}{2}) \\
\sin(\alpha_n + \beta_n - \frac{\pi}{2})
\end{bmatrix}
\]

While the unit vector of the wheel axis is:

\[
r_{\mathbf{j}n} = \begin{bmatrix}
-sin(\alpha_n + \beta_n - \frac{\pi}{2}) \\
cos(\alpha_n + \beta_n - \frac{\pi}{2})
\end{bmatrix}
\]

And finally, after some manipulation, we can write the conditions each wheels imposes to the
motion, namely the non-slip condition:

\[
\begin{bmatrix}
\cos(\alpha_n + \beta_n) & \sin(\alpha_n + \beta_n) & d_n + l_n \cdot \sin(\beta_n)
\end{bmatrix} \cdot R(\theta) \cdot \begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{\theta}
\end{bmatrix} + d_n \cdot \dot{\beta}_n = 0
\]

And the pure rolling condition:

\[
\begin{bmatrix}
-sin(\alpha_n + \beta_n) & cos(\alpha_n + \beta_n) & b_n + l_n \cdot \cos(\beta_n)
\end{bmatrix} \cdot R(\theta) \cdot \begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{\theta}
\end{bmatrix} + b_n \cdot \dot{\beta}_n + r_n \cdot \dot{\phi}_n = 0
\]

Examining the non-slip conditions it’s possible to see that our robot will be holonomic, even
if non-holonomic constraints are present that link the configuration variables to each other.

## 4.1.4 Whole model assembly

Using the above equations it’s now possible to build to whole robot’s model. In fact we can
write 4 non-slip equations and 8 pure rolling conditions that are independent from each other.
In addition we can define an input vector \( \eta \) for our robot, containing the velocities in the fixed
frame of the point P and \( \dot{\theta} \) namely:

\[
\eta = \begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{\theta}
\end{bmatrix}
\]

This way we can rewrite all equations using the input vector components. Using the state
vector above defined it leads to the following compact formulation for our kinematic model:

\[
\ddot{q} = S(q) \cdot \eta
\]

Where S is a 15x3 matrix that can be written using the above mentioned equations. In
case direct kinematic model is needed the present equation can be inverted computing Moore-
Penrose pseudoinverse of \( S(q) \). From the derived model it is possible to obtain a model that uses
accelerations at the inertial level as input simply deriving with respect to time:

\[
\ddot{q} = S(q) \cdot \eta + \ddot{S}(q) \cdot \eta
\]
4.2 Dynamic model

In this section the dynamic model of the ROPOD will be presented. Using the model, one can compute the evolution of the system given the wheels’ torques inputs. To derive dynamic models for mobile robots two approaches are possible: the first one is the use of Newton-Euler equilibrium equations on the several bodies that constitute the robot, while the second involves the Lagrange equations, that derive the equations of motion from energy considerations. Here the second approach is followed. By definition the Lagrangian is:

\[ L = T - U \]

Where \( T \) is the kinetic energy of the system and \( U \) its potential energy. Since our robot is moving in a plane environment, \( U \) is constant and so neglected. The kinetic energy of the robot can be written using the state vector defined in the previous section as:

\[ T = \frac{1}{2} \dot{q}^T Q(q) \dot{q} \]

Where \( Q(q) \) is the mass matrix of the system. Since non-holonomic constraints are present a generalization of Lagrange equations has to be used[22]. The Lagrange equations are then:

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right)^T - \left( \frac{\partial L}{\partial q} \right)^T = C\tau + G(q)\lambda \]

From which derive:

\[ Q(q)\ddot{q} + f(q, \dot{q}) = C\tau + G(q)\lambda \]

Where \( C \) is a matrix that relates the input of the system, in this case each wheel’s motor, to the generalized work on \( q \) degrees of freedom, \( G(q) \) is the transpose of the kinematic constraints matrix, and \( \lambda \) is a vector of unknown lagrangian multipliers. The physical meaning of the term \( G(q)\lambda \) is a set of generalized forces that enforces the non-holonomic constraints. To delete the unknown lagrangian multipliers from the equations it is possible to transform the equations using the kinematic model previously derived, and pre-multiplying both side for the transpose of the kinematic model it follows:

\[ S(q)^T Q(q) S(q) \ddot{\eta} + S(q)^T Q(q) S(q) \eta + S(q)^T f(q, \dot{q}) = S^T C\tau + S^T G(q)\lambda \]

Noticing that for the nonslip conditions to be verified it holds, for every \( \dot{q} \):

\[ S(q)^T \dot{\eta} = 0 \]

And using the kinematic model we get, for every \( \eta \):

\[ G(q)^T S(q) \eta = 0 \]

Then the lagrangian multipliers term can be erased and the dynamic model becomes:

\[ M(q)\ddot{\eta} + o(q, \dot{q}) = S(q)^T C\tau \]
4.3 Energy consumption model

In order to evaluate energy consumption and also to be energy efficient using MPC, a model of the energy consumption of the ROPOD will be here derived.

A first approach to derive such model could have been the use of dynamic and kinematic models above obtained to compute the velocity and the torque of each actuated wheel starting from the trajectory of the chassis, and then apply the same model used for the 1D case, however this turned out to be not viable. In fact, considering those two models one can observe that, while it is possible to solve the inverse kinematics, since \( S(q) \) is already an inverse kinematic model that relates the input generalized velocities to the state vector \( q \), the same it’s not possible for the dynamic model. Examining the model terms dimension it turns out that \( S(q)^T C \) is a \( 15 \times 3 \) matrix, meaning that the reduced dynamical model is over-actuated. Being so, there exists infinite possible pseudo-inverse matrices, and there is no reason one of them should be the one gives us the torques that are really applied to the system. A way to deal with this problem would be to model also the control system of the robot: then starting from the chassis trajectory it would be possible to compute the velocity references for the control system, whose output are torques that act on the system, but since our motion planner is meant to run online such model is believed to become too complex and to require too much computing time.

Another way is to change method completely and to use, instead of a first principles model, an identified one. These models are usually much simpler and they’re easier to derive too but it is mandatory to identify what are the key phenomena in the process to model, thus requiring experience in that particular field of application. This is a popular approach in electric cars field [23] [24], since cars are systems that would be way too complex to model otherwise. Using this approach the energy consumed is equal to:

\[
E = \int Fv dt
\]

Being \( F \) the force applied to the center of mass of the car and \( v \) its speed. While the speed is easy to measure, the force acting on the center of mass is estimated as the sum of several terms, usually the inertia forces, the rolling resistance, the aerodynamic resistance and the force due to the slope of the ground are considered. Since the robot is supposed to be moving in a plane and velocities are very low compared to what is normal for a car, both aerodynamic resistance and gravity force can be neglected. The remaining terms can be modeled as follows:

\[
F_r = \zeta m \\
F_i = \gamma ma
\]

Where \( m \) is the overall mass of the robot, \( a \) its acceleration and \( \zeta \) and \( \gamma \) are parameters to tune through comparison with experimental data. The power consumed at each time instant will then be:

\[
P_b = \begin{cases} (F_r + F_i)v & \text{if } (F_r + F_i)v > 0 \\ \eta(F_r + F_i)v & \text{if } (F_r + F_i)v < 0 \end{cases}
\]

Given its simplicity this kind of model is well suited for online applications and so this was the chosen approach for the simulations.
4.4 2D environment navigation

In this section, starting from the formulations for the 1D problem, approaches for moving in a 2-D environment with obstacles are proposed. Also capabilities that are needed for real world applications, such as obstacle avoidance, are included and their capability of navigating complex worlds are investigated.

4.4.1 Obstacle avoidance

Obstacle avoidance is the capability of a robot of avoiding obstacles while reaching its target and it is a key aspect of every navigation scheme that has to be applied in a real scenario.

There are several ways obstacle avoidance can be performed, for example the VIFP motion planner [5] computes a polar histogram that tells the density of obstacles surrounding it and then steers the robot towards the direction less obstacles.

The DWA [6] motion planner uses a different approach. In this method a factor that accounts for the distance between the robot and its closest obstacle is added to the cost function that will be minimized. This way proved to be effective, however several shortcomings are present. For example, since the distance from the obstacle is maximized, in the surroundings of an obstacle the robot is pushed away from it. This can result in unnecessary oscillations and can prevent the robot from been able to go through paths between obstacles that are close to the robot dimensions. Also computing the distance between the robot and an obstacle can be very difficult for complex geometries. For these reasons they are usually simplified, but simplified shapes, like circles, can result in bigger space occupied than the real shape would.

For these reasons a different approach is tried in this thesis. This approach consists of using MPC predictions of the future to check, when evaluating a trajectory, whether a collision will happen in the future and to discard the trajectory under evaluation in case. To check if a collision occurred the robot real shape is discretized using a polygonal mesh. Then, using a grid map that in real applications will be estimated using the robot sensors, the coordinates of every node of the mesh are checked as part of an obstacle or not, if any positive match is found a collision with an obstacle is detected. To discard a trajectory, a penalty is given to its cost function, high enough to be sure it is not chosen. One advantage of this method is that complex shaped robots can be treated simply without requiring simplifying hypothesis, like considering a circle that includes the robot as its shape for collision check. Also, since no repulsion from obstacles is present, also very narrow paths should be available. One obvious disadvantage is its high computational cost, that increases the finer is the mesh to approximate the robot.

4.4.2 Direct formulation

In this formulation the decision variable to optimize at each step will be the acceleration at each time sample along the x and y axis of the robot. Since the robot is holonomic the orientation in the plane is not as important as it would be for a differential drive robot or another non-holonomic platform. In fact for these two the directions of motion available depend on the current orientation of the robot, while for an holonomic one every direction is available in every configuration. For this reason from now on the robot orientation is considered to remain constant, however formulations that include also commands on the orientation can be easily derived from the ones presented here.

The cost function that will be optimized is structured as follows:
\[ J = J_1 + J_2 \]

\[ J_1 = \sum_{k=1}^{S} [C_1 P_\ell(k) dt + C_2 \|P(k) - P_0\| + C_3 \dot{P}(k)^2 + \sigma_{obs} + \sigma_{speed}] \]

\[ J_2 = \sum_{k=S+1}^{N} [C_4 (P(k) - P_0)^2 + \sigma_{obs} + \sigma_{speed}] \]

As can be seen, \( J_1 \) is the sum of five terms. The first is the instantaneous power consumed, or restored if breaking, at the \( k \)-th time sample times an arbitrary weight \( C_1 \), the second term is the euclidian distance between \( P \), the actual robot position, and \( P_0 \), the goal position weighted using the \( C_2 \) constant, the third one is the squared acceleration of the robot with his weight \( C_3 \), similarly to the second formulation of the 1D case. The last two terms enhance obstacle avoidance using the approach described in the previous section and set a soft constraint on the maximum speed of the robot. The second part of the cost function, \( J_2 \), is used to try to enforce the arrival time, giving up on the energy efficiency terms and having a driving term with a different weight, \( C_4 \) and the terms dealing with maximum speed and the obstacles.

Examining the navigation capabilities of this formulation in avoiding obstacles, it can be noticed that they are very limited. In fact looking at the simulation results in Fig. 4.4, it can be seen that the robot moves only along the shortest path that connects the starting and goal positions. For this reason, if an obstacle is in front of it, it does not hit but is not able to circumvent it in a reasonable amount of time. Instead, the robot moves towards the goal and stops as it path is blocked. Since such a limitation to the planner capabilities is reputed inadmissible, as it would required targets reachable with straight paths free of obstacles to be computed in advance to work well, another formulation is proposed to try to overcome these limitations.

### 4.4.3 Two-directions formulation

This formulation differs from all previous ones due to the fact that the cost function will no longer be one but two and at each step only one of them will be optimized. The two cost functions will be:

\[ J_x = J_{1x} + J_{2x} \]

\[ J_{1x} = \sum_{k=1}^{S} [C_{1x} P(k) dt + C_{2x} (x(k) - x_o)^2 + C_{3x} \dot{x}(k)^2 + \sigma_{obs}] \]

\[ J_{2x} = \sum_{m=S+1}^{N} [C_{4x} (x(k) - x_o)^2 + \sigma_{obs}] \]

And:

\[ J_{y} = J_{1y} + J_{2y} \]

\[ J_{1y} = \sum_{k=1}^{S} [C_{1y} P(k) dt + C_{2y} (y(k) - y_o)^2 + C_{3y} \dot{y}(k)^2 + \sigma_{obs}] \]

\[ J_{2y} = \sum_{m=S+1}^{N} [C_{4y} (y(k) - y_o)^2 + \sigma_{obs}] \]
Figure 4.4: In this figures the navigation capabilities of formulation n.1 are shown, every picture is a frame at a different time of the simulation. The robot starts from its position but it’s not able to overcome the obstacle in front of it.
\[ J_y = J_{1y} + J_{2y} \]

\[ J_{1y} = \sum_{k=1}^{S} \left[ C_{1y} P(k) dt + C_{2y} (y(k) - y_o)^2 + C_{3y} \ddot{y}(k)^2 + \sigma_{obs} \right] \]

\[ J_{2y} = \sum_{m=S+1}^{N} \left[ C_{4y} (y(k) - y_o)^2 + \sigma_{obs} \right] \]

Looking at the two cost functions they have similar structure, and they are similar to the formulation proposed in section 3.3.2. Each of the two only tries to minimize the distance between the robot and the target in one direction, instead of using the euclidean distance and they use the acceleration in the direction they are minimizing the distance as decision variable, because at the end of section 3.3.3 it was found that this kind of formulation is more suited for online applications. At each time step one of the two is optimized, using the output of the previous optimization to know the acceleration in the other direction, to compute the evolution of the system, and the output to the system is the composition of the first term of each sequence. At the next time step the function to optimize is switched, so that one time is optimized along the x direction of the robot and the next one along the y direction of the robot, these directions being chosen while deriving the kinematic model of the ROPOD. The effect of each term of the cost functions is similar to the 1D case and also in this case an increase in the \( C_1 \) coefficients can lead to more energy-saving trajectories as can be seen in Fig 4.5.

Repeating a simulation similar to the one done for the previous formulation it can be seen in Fig 4.6 that the obstacle is successfully overcome.

Considering that the cost functions that are used, further considerations on the ability of the motion planner of circumventing obstacles can be made. In fact, since the driving term tries to minimize the distance from the target along one specific direction, it’s easy to see that the algorithm will easily overcome all those obstacles that doesn’t require that distance to increase. For example squares will be always overtook if the target projection, along the directions in which the optimization is done, is outside the square’s sides. Also circles will be surpassed if the target is outside the circumscribed square and the same condition as before is matched. Another limit to the navigation capabilities of this formulation is that the directions over which the optimization takes places are arbitrary, since they are referred to the robot and not to the environment surrounding the robot. Another possible way of fixing them could make use of the position of the target, equally spacing the angles between these directions and the direction that points towards the target, however it doesn’t guarantee better performances. In the end, considering that the planner takes into account only a short time horizon in the future and the possibility for the robot to end up stuck somewhere, it is clear that the proposed motion planner is a local one. For general shapes and complex environments there is no guarantee of reaching the goal so additional components are required to find the path in case the robot is stuck, so that an hybrid planner could be made, composed of the local MPC planner and an higher-level one. One possible addition is a probabilistic planner, from the RRT [4] family, that finds a sequence of sub-goals capable of leading the robot to its target. In case the computing cost and the resulting random path are not acceptable other ways are available, for example a sub-goal can be computed directly looking at the shape of the obstacle in front of the robot, at the price of sacrificing the completeness of the addition. To conclude the presence of a moving obstacle near the robot was considered. In Fig. 4.7 one can see that the robot, instead of going straight to the target deviates to avoid a moving obstacle. This result was obtained using the same strategy used for fixed obstacles with only one difference. The obstacle avoidance formulation
Figure 4.5: Effect of increasing the $C_1$ value in the two directions formulation. The other parameters of the simulation were: $C_1=10, C_3=0, C_4=100, \epsilon=0.8, dt=0.2$ and $N=20$
Figure 4.6: In this figures the navigation capabilities of formulation n.2 are shown, every picture is a frame at a different time of the simulation. The robot starts from its position and it’s able to overcome the obstacle in front of it.
that was used in this work is based on the capability of the MPC of predicting where the robot will be in the future. The position of the robot can be evaluated using the models derived and the fixed obstacles are fixed in the space but the moving obstacles change their pose. In order to be more effective the planner has to know where these obstacles will be, otherwise it may discard trajectories that are actually safe and choose others that in the future will prove to have worst performances. To have a good estimation of the future of the moving obstacles proper models should be used. In this case the obstacle was supposed to keep its velocity constant. Another important factor is that, in order to be able to react to the moving obstacles in case their movements differs from the precision, a reasonably high sampling frequency for the motion planning has to be guaranteed. The threshold depends on the application, particularly on the velocities of the robot and the obstacles and on the degree of uncertainty of the model used to predict the obstacles trajectories.
Figure 4.7: In this figure, one can see the robot deviating from the straight path that links it to the target to avoid a moving obstacle.
Chapter 5

Experimental results

In this chapter the experiments carried out to prove the effectiveness of the 1D motion planning scheme proposed in section 3.3.2 are described and the outcomes are commented.

Firstly a description of the robotic platform used, the PICO robot, is presented from both a kinematic and a control point of view. Then energy consumption model proposed in the 2D case will be adapted to the robot, the parameters of the model will be tuned so that they can be used in the motion planner. Lastly the obtained experimental results will be shown and commented.

5.1 The PICO robot

Since by the time of the conclusion of the present work the ROPOD robot was not ready for testing, another omni-directional robotic platform, the PICO robot, was used during the experimental tests. A picture of the robot can be seen in Fig. 5.1.

![Figure 5.1: The PICO robot](28)

The kinematic structure of the robot is composed of 3 actuated Omni wheels equally spaced along the perimeter, an example of which can be seen in fig. 5.2. This type of wheel is made of a wheel at the perimeter of which a large number of small rollers is disposed with their rotation axes perpendicular to the axis of the wheel. This structure, although less robust than a conventional
wheel, is allowed to move along the wheel axis, thanks to the rollers. As a result they do not create any non-holonomic constraint on the robotic platform, so that it is omni-directional, just as the ROPOD platform was meant to be.

From the control point of view there are several layers. In order to better understand the composition of the control part of the PICO robot, let’s refer to fig. 5.3, where a scheme of the control architecture of the PICO robot is presented.

At the lower level we can see that each wheel is actuated by an electric motor, that is controlled at low-level by an Arduino micro-controller. This controller receives velocity commands for the whole robot from the higher level of control listening to the proper ROS topic, solves the inverse kinematic problem so that the required speed of the robot is converted into references for each wheel and then uses a close loop controller for each motor, closing the loop using the encoders that are present on the wheels.

At a higher level there is the motion planner, that acquires information using the sensors and sends velocity commands to the robot. During the testing the motion planner will be the motion planner proposed in section 3.3.2, with the two main differences. The first is the energy consumption model used to predict the energy consumed to go along a trajectory, that will be presented in the next section, as in this case this model has to relay on the sensors’ information. The second difference is that in this case the command send to the robot will no longer be the first acceleration of the optimized trajectory but instead the velocity at the next time instant, as this control architecture is so that only velocity commands are available. In order to function
properly the motion planner will need to acquire information to use for the planning, so it will need to communicate with the robot's sensors and the Arduino controller.

The linking between the lower level controller and the higher level sensors and modules, such as the motion planner, is done via the robot operating system (ROS). This software, that runs on a UNIX system, provides a unified protocol for communication between the parts of the robot and it is structured as follows: every component is seen as a node of a network, at the top level of which there is the ROS master node that coordinates them all, and can exchange information with the other modules. The communication is done using messages that are published on specific topics. Each topic has one module that is the publisher, the node that sends the information, and can have several subscribers, that are the nodes that receive the information. A list of all valid topics of a ROS network, each with a unique name to identify it, is kept by the ROS master node, along with the structure of the message of each topic. The advantages of such a solution is that being an open-source platform is free to use and that a vast number of packages for different purposes are already available and ready-to-use. Also since the only communication is done via messages the different models can be written in different languages.

In the PICO robot ROS network several topics were present, for example those where the high level sensors, like the camera on top of the robot and the laser sensors mounted in the front part of the robot published their information. Only a few of these topics were actually used during the testing and they link the top level of the control architecture, the motion planner, to the Arduino controller. These topics can be seen the scheme of fig. 5.3. We have two topics published from the Arduino controller, that are the topic for the measurement of the currents in the motors and the topic that contains the actual position of the robot, computed solving the direct kinematic problem using the encoders' readings. Then there is the topic that is published from the motion planning node, that is listened from the Arduino controller, containing the speed required of the robot at every instant.

Given this control structure, that relays on a ROS network, the motion planner proposed in section 3.3.2 had to be converted into a ROS node to function properly and this was done using the MATLAB robotics toolbox.

5.2 Energy consumption models

In order to try to minimize the energy consumed along a trajectory and also to compute the effective energy consumption of the robot while not having access to the battery, proper energy consumption models are needed. In this experimental part two models were used.

The first one was used for estimating the energy consumption during the trajectory optimization from the MPC motion planner and it is analogous to the one proposed in section 4.3:

\[ E = \int (F_r + F_i)vdt \]

\[ F_r = \beta \]

\[ F_i = ma \]

where \( E \) is the energy consumed, \( m \) is the mass of the robot, \( v \) is its speed, \( a \) its acceleration, and \( \beta \) a parameter that needs to be tuned.

The second one was used to tune the parameters of the first model and to compute the effective energy consumption of the robot while post-processing the acquired data. In this model we use the data acquired from the current sensors of the motors. Given the current \( i \) in a DC motor in fact the torque \( T \) exerted can be written as:

\[ E = \int (F_r + F_i)vdt \]

\[ F_r = \beta \]

\[ F_i = ma \]
Table 5.1: Least square regression results for $\beta$ estimation

<table>
<thead>
<tr>
<th>Robot constant speed [m/s]</th>
<th>Slope [J/s]</th>
<th>$\beta$ [N]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.42</td>
<td>14.2</td>
</tr>
<tr>
<td>0.15</td>
<td>2.08</td>
<td>13.9</td>
</tr>
<tr>
<td>0.2</td>
<td>2.94</td>
<td>14.7</td>
</tr>
</tbody>
</table>


$T = \tau K_t \ i$

where $\tau$ is the reduction gear ratio and $K_t$ is the torque constant of the motor. Both these parameters can be found in the motor’s datasheet. Knowing the torque exerted from each wheel, the wheel’s radius and their orientation with respect to the direction of motion it is possible to compute the total force actuating the robot in the direction of motion, that is the $X_r$ direction in fig. 5.3, as:

$$F_i = 2 \sin \left( \frac{\pi}{6} \frac{T}{r} \right)$$

That is the double of the force exerted on the ground from one wheel as there are two wheels that contribute to move the robot in the $X_r$ direction, and they are symmetric with respect to the $X_r$ axis.

The consumed energy for this second model can be written as:

$$E = \int F_i v dt$$

In order to tune the parameter $\beta$ of the first model several constant speed tests were conducted so that the inertial forces could be neglected. The readings of the current sensors, that were published from the Arduino controller on a specific topic, and the consumed energy computed using the second energy consumption model for each test can be seen in 5.4.

Using these measurements it is possible to estimate the parameter $\beta$ of the first model. Due to the fact that the noise in the current measures appears to be relevant the fitting was done using the energy values in the constant speed part of the of the tests. For each test a least-square regression was made using a linear model to fit the data. The results of the regressions can be seen in table. Out of the three values a medium of $\beta$ equal to 14.3 N will be used in the motion planner.

5.3 Results

Using the motion planner described in section 3.3.2 and the first energy consumption model presented in the previous section to estimate online the energy consumption along a trajectory, several one-dimensional tests on the PICO robot were carried out, where the PICO was asked to reach the target starting from a standing status. Among the tests the weight of the different parts of the cost function was changed, so that the effects of each term could be seen. During each test the outcomes of the currents topic and of the position topic were recorded, listening to
Figure 5.4: In these figures the results of the tests for tuning the $\beta$ parameter of the first model are shown.
the proper ROS topics, in different ROS bags, from which the data could be then retrieved and post-processed.

In fig 5.5 a summary of the recorded data can be seen. As it can be seen four tests are present, all of them having the same time step and length of the prediction horizon, as well as the same weight for the term driving the robot towards its goal. Also the goal is obviously the same and so it is the set end time. What changes among the tests shown is the weight given to the parts of the cost function dealing with the energy consumption, weighted using the constant C1, and with the acceleration of the robot, weighed using the constant C3. An higher value of the constants means a greater importance of that parts in the total cost function. Looking at the position vs time plots it is possible to see that at the beginning of the test the behavior is almost the same for the different cases, while close to the end the evolution in time changes for the different cases. This can be explained if we consider that the total cost function to minimize is the sum of different terms, one of them being proportional to the squared distance from the target. It appears clear then, that at the beginning this part of the cost function is so much more important of the others two that the optimal trajectory minimizes this term first, while when the robot is closer to the final position this term is lower so that the difference in the other two terms can lead to different evolutions of the system. It can also be seen that an increase in the parts of the cost function accounting for the energy consumption gives as a result an increase in the arrival time of the robot, which looks reasonable and it is expected to lead to lower energy consumption.

In order to use the collected data and the second energy consumption model of the previous section to evaluate the energy consumed from the robot during the different tests the velocity profile of the robot, that couldn’t be measured during the tests, needs to be estimated. In order to do so a direct numerical derivation of the position profile is not possible, because the position profile is made of several constant parts arranged as a stair, so a numerical differentiation would lead to a zero valued velocity profile with a spike every time the position value is updated. For this reason the position profile is first transformed into a linear interpolated one, and in order not to over-estimate or under-estimate the position the medium point of each constant step are chosen as interpolation points, and then, since the update rate in the position data is at a different step from the current profile the obtained linear interpolated position profile is sampled at the correct time step. This sampled profile is then numerically derived to obtain the velocity profile, that will be composed of constant steps since the interpolation of the position data was

Figure 5.5: Currents and position of the PICO robot vs time during different tests
linear. Using this velocity profile the energy consumption for each test can be computed, and the results of these operations can be seen in fig 5.6, where the obtained velocity and energy consumption profiles of the different tests are shown.

![Velocity profile - experimental results](a)

![Energy consumed - experimental results](b)

Figure 5.6: Velocity and energy consumed of the PICO robot vs time during different tests

As it can be seen the behavior of the energy consumption is somewhat similar to the one of the position, in the sense that at the beginning the effect of the terms of the cost function dealing with energy consumption is negligible and the evolution is very similar for the different cases, while towards the end their presence can be clearly seen and as expected the test where no energy consumption at all was considered, so both C1 and C3 equal to zero, consumes more energy than the other cases.
Chapter 6

Conclusions and future work

In this thesis, starting from the need of the ROPOD robot for energy efficiency, a motion planner capable of satisfying this requisite has been developed, while dealing on several constraints, that vary from the arrival time on the target to the presence of obstacles surrounding the robot.

The chosen approach was the use of model predictive control for trajectories generation, as this method allows to optimize a cost function to derive the present action of the robot, and so, given an estimation of the energy consumption computed using a suitable model, it is possible to reduce it.

Firstly, a simple robot in a one-dimensional problem was considered to prove, through simulation, the viability of the method and to better understand the influence of the different factors, such as length of the time horizon, time step, numbers of iterations for the optimization. Several formulation of the problem were considered and compared.

Then the 2D problem of moving in a planar environment was considered. Kinematics and dynamics models of the ROPOD were derived to compute the evolution of the system. These models however turned out to be not well suited for the creation of an energy consumption model due to the fact that the system is over-actuated. For this reason an identified model was used to estimate energy consumption. During navigation in the environment, both fixed and moving obstacles surrounding the robot were taken into account, and the capability of the proposed formulations, that were based on the most suitable formulation of the 1D case, of the motion planner to reach the target were explored.

Finally, the proposed approach was tested using a real robot, the PICO robot, and the adaptation of the proposed approach to this robot as well as the obtained results were described.

As a result, it has been seen that the proposed approaches in the 1D case were able to drive the target at the desired location in a energy efficient way, at the price of a non-smooth profile as output of the planning phase. The reasons for this are several, the more important being not enough iterations in the optimization and the size of the time step. Also careful balancing between the different costs of the cost functions was needed, and there is no guarantee about good performances in every situation, given a set of parameters for the cost function.

In the 2D case, the second proposed formulation showed it can increase energy efficiency, however it inherits the disadvantages that were already present in the 1D case. On the front of the obstacle avoidance the proposed approach proved to be able to overcome some obstacles but to end up stuck if to circumvent them it was needed to increase the distance between the robot and the obstacle. Several ways to avoid it were proposed, and it become clear that to navigate more complex environment a coupling with higher level algorithms is required using the cost function formulations proposed.
Lastly, using the results of the tests on the PICO robot it was shown that an increase in the energy-accounting terms of the cost function can result in a decrease of the energy consumed.

One key aspect that hasn't been sufficiently explored and that should be part of the future work to improve what was done here is to lower the computing time needed to run the optimization. This is very important because to run online in the real world the frequency of the motion planner should be high enough to avoid moving obstacles, and also a lower time step allows better results. One way to significantly reduce the computing time required is the translation of the motion planner from the Matlab language used in this work to a faster one, like C.

Another aspect that would required further work is the experimental part, as only the one dimensional part was tested, so the 2D case both without and with obstacles around the robot is yet to be tested. Also it would be important to conduct these tests on the actual ROPOD for which the motion planning schemes proposed in this thesis were developed.
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