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Abstract

In recent years, hybrid rocket engines have played an increasingly important
role in space propulsion, thanks to their operational safety and unique functional
characteristics. Their restart capability, thrust modulation, structural simplicity,
low cost, and flexibility in propellant selection are particularly noteworthy.

This makes them suitable for a wide range of applications, such as primary
propulsion for launchers, upper stage propulsion and space transportation. In addi-
tion, the growing focus on reducing development costs, environmental sustainability,
and propulsion system reliability has increased interest in this type of engine.

However, they have some limitations, in particular low regression rates and
mixing problems, which can lead to incomplete combustion, reduce engine efficiency,
and make accurate performance prediction difficult.

To address these issues, numerical modeling and CFD simulations are essential
tools, capable of describing combustion and grain regression phenomena in greater
detail than empirical models alone.

In this context, this work focuses on the study conducted by Prof. M. Arif
Karabeyoglu on a hybrid rocket engine using high-density polyethylene (HDPE) as
fuel and gaseous oxygen as oxidizer. The objective is to analyze the fluid-dynamic
and chemical behavior inside the combustion chamber and to evaluate the engine’s
performance through a numerical approach.
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Chapter 1

Introduction

Propulsion, understood as the generation of thrust, is based on the principle of
action and reaction. In general, propulsion systems can be divided into two broad
categories:

e Reciprocating engines, in which thrust is obtained by converting the mechanical
power produced by a crankshaft, as in the case of piston engines coupled to
propellers.

o Jet propulsion, which generates thrust by expelling mass at high speed, thus
producing a reaction force. This category includes turbofan, turbojet, and
rocket engines.

Jet propulsion can be further classified into:

o Duct propulsion, which uses atmospheric air as an oxidizer (e.g., turbojets,
turbofans, ramjets, and scramjets).

e Rocket propulsion, which uses propellants stored on board, making the system
independent of the external environment.

1.1 Types of Rocket Propulsion

The energy sources used to generate thrust can be of different types. Propulsion
can be based on chemical reactions, obtained by combining a fuel with an oxidizer,
on the use of solar radiation, or on nuclear processes.

Based on their operating principle, propulsion systems can be classified into
three macro-categories, described in the following paragraphs.

1
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1.1.1 Nuclear Propulsion

Nuclear propulsion uses energy in two ways:

o A nuclear generator produces electricity, which is then used in an electric
propulsion system.

» Fission reactors are used to heat a gas, causing it to expand in a nozzle and
generate thrust.

These systems are generally lightweight and capable of taking off autonomously,
as they can generate thrust equal to 3-4 times their own weight. However, their
performance is limited by the maximum temperature of the gases that the engine
structure can withstand. Furthermore, the exhaust gases are radioactive, making it
impossible to use such engines during the ascent phase in the Earth’s atmosphere.

1.1.2 Electric Propulsion

Electric propulsion uses electrical energy to accelerate a propellant, achieving high
exhaust velocities with relatively low thrust. The main modes of operation can be
divided into three categories:

» heating the gas using an electrical resistance, then expanding it through the
nozzle (electrothermal propulsion);

o accelerating particles using electric fields (electrostatic propulsion);

» exploiting forces generated by the interaction between electric and magnetic
fields (electromagnetic propulsion).

The main strength of this technology is its high versatility: with the same
available electrical power P,, a reduction in thrust 7' or propellant mass flow rate
m,, allows higher specific impulse values to be obtained .

On the other hand, the unfavorable ratio between power required and thrust
generated prevents these systems from producing sufficient acceleration for takeoff
from Earth.
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1.1.3 Chemical Propulsion

In chemical propulsion, there are three main types of rockets:

o Liquid rocket engines, which can be single-propellant, dual-propellant, or,
more rarely, triple-propellant. In these systems, the propellants are stored in
liquid form and mixed in the combustion chamber.

e Solid rocket motors, in which the propellant is stored and consumed in solid
form.

o Hybrid rocket engines, in which the fuel is generally in solid form and the
oxidizer in liquid or gaseous form.

Liquid Rocket Engines

Combustion
chamber

Fuel Oxidiser Pumps Nozzle

Throat Exit - e

Figure 1.1: Schematic diagram of a liquid rocket engine [1]

These rockets use propellants stored in liquid form and introduced into the combus-
tion chamber at high pressures. This requires a feeding and pressurization system,
typically consisting of high-performance pumps or pressurized tanks.

The propellant is injected into the chamber through special injectors, where
it is mixed and ignited according to a specific oxidizer-fuel ratio. The hot gases
produced by combustion are then expanded in a convergent-divergent supersonic
nozzle, generating propulsive thrust.

One of the main features of this category of engines is the possibility of being
shut down and restarted several times, thanks to direct control over the injection of
propellants. However, the fuel system represents a significant portion of the overall
mass and introduces complex mechanical elements, resulting in increased weight
and reduced overall engine reliability.
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Solid Rocket Motors

Ignition charge Seal Nozzle

Casing Grain

Figure 1.2: Diagram of a solid rocket [1]

The term “motor” indicates that this propulsor cannot be throttled or adjusted
once ignited: combustion proceeds autonomously until the propellant is exhausted,
making it impossible to modulate the thrust or shut down the motor during
operation.

In this type of rocket, both the fuel and the oxidizer are stored inside the solid
grain; consequently, no external fuel supply or pressurization system is required.

The main operational risk is deflagration-to-detonation transition (DDT), i.e.,
the undesirable transition from subsonic combustion to a detonation wave, capable
of generating pressures that are destructive to the structure. A further danger is
the accidental ignition of the propellant, which can be triggered by impact, high
temperatures, or electrostatic stresses.

Hybrid Rocket Engines

Injector

Figure 1.3: Diagram of a hybrid rocket [1]

Hybrids generally use oxidizers in liquid or gaseous phase and fuel in solid phase.
The performance of this rocket is intermediate between the generally high per-
formance of liquids and that of solids. Compared to liquid propulsion, it is less
expensive and more reliable.
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1.2 Definition of Hybrid Engine Performance

The performance of a rocket can be evaluated using analytical approaches, numerical
models, or experimental tests. This performance can be classified into several
categories:

» real, obtained from tests under operating conditions;
e theoretical, derived from ideal models or simplified assumptions;

» under standard conditions, referring to conventional parameters established
for comparison between different configurations;

 minimum guaranteed, defined as design requirements that the system must
meet.

Regardless of the type, performance parameters must be consistent with mission
requirements and the expected flight profile.

It is also important to distinguish performance from its model representation:
performance is a defined physical quantity, while its estimation in a theoretical
context requires the adoption of a model that approximates its actual behavior.

Figure 1.4 shows a diagram of the thrust chamber.

Atmosphere (3) Converging nozzle section
p3 ; :
Diverging nozzle section
P Rkl —
gy — a2
e Chamber | e—— = Uy - :
—f—— p1 AL T v] Pr Ay p2.Ap, T

Figure 1.4: Thrust chamber

One of the fundamental parameters is thrust, defined as:

F = mwe + Ae(pe - pO)
5
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where 1 is the total mass flow rate at the outlet, w, is the outflow velocity, A, is
the outlet cross-sectional area, p,. is the static outlet pressure, and pg is the ambient
pressure.

Thrust generally varies over time due to fuel regression and changes in oxidizer
flow rate; for this reason, total impulse is introduced, which measures its overall
intensity over time:

iy
I = / F(t)dt
0

where t;, represents the combustion time.
Another widely used parameter is the specific impulse, which represents the
propulsive efficiency of the system. It is defined as:
F c
Isp pu— ; = —
mgo 9o
where gq is the acceleration due to gravity at sea level and c is the effective exhaust
velocity:

C= —
m

The latter represents the equivalent velocity that the exhaust gases should have,
under adapted nozzle conditions, to generate the measured thrust.
The average specific impulse can be derived from the total impulse:

I,

9o mp

IS;D, avg —

where m,, is the total mass of propellant consumed during combustion.
An equally important parameter is the characteristic velocity:

* Pe At

(1.1)

m
where p. is the average pressure in the combustion chamber and A; is the throat
area. It represents the thermochemical efficiency of the combustion process and
allows propellants or combustion models to be compared independently of the
nozzle geometry. High values of ¢* indicate more complete combustion and better
utilization of the available chemical energy.
The mixture ratio is an equally crucial design parameter, defined as:

mOiE

T'm = —
mpy
where 1,, and iy are the oxidizer and fuel flow rates, respectively. This ratio
affects the flame temperature, the composition of the products, and the overall
efficiency of the engine.
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Another important parameter is the thrust coefficient:

_F
pcAt

Cr

which takes into account the expansion of gases in the nozzle and is closely related
to the expansion ratio and the pressure ratio p/pe.
Finally, the combustion efficiency can be expressed as:

*

cezp

MNe = —
Ctheor

where ¢}, 1s the theoretical characteristic velocity obtained from thermochemical

analyses (e.g., with NASA CEA) and ¢}, is the experimental or numerical velocity.

This parameter measures how close the actual process is to the ideal conditions
of complete combustion.

1.3 Ideal Rocket Model

The performance definitions can be used within an ideal rocket model. With
appropriate assumptions, it is possible to apply the principles of thermodynamics
in a simplified form. The classic assumptions are:

» homogeneous flow in the combustion chamber, with uniform properties in
each section;

e chemical equilibrium in the combustion products;
« perfect gas with specific heat ratio v = const;

« adiabatic and isentropic expansion in the nozzle, without heat exchange
and without dissipation;

» absence of shock waves or discontinuities along the port and in the
nozzle;

« absence of boundary layer effects on the walls;
« one-dimensional flow inside the nozzle;
» predominantly axial velocity, neglecting radial and tangential components;

« steady state, with constant mass flow rate over time.



Chapter 2

Historical perspective of
hybrid propulsion

2.1 Introduction

Before going into detail, it is worth introducing the concept of the Hybrid Rocket
Engine (HRE).

A rocket engine is a propulsion system in which combustion occurs within a
closed chamber. The hot gases generated at high pressure are expanded through a
nozzle, producing thrust according to the principle of action and reaction.

Unlike liquid-propellant rocket engines, which employ both fuel and oxidizer in
liquid form, or solid-propellant rocket engines, where the propellants are pre-mixed
in a single grain, hybrid rocket engines use propellants in different physical states.

In the most common configuration, the fuel is solid while the oxidizer is in a
fluid phase (either liquid or gaseous), thus combining some of the main advantages
of both liquid and solid propulsion systems.

2.2 History

This chapter provides an overview of the historical development of hybrid rocket
engines, largely based on the discussion in Fundamentals of Hybrid Rocket Com-
bustion and Propulsion by Chiaverini and Kuo [2].

2.2.1 Origins (1930s—1960s)

The first developments in Hybrid Rocket Engine date back to the 1930s, in parallel
with the initial advances in liquid-propellant (LRE) and solid-propellant (SRE)
rocket engines. The latter were the first to be used, thanks in part to the long

8
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tradition associated with the use of gunpowder. However, they were soon abandoned
due to their dangerous nature: in 1933, for example, Reinhold Tiling, one of the
pioneers of rocketry, died along with three assistants following the explosion of
approximately 40 pounds of gunpowder during an experimental test.

During those same years, Robert Goddard, another key figure in the development
of propulsion, managed to reduce the risk of explosion by injecting small amounts of
gunpowder into a separate combustion chamber, in order to control the combustion
speed and prevent the entire fuel from being exposed to heat simultaneously. This
approach also allowed for control of the engine’s ignition and shutdown.

However, the inherent complexity of this system prompted Goddard to gradually
focus on liquid propulsion: in 1935, he succeeded in achieving a successful flight,
bringing a liquid-propellant rocket to an altitude of about 1.9 km.

The first documented attempt, considered a precursor to the hybrid rocket, is
attributed to Sergei P. and Mikhail K. Tikhonravov. The launch of GRID-09 on
August 17, 1933, involved a vehicle with a diameter of about 18 cm and a length
of 2.4 m; the engine delivered approximately 500 N for 15 s, allowing it to reach an
altitude of 1,500 m. Gelatinized gasoline (gasoline/rosin) suspended on a metal
mesh and pressurized liquid oxygen (LOX) were used as propellants.

In the following years, starting in 1937, other studies on hybrid engines emerged:
among these, at I.G. Farben, Leonid Andrussow, O. Lutz, and W. Noeggerath
tested a 10 kN hybrid engine powered by coal and nitrous oxide. The tests did not
produce the expected results due to the sublimation of coal, a phenomenon that
reduced the combustion rate.

A first significant attempt was made in the mid-1940s by the Pacific Rocket
Society. On that occasion, hybrid propulsion systems powered by liquid oxygen
(LOX) as an oxidizer and various solid fuels, including Douglas fir wood, wax with
carbon black additives, and rubber-based formulations, were tested.

Tests with fir wood-based propellants began in 1947. The initial configuration
(XDF-3) featured a Douglas fir nozzle impregnated with a solution of zinc and
ammonium chloride to improve its heat resistance. However, this solution proved
ineffective: low-pressure combustion destroyed the nozzle in about 15 seconds.
The next experiment (XDF-4) introduced an internal calcium sulfate coating, but
the engine failed just two seconds after ignition due to excessive thrust. It took
another 19 attempts to achieve a successful flight: in 1953, the XDF-23 rocket,
equipped with LOX and a rubber-based fuel and fitted with an aluminum alloy
nozzle, reached an altitude of just over 9 km.

Although no ballistic analysis was reported, a fundamental concept of hybrid
combustion was outlined during this period: the pressure in the combustion chamber
does not depend directly on the internal surface of the fuel exposed to the flame,
but is proportional to the flow of oxidizer. This feature eliminates the risk of
explosions due to the formation of cracks within the solid grain, as can occur in

9
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solid propellant engines.

One of the first analytical and experimental investigations on hybrid rocket
engines was carried out by George Moore and Kurt Berman at the General Electric
Company in Schenectady, New York, between the late 1940s and 1956. Their
research program was based on a hypergolic hybrid propulsion system that used
90% concentrated hydrogen peroxide as an oxidizer and polyethylene as fuel. The
peroxide was decomposed in a catalytic bed consisting of a silver screen, while
the solid fuel was configured in a tubular shape or according to a bar and tube

geometry. (Fig. 2.1).
12in. =30 in, ————
5in.
-

\\_\_\_\\\_\l\l\_ DN

| 0,
ALIMIITITINIMTITIhany

| l_?{/r 7777777

\Fuel tube

H,0, catalyst bed Fuel rod

Figure 2.1: Diagram of the hybrid engine tested by Moore and Berman at General
Electric. [2]

The purpose of this approach was to improve the performance of peroxide as a
monopropellant. The experimenters observed that, by adding a relatively small
amount of fuel (about 15% by mass compared to the propellant), the specific
impulse increased by 70%, from 136s to 230s. This increase was facilitated by
a slight extension of the combustion chamber between the catalytic bed and the
nozzle.

Over 300 tests were conducted, including about 100 with the bar and tube
configuration. From the experimental campaign, the authors drew the following
main conclusions: combustion developed uniformly along the engine axis; cracks
in the solid grain did not affect the combustion process; no starting difficulties
were detected; combustion was stable because the fuel surface acted as a flame
holder; flow restriction could be easily controlled by a single valve; finally, a high
liquid /solid ratio promoted more uniform combustion in the chamber.

On the other hand, the researchers noted that the intrinsic thermal instability
of peroxide was a problem and that it was difficult to modulate the combustion
rate. The authors’ observations were largely corroborated in subsequent years.

10
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In 1952, William Avery and colleagues at the Johns Hopkins University Applied
Physics Laboratory conducted tests on a “reverse” hybrid rocket propellant system.
The propellants included benzene and jet fuel (JP), with solid oxidizers such
as potassium perchlorate, ammonium nitrate, and ammonium perchlorate. The
authors focused on the ammonium nitrate system because it was probably the
cheapest option available, but the combination proved difficult to burn: the main
problems encountered were uneven combustion and rather poor performance. The
liquid/solid (oxidizer /fuel) ratio was approximately 0.035, which is about 200 times
lower than the values used by Moore and Berman.

Reverse hybrid versions were also studied by Thiokol and the United Technologies
Center (UTC) in the mid-1960s, using liquid hydrazine-based fuels and solid
oxidizers such as perchlorates or hydrazinium salts. The solid charges were pressed,
usually using a non-reactive fluorocarbon as a binder. However, these developments
were gradually abandoned due to suboptimal combustion behavior and limited
performance gains, which did not justify the complexities associated with pressing
and handling solid charges.

2.2.2 Technological Maturation (1960-1990)

In the mid-1960s, a series of studies sponsored by NASA began, aimed at developing
high-energy engines for space use. One of the concepts proposed was based on the
use of lithium, hydrogen, and fluorine. Thanks to the intrinsic flexibility of hybrid
propellants, lithium was incorporated into a grain of HTPB, while fluorine was
mixed with oxygen in a solution called FLOX, composed of approximately 70%
fluorine. This configuration optimized hydrocarbon combustion: oxygen reacted
with carbon to form carbon monoxide (CO), while fluorine combined with hydrogen
and lithium, ensuring high overall efficiency. The system achieved a specific impulse
efficiency of 93%, corresponding to approximately 380 s in a vacuum.

A second approach, also developed under a NASA contract, was based on a
combination of beryllium, oxygen, and hydrogen. In this case, the energy released
by the combustion of beryllium was used to heat hydrogen (Hs). The concept
involved incorporating beryllium into a low thermal conductivity binder, capable
of providing the fuel grain structure required for hybrid operation. The addition of
beryllium allowed for an increase in specific impulse of approximately 80%, equal
to 65 s compared to the reference systems.

During the same period, several European organizations also launched similar
programs. ONERA (Office National d’Etudes et de Recherches Aérospatiales) in
France and Volvo Flygmotor in Sweden developed sounding rockets based on hybrid
propulsion technology. ONERA focused its activities on a hypergolic rocket that
used nitric acid as an oxidizer and amines as fuel. Eight flights were carried out:
the first in April 1964, three in June 1965, and the last four in 1967, reaching
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a maximum altitude of 100 km. The Volvo Flygmotor group used a propellant
mixture similar to that of ONERA, but with Tagaform (polybutadiene with an
aromatic amine) as fuel. The experimental flight was carried out in 1969, reaching
an altitude of 80 km with a payload of 20 kg.

Meanwhile, the United Technologies Center (UTC), in collaboration with Beech
Aircraft, was developing a supersonic target drone called Sandpiper. The system
used MON-25 as an oxidizer (a mixture consisting of 25% nitric oxide and 75%
dinitrogen tetroxide, NoO,) and a fuel composed of polymethyl methacrylate
(PMM) and magnesium. Six flights were carried out in 1968, one of which achieved
a burn time of 300 s and a maximum altitude of 160 km.

The second iteration of the rocket, known as HAST, used an IRFNA-PB/PMM
propellant combination and allowed for a larger payload, as well as good thrust
control.

The next model, developed in the mid-1980s by the Chemical Systems Division
in collaboration with Teledyne Aircraft, used the same type of propellant as the
HAST.

In the following decade, the American Rocket Company (AMROC) developed
the largest hybrid rocket engine ever built at that time. Between 1980 and 1990,
several versions of the engine were produced: the first, tested at the Air Force
Phillips Laboratory, generated a thrust of approximately 312,000 N for 70 s, using
liquid oxygen (LOX) and polybutadiene with terminal hydroxyl radicals (HTPB)
as propellants. The second version, called the H-250F, achieved a thrust of over
1,000,000 N [3].

In 1982, Korey Kline of the Environmental Aeroscience Corporation (eAc)
conducted the first test of a hybrid engine powered by gaseous oxygen and rubber
at Lucerne Dry Lake in California. Kline and eAc later conducted the first hybrid
tests of the SpaceShipOne program, with positive results, at Mojave (California).

In 1994, the United States Air Force Academy (USAF Academy) launched a
hybrid sounding rocket that reached an altitude of approximately 5 km. The 6.4 m
long vehicle used HTPB and LOX as propellants, providing a maximum thrust of
4,400 N for a duration of 16 s.

2.2.3 Academic and Industrial Revival (1990—-2010)

Numerous universities have also contributed significantly to the development of
hybrid rockets. In particular, research conducted by the Space Propulsion Group
(SPG), led by Professor Arif Karabeyoglu at Stanford University, since 1999 has led
to the development of a new class of liquefying fuels, including paraffin, characterized
by high regression rates and excellent performance in terms of cost, availability,
and reduced environmental impact.

In parallel with the activities of the Space Propulsion Group, other research
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centers launched new development programs dedicated to hybrid propulsion systems,
with the aim of gaining a deeper understanding of their combustion and regression
mechanisms. In the United States, starting in the early 2000s, numerous tests
were conducted in collaboration between Stanford University and NASA Ames
Research Center as part of the HYDRA project, aimed at studying the use of
paraffin-based liquefying fuels and LOX/paraffin mixtures on a suborbital scale.
The experimental results confirmed the high regression rate and combustion stability
of these propellants, laying the foundation for their adoption in subsequent space
programs.

In Europe, during the same period, the HYFIRE program was launched at the
University of Stuttgart, funded by the German Aerospace Center (DLR). This
project focused on the experimental and numerical analysis of LOX/HTPB and
LOX /paraffin systems, with the aim of validating predictive models of regression
rate and heat transfer in the combustion chamber. The activities of the HYFIRE
project contributed significantly to the definition of experimental correlations that
are now widely used for the design and simulation of hybrid engines, consolidating
academic interest in this type of propulsion.

These results have renewed interest in hybrid rocket technology, paving the way
for innovative solutions and new-generation space applications.

2.2.4 Modern Era and Commercial Applications (2010—-to-
day)

Over the last two decades, interest in hybrid rocket engines has been gradually
revived thanks to advances in numerical modeling, the development of new fuels, and
increasing attention to safety and sustainability. Several companies and research
centers have undertaken the development of hybrid systems for suborbital or light
orbital missions, exploiting the potential of liquefying fuels and modern oxidizer
injection systems.

Among the most notable projects are Virgin Galactic’s hybrid engine, used
in the SpaceShipOne and SpaceShipTwo vehicles, powered by dinitrogen oxide
(N>0) and HTPB; the Nucleus program by the Norwegian company Nammo, which
demonstrated a LOX/paraffin propulsion system in flight in 2018; and the more
recent Hylmpulse SL1, developed in Germany, which uses the same propulsion
combination for small orbital launchers. Further contributions also come from
emerging companies such as Pythom Space, which develops reusable hybrid systems
for low-cost commercial missions.

These developments mark the transition of hybrid propulsion from a predomi-
nantly experimental technology to a concrete solution for operational applications,
thanks to its intrinsic safety, simplicity of construction, and thrust regulation
capabilities.
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In summary, the history of hybrid rocket engines shows a continuous evolution
from the pioneering concept of the 1930s to modern commercial systems. The
contemporary focus on cost reduction, reliability, and environmental compatibility
has brought this technology back to the forefront, and today it represents one of
the most promising alternatives for the propulsion of small space launchers.

14



Chapter 3

Fundamentals of Hybrid
Rocket Engine Operation

3.1 Introduction

In hybrid rocket engines, as in liquid, monopropellant, and solid rocket engines,
the energy required to produce thrust is obtained from the combustion of fuel
and oxidizer. In hybrid engines, the two propellants are stored separately and in
different phases: typically, the fuel is contained in a solid grain, while the oxidizer
is managed in a liquid or gaseous form.

The oxidizer is injected at the end of the grain, sometimes through a pre-
combustion chamber, which promotes its vaporization and facilitates its entry into
the combustion port. This configuration allows the oxidizer to be distributed evenly
along the port, improving combustion homogeneity and process stability.

The combustible gases resulting from the pyrolysis of the solid fuel react with
the oxidant along the port and complete combustion in the afterburner chamber.
The hot gases produced are then expelled through the nozzle, generating thrust
(Fig. 3.1).

Post-Combusfion Chamber .
N Igniter Iniect L
7 /— njecior Pressurization System
\ %o

l}‘-— Oxidizer Valve \—Oxidizar Tank

Pre-Combustion Chamber
Figure 3.1: Diagram of a hybrid rocket engine. [2]
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A key parameter influencing the design of solid grain and, consequently, the
overall performance of the hybrid engine is the fuel regression rate, defined as the
speed at which the solid material is converted into a gaseous phase.

In this type of rocket, combustion occurs mainly in the boundary layer that
forms on the surface of the fuel, where the fluid phase oxidant comes into contact
with the pyrolysis gases generated by the solid.

The term pyrolysis refers to the process of thermal decomposition of solid fuel,
during which a phase change occurs accompanied by chemical reactions of molecular
fragmentation, such as the breaking of polymer chains in the case of HDPE.

3.2 Advantages and Limitations

After analyzing the operating principle of hybrid propulsion, it is worth highlighting
the positive aspects that have favored its development and use in space.

Compared to liquid propulsion, hybrid engines are distinguished by their greater
operational safety. The separation of fuel and oxidizer significantly reduces the risk
of explosions or catastrophic failures, while the solid nature of the fuel simplifies
transport and storage operations.

Furthermore, the separation of the propellants makes the fuel grain inherently
safer, as any internal imperfections or fractures do not significantly compromise
the ballistics of the system. The resulting local increase in the combustion surface
area has no critical effect on the overall behavior of the engine.

Compared to liquid rockets, hybrids require a less complex fuel system, as
only one of the two propellants needs to be managed in fluid form. This leads
to an increase in overall reliability and a reduction in the weight and mechanical
complexity of the entire propulsion system.

The configuration of hybrid engines allows for a high degree of maneuverability
and effective thrust control: thrust intensity can be varied continuously simply by
modulating the oxidizer flow rate. This feature also allows for repeated start-ups
and shutdowns (restarts) and offers the possibility of aborting a mission without
destroying the propulsion system.

The presence of a solid phase allows the use of a wide range of additives, such as
metal particles or catalysts, which can improve the performance of the propellant.
In addition, the use of simple and readily available solid fuels helps to reduce
production costs and the environmental impact of the propulsion system.

In conclusion, the flexible design of hybrid rockets allows them to be used in
a wide range of missions: from launch boosters and upper stage propulsion to
precision thrust systems for attitude maneuvers and orbit maintenance.

However, despite its many advantages, hybrid propulsion still has some limita-
tions. These mainly include the low fuel regression rate, which is generally an order
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of magnitude lower than that of solid rockets. Consequently, in order to generate a
fuel flow rate sufficient to achieve the desired thrust, grain configurations with a
large combustion surface area must be used. Such geometries require larger cham-
bers, resulting in an unfavorable volumetric ratio. Nevertheless, the development
of advanced solid fuels and innovative oxidizer injection techniques is gradually
reducing this limitation.

Furthermore, due to the strong coupling between the oxidizer and fuel flow rates,
the mixing rate within the combustion chamber varies over time. This variation
is due to the progressive increase in the port area during grain regression, which
leads to greater production of combustible gases and changes the flow conditions.
This dynamic inevitably affects the stability and overall performance of the engine.

Finally, hybrid rocket engines have a different combustion process than liquid
and solid ones, in which the mixing of reactants is generally more efficient. In liquid
propellant engines, mixing occurs on a microscopic scale, typically on the order
of the size of atomized fuel droplets, while in solid engines, the fuel and oxidizer
are intimately mixed within the grain. In hybrid engines, on the other hand,
combustion occurs mainly in a macroscopic diffusion flame zone (not premixed),
a condition that limits the overall efficiency of the process and, consequently, the
performance of the engine.

3.2.1 Regression Rate

Stationary hybrid combustion can be interpreted as a turbulent diffusive flame
localized within the boundary layer that develops along the fuel wall. In this
configuration, the reaction zone is extremely thin compared to the thickness of
the boundary layer, since the characteristic times of chemical kinetics are much
shorter than the transport times dominated by diffusion and turbulent motion.
The assumption of an infinitely thin flame is therefore adequate to describe the
heat transfer to the fuel surface [4].
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Figure 3.2: Simplified model of the boundary layer [5]

The total heat flux reaching the surface consists of convective and radiative
contributions from the gas phase. Part of the incident heat is conducted into the
fuel, while the remaining fraction feeds the pyrolysis processes and the consequent
generation of gaseous products. Under steady-state conditions, the local energy
balance at the surface can be expressed as

oT N ayz . . . -SS .
k— + Z hz pDzmi + mbhs + Qrad,abs = mbhw + Gcond + qrad,em (31)
o = an

The conductive term in the solid, assuming a one-dimensional model in a
quasi-steady state, can be written as

T,
qiind = ksai = psf‘ CS(Tw - Tsi) = 1y, Cs(Tw - Tsi) (32)
n

The quantity myh, represents the enthalpy associated with the mass of fuel that
regresses, while the radiative contributions include the absorbed flux ¢yaq.ans and
the emitted flux

. 4
Grad,em = €w UTw

Introducing the effective heat of gasification,

hy = Ahy + cs(Ty — Tyy) (3.3)

which includes both the energy required to heat the fuel to surface temperature
and the heat required for pyrolysis processes, the energy balance can be rewritten
in the classic form:
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ot
P = Gcon Qrad (34)

pshy
The expression (3.4) shows that the regression rate is proportional to the net
heat flux incident on the surface and inversely proportional to the fuel density
and the effective gasification heat. The result coincides with Marxman’s classical

formulation for regression in hybrid engines and highlights the high sensitivity of
the model to pyrolysis heat values and the correct evaluation of heat fluxes.

3.3 Modeling of Pyrolysis and Combustion of
Solid Fuel (HDPE)

3.3.1 Physical Description of the Combustion Process

In the case of a GOX/HDPE hybrid rocket, the gaseous oxidant flows along the
grain port and develops a boundary layer of velocity, temperature, and composition.
Convective transfer, possibly supplemented by radiation from the flame, heats the
fuel wall until the thermal degradation of the polymer is activated.

The fuel does not change directly from solid to gas, but passes through two
distinct regions:

e a conduction zone, in which heat propagates in the solid mainly by conduction
along the surface normal;

o an extremely thin surface pyrolysis zone, in which the HDPE thermally
degrades, producing gas.

The temperature in the conduction zone rises until it reaches a range where
pyrolysis reactions become active. The gaseous products generated are expelled into
the main flow, generating blowing and surface regression. The rate of regression
depends on the balance between:

e convective and radiative heat flux to the surface,
o energy required to bring the fuel from Ty; to T,

« energy required for pyrolysis processes (pyrolysis heat).

Radiative contribution

The energy balance at the surface also includes the radiative contribution, expressed
as
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. . . 4
Qrad,abs — Qw Qrad, Grad,em = ngTw-

In the GOX/HDPE case, the radiative contribution is generally negligible
compared to the convective contribution, since the combustion environment is free
of particulates and highly radiative species. These conditions make the gaseous
medium essentially transparent, and the radiative flux is often one or more orders
of magnitude lower than the convective flux. Therefore, radiation can be treated
as a secondary correction, useful for refining the local prediction of the heat flux
but not decisive for the main regression mechanism.

3.3.2 Gas-Surface Interaction Model
HDPE combustion is represented by imposing a model on the fuel/gas boundary

that respects the mass, species, and energy balances.

Global Mass Balance

my = (pv)w = pst* (3.5)

where 1, is the total mass flux of pyrolysis products, p and v are the density
and normal velocity in the gas at the wall, while p, and 7 are the fuel density and
regression rate.

Species Mass Balance

Dy
Dim a_
p an

where D, is the species—mixture diffusion coefficient, y; is the mass fraction,
and w; is the surface production rate due to pyrolysis.

+w; = (pv)w Yi (36)

Energy Balance

oh

Defining the effective gasification heat

T
kO 4 ey (Grat — 0T2) = put <Ahp ol — Tsi)) (3.7)

hy, = Ahy, + co(T,, — Ty;)
the link between regression and net heat flux becomes

. Cjconv + Qrad,net
r=-——————-.
pshy
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3.3.3 HDPE Pyrolysis Model

The kinetics of HDPE pyrolysis are commonly described by a global reaction of
the virgin polymer into gaseous products, modeled with first-order kinetics. The
regression rate can be related to the surface temperature by

- E

= A (— “ ) 3.9

" AP ToRT, (39)

where A is the pre-exponential factor (m/s), E, is the activation energy, and

R is the gas constant. The parameters A and E, are obtained from experimental

curves 7(7T,,) in controlled pyrolysis configurations. Table 3.1 shows the values
adopted in Nasuti’s work [6].

Surface Reaction A [m/s]  E, [kJ/mol]
HDPE — C,H, 478 x10°  251.04

Table 3.1: Arrhenius parameters for HDPE pyrolysis reported by Nasuti [6].

3.3.4 Gas Phase Combustion Model

The pyrolysis products of HDPE, mainly ethylene, mix with the oxidant in the
port and chamber, generating gas phase combustion. Two main approaches are
possible:

e global models, with few steps and suitable for describing the macroscopic
evolution of the main species;

o detailed or skeletal mechanisms, with a greater number of species and reactions,
more suitable for capturing flame structures and low-temperature chemistry.

In this work, three chemical mechanisms for ethylene oxidation were used: the
detailed San Diego mechanism, Lu’s skeletal mechanism, and Chang’s reduced
mechanism, in order to evaluate the uncertainty introduced by the choice of chemical
model on thermo-fluid dynamic predictions.

3.4 Internal Ballistics

In hybrid engines, the fuel boundary layer, and therefore the regression rate,
strongly depends on pressure, oxidant flow, and grain geometry. Experimental data
show that the regression rate follows, in a first approximation, a power law with
respect to the oxidant flow of the type:
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_ n
r=aGy,

Figure 3.3 shows the trend of the regression rate as the oxidant flow rate varies.

For intermediate mass flows, the regression behavior is dominated by turbulent
heat transfer: in this regime, neither radiation nor chemical kinetics significantly
influence the regression.

At high flow rates, the effect of convection becomes predominant, while at too
low pressures the regression rate is limited by chemical kinetics. As the pressure
increases, the reactivity of the propellant increases, increasing the regression rate.

However, if the flow rate is low, turbulent convection is relatively weak and the
radiative contribution plays a dominant role.
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Figure 3.3: Regression rate dependence regime [2].

In addition to dependence on the oxidizing flow, the experimental data also
show a clear correlation with chamber pressure. In particular, at the same oxidizing
flow, an increase in pressure tends to increase the regression rate according to a
relationship of the type:

r=ap

where a is the empirical regression coefficient and n is the exponent describing
the sensitivity of the process to pressure. This dependence is linked to the increase
in gas density and heat transfer efficiency to the wall, as well as to the increase
in surface chemical reactivity. In general, an increase in pressure leads to more
intense combustion and a higher regression rate.

The diameter of the port area also has a significant effect on engine performance.
As pressure and internal diameter (pD) increase, the effect of radiation becomes
predominant at high flow rates.
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The term pD provides a measure of the optical density of the gas: when pD is
high, the gas emits thermal radiation more efficiently, resulting in an increase in
the regression rate.

Engine performance is also influenced by the amount of metal incorporated into
the fuel. The addition of metals can have a beneficial effect on performance by
increasing heat transfer, but at too low flow rates, combustion can become unstable
or unsustainable [2].

In the literature, for fuels such as HDPE and paraffin, the coefficient a typically
takes values between 10~* and 1073

(per unit consistent with the system adopted), while the exponent n generally
varies between 0.3 and 0.8, depending on the engine configuration and operating
conditions [7].

These ranges reflect the strong coupling between convective, diffusive, and
radiative phenomena in the hybrid combustion process.
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Chapter 4

Numerical and Geometric
Modeling

After describing the fundamental principles of hybrid combustion and the mecha-
nisms that regulate fuel regression, it is appropriate to introduce one of the most
significant contributions to the study of these phenomena: the work of Karabeyoglu
et al. (2001-2005) [7].

The research conducted at the Stanford University Space Propulsion Group
(SPG) represented a turning point in the study of liquefying fuels, such as paraffin,
which are characterized by a higher regression rate than traditional polymeric fuels,
such as HDPE.

In particular, Karabeyoglu developed a boundary layer flow model capable of
describing heat and mass transfer in the presence of a surface liquid film, introducing
a semi-analytical formulation for the fuel regression velocity and for the gas flow
structure above the grain surface.

This model is now a widely validated reference case, used to compare numerical
and experimental results obtained with different fuels and operating conditions.

In their work, Karabeyoglu et al. analyzed several cases of hybrid combustion,
varying the type of fuel and operating conditions to evaluate the influence of the
main parameters on the regression rate and flow pattern in the boundary layer.
Among the cases tested, Test 1 was examined in this study, in which the fuel used
was HDPE (High Density Polyethylene).

HDPE was chosen because its combustion follows pyrolysis and heat transfer
mechanisms that can be fully described by Karabeyoglu’s theoretical model, making
it an ideal case for numerical analysis of regression and the boundary layer.

Tables 4.1 and 4.2 show the main parameters of the case considered, which will
be analyzed in the following sections.

24



Numerical and Geometric Modeling

Ave.

Initial Oxidizer Final Regression Oxidizer Chamber
Test  Formulation Port ID  Flow Rate  Port ID O/F Rate Flux Pressure

(mm) (g/s) (mm) (mm/s) (g/cm? - 5) (atm)
1 HDPE 12.8 45.4 17.0 4.41 0.692 26.1 12.5
2 HDPE 17.0 45.3 20.1 4.87 0.522 16.8 11.8
3 HDPE 22.0 32.8 24.3 5.87 0.381 7.7 7.2
4 HDPE 12.8 32.9 16.2 3.79 0.568 19.9 9.6
5 Marcus 200 22.0 21.8 26.2 245 0.714 4.8 5.5
6 Marcus 200 22.1 43.9 27.8 3.23 0.945 9.9 11.5
7 Marcus 200 16.2 38.5 22.5 3.80 0.718 10.8 11.8
8 Marcus 200 15.7 41.0 24.3 2.70 1.428 13.1 10.6
9 PolyFlo 200 22.0 21.1 26.3 1.63 0.935 44 5.6
10 PolyFlo 200 22.0 39.9 30.4 1.70 1.400 74 10.3
11 PolyFlo 200 17.2 43.0 25.5 1.68 2.393 12.3 11.5
12 Paraf. FR4550 24.0 26.1 31.0 1.34 1.293 4.3 7.0
13 Paraf. FR4550 224 47.1 33.9 1.77 1.918 7.6 -
14 Paraf. FR4550 14.3 47.1 30.7 1.48 2.737 11.9 -

Table 4.1: Summary of motor test data (a).
rain . Nozzle
Test  Formulation Lcéngth Burr(lS)Tune Throat Diam. gﬁii\idg) Notes

(cm) (mm)
1 HDPE 30.48 3.0 9.78 30.9 Successful Test
2 HDPE 30.48 3.0 9.78 27.9 Successful Test
3 HDPE 30.48 3.0 9.53 17.6 Successful Test
4 HDPE 30.48 3.0 9.91 26.0 Successful Test
5 Marcus 200 17.15 3.0 9.65 26.6 Successful Test
6 Marcus 200 17.15 3.0 9.65 40.7 Successful Test
7 Marcus 200 17.15 3.0 9.65 53.3 Successful Test
8 Marcus 200 17.23 3.0 9.96 45.5 Successful Test
9 PolyFlo 200 17.02 3.0 9.53 38.6 Successful Test
10 PolyFlo 200 17.02 3.0 9.53 70.2 Successful Test
11 PolyFlo 200 17.22 3.0 9.14 76.8 Successful Test
12 Paraf. FR4550 17.10 3.0 9.14 58.4 Successful Test
13 Paraf. FR4550 17.10 3.0 9.14 79.9 Pressure Trans. Failure
14 Paraf. FR4550 17.10 3.0 9.14 95.5 Pressure Trans. Failure

Table 4.2: Summary of motor test data (b).
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4.1 Preliminary CEA (NASA) Analysis

Before proceeding with the numerical modeling of combustion, a preliminary
analysis was carried out using NASA’s Chemical Equilibrium with Applications
(CEA) software [8]. The objective was to estimate preliminary data on the reaction
between the fuel and the oxidizer, which would be useful as a reference for the
subsequent evaluation of the CFD results.

In particular, the equilibrium flame temperature, the characteristic velocity c*,
the density, and the composition of the combustion products were determined.

A rocket-type simulation was then started under conditions of chemical equi-
librium. The chamber pressure, propellant composition, and O/F mixture ratio
corresponding to case 1 in Table 4.1 were entered as input data.

The main results are shown in Table 4.3.

CHAMBER THROAT EXIT

p (bar) 12.666 7.3534  1.0132
T (K) 3499.68  3351.39  2894.01
p (kg/m?)  1.1146 0.68669  0.11574

Table 4.3: CEA analysis results

4.2 Definition of the Physical Domain

The HDPE grain in case 1 has a length of 30.48 cm, an initial port diameter of
12.8 mm, and a final diameter of 17 mm. To adapt the geometry of the numerical
model to the problem under consideration, we chose to assume an average value
for the port area calculated between the initial and final values. The average area
is therefore equal to:

Auyerage = 177.83 mm?

It was therefore necessary to model both the pre-combustion chamber and
the post-chamber in order to correctly reproduce the flow and mixing conditions
throughout the entire engine domain.

4.2.1 Mixing Chamber

Inside hybrid rockets, oxidizer and fuel are not premixed. During combustion, the
vaporized fuel detaches from the grain surface and mixes with the oxidizer coming
from the inlet.
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However, this mixing does not occur instantaneously: in fact, regions locally rich
in fuel or oxidizer may still be present at the end of the grain. For this reason, a
mixing chamber is introduced downstream of the grain, with the aim of prolonging
the residence time of the reactive gases and promoting the completion of mixing
and combustion.

This measure reduces the fraction of unburned species, improves flow uniformity,
and increases the overall efficiency and performance of the engine.

In order to estimate the volume of the mixing chamber, the characteristic length
L* was used, defined as:

L= 2o
Ay

In the absence of specific values in the literature for the GOX/CyH, system,
reference was made to the parameter relating to the LOX/RP-1 reaction, since
both systems involve the combustion of hydrocarbons in the presence of oxygen. A
characteristic length value of L* =1 m was therefore assumed [9].

This approach allows for a conservative estimate of the chamber volume, ensuring
an adequate residence time for the completion of the mixing and combustion
processes. However, the CFD analyses carried out a posteriori show that, for the
configuration under consideration, the flow does not develop complete recirculation
within the chamber; consequently, the volume adopted does not significantly
influence the solution.

We can therefore write:

. M pVe pVec LT
T T T m T pA, | RT A

With the results obtained from the simulation carried out using the CEA (Tab.
4.3) and those provided by Karabeyoglu (Tab. 4.1 and Tab. 4.2), it was possible
to determine the volume of the mixing chamber V, = 7.51 107° m.

The diameter was assumed to be:

Dyc=3D,, =45 mm

Subsequently, the convergent nozzle connection was designed following the
guidelines provided in the exercises of the course “Endoreattori” (Rockets), “Di-
mensionamento Ugelli” (Nozzle Sizing) by Prof. Filippo Masseni [10].

The profile was defined by imposing a regular curvature between the combustion
chamber and the throat, in order to ensure a gradual acceleration of the flow and
minimize losses due to possible boundary layer separation.

The divergent nozzle was then truncated shortly after the throat, limiting the
overall length to only the section necessary to ensure the correct initial expansion
of the flow.
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4.2.2 Pre-Chamber

The pre-chamber performs a fundamental function of stabilizing and preparing
the oxidizing flow before it comes into contact with the solid fuel inside the port.
In the absence of this component, the oxidizer would tend to distribute unevenly
along the grain, causing irregular combustion and a consequent reduction in overall
engine performance.

Furthermore, the volume of the pre-chamber allows for the damping of turbulence
and residual vortices coming from the injection system, promoting flame front
stability and a more uniform flow at the combustion chamber inlet.

Once the external diameter of the engine was determined, a ratio of L/D = 0.5
was adopted, as suggested in the literature [11], in order to obtain the overall length
of the chamber.

4.3 Mesh Generation

The domain was discretized using an axisymmetric 2D mesh generated in ANSY'S
Meshing.

A structured quadrilateral dominant grid was adopted, with a characteristic
length of 0.001 m, in order to accurately capture the main fluid dynamic phenomena
within the domain.

Particular attention was paid to refinement near the fuel surface and chamber
walls, where the velocity and temperature boundary layers develop. A growth
rate of 1.1 with 12 cell layers was used to ensure correct resolution of the viscous
sublayer.

The mesh check returns a Minimum Orthogonal Quality of 0.359 and a Mazimum
Aspect Ratio of 13.54.

Furthermore, the mesh consists of 10,231 cells, 20,905 faces, and 2,908 nodes,
for a total volume of 1.892 10~* m?3.

Figure 4.1: Mesh

Figure 4.1 shows the mesh obtained for the calculation domain.

4.4 Boundary Conditions

The domain is delimited by several boundary areas, which include the oxidizer
inlet, the fuel inlet, the outlet, the axis of symmetry, the engine wall, and the grain
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wall.

Each boundary was defined and modeled within ANSYS Fluent with the aim of
accurately describing the actual operating and geometric conditions of the rocket.

An operating condition of zero was set in order to work with absolute rather
than relative pressures.

The domain was defined as axisymmetric, assuming the y = 0 axis as the axis
of symmetry.

4.4.1 Wall

The Wall category includes the walls of the rocket and the side walls of the fuel
grain, as they do not participate directly in combustion.
This type of boundary condition requires:

e the no slip condition:

Uy = 0
o the impermeability condition:

Vy =0
o adiabaticity:

dr

b

dy

4.4.2 Oxidant Inlet (O,)

The oxidant inlet was modeled as a Mass flow inlet in order to directly impose the
desired mass flow rate.

The oxidant injection configuration was defined based on the approach adopted
in the literature [12], in particular for the choice of inlet diameter and the conditions
for introducing the gaseous oxygen flow.

The flow rate is:

Mee = 0.0454kg/s

A total temperature of 300 K was also imposed.
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Mass Flow Rate (kg/s) 0.0454
Supersonic/Initial Gauge Pressure (Pa) 101325

Turbulent Intensity (%) 5

Total Temperature (K) 300

Table 4.4: Boundary conditions O,

4.4.3 Fuel Inlet (CyH,)

The fuel inlet was modeled as Wall, since it was necessary to impose the heat flow
associated with the pyrolysis process of the solid fuel.

Consistent with the breaking of polymer chains and in accordance with the
findings of Prof. F. Nasuti [6], it was assumed that the only product of HDPE
pyrolysis is ethylene (CoHy).

Table 4.5 shows the thermophysical properties of HDPE used in the model:

Density ps Specific Heat ¢, Thermal Conductivity k; Heat of Pyrolysis Ah,,
kg/m? J/ (kg K) W/(m K) MJ/kg

960 1255.2 0.1549 2.72

Table 4.5: HDPE properties [6]

Starting from the fuel flow rate reported in Table 4.2,

my = 0.0103kg/s

a uniform mass flow was imposed over the entire fuel surface equal to:

Gy = % = 0.719 kg/(s - m?)
f

In accordance with the same work, a negative heat flux equal to:

-1 . mfAhp

Gehem = Ay = Gopern = s, 1.95 10° W/m?

representing the energy removed from the system by the pyrolysis process.
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Material HDPE
Species Mass Fraction / Mass Flux (kg/m?s)  0.719
Heat Flux (W/m?) -1.95 108

Table 4.6: Boundary conditions CoHy

4.4.4 Outlet

The outlet was treated as a Pressure outlet, imposing a static pressure of 11325 Pa,
in order to ensure the correct functioning of the nozzle in supercritical conditions.

The possibility of flow re-entry into the domain was also disabled in order to
avoid numerical instability and the formation of non-physical phenomena near the
outlet.

Gauge Pressure (Pa) 11325

Prevent Reverse Flow

Table 4.7: Boundary conditions CoHy
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Chapter 5

Physical Modeling

Turbulence in high Reynolds number combustion problems can be addressed
using models with different levels of fidelity. Direct Numerical Simulation (DNS)
represent the most comprehensive approach, as they directly solve all turbulent
scales using unsteady, three-dimensional Navier-Stokes equations. Due to the
enormous computational requirements, they are only applicable to relatively simple
configurations with Reynolds numbers in the range of 10%-105.

To reduce computational costs without sacrificing an accurate description of
turbulent structures, Large Eddy Simulation (LES) has been developed, which
solves the larger energy scales by modeling the dissipative ones.

A further step towards reducing costs is represented by Reynolds-Averaged
Navier-Stokes (RANS) models, discussed in the next chapter, in which all turbulence
scales are modeled.

There are also hybrid approaches, such as Detached Eddy Simulation (DES)
and Delayed Detached Eddy Simulation (DDES), which combine the benefits of
RANS and LES by allowing direct resolution of large structures in the bulk of the
flow and the use of RANS in regions near the wall. However, for large domains
and turbulent combustion problems, the computational cost remains significant.

5.1 Reynolds-Averaged Navier-Stokes (RANS)

In CFD simulations of hybrid engines, the flow inside the combustion chamber is
characterized by high turbulence, due both to the interaction between the oxidizing
jet and the pyrolysis products coming from the fuel surface, and the presence
of strong pressure and temperature gradients. However, the direct description
of all turbulent scales using a DNS (Direct Numerical Simulation) would be
computationally prohibitive.

To reduce the computational cost while maintaining a realistic representation
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of the phenomena, the RANS (Reynolds-Averaged Navier—Stokes) approach is
adopted . In this formulation, the Navier-Stokes equations are averaged over
time by decomposing the variables into an average component and a fluctuating
component:

u(z,t) =u(x) + u'(x,t) (5.1)

5.1.1 Average

Depending on the nature of the problem, different types of averages can be adopted.
For incompressible flows, the following are commonly used:

o time average if the problem is statistically stationary:
1 4T
u(x) = lim — u(z,t) dt

o spatial averaging if the problem is statistically homogeneous in space:

_ 1
u(t) = Qlgnoo 1l Ja u(z,t) dQ

where (2 is the integration volume.

o ensemble mean for generic turbulence problems, which are non-homogeneous
and non-stationary:

u(x,t) = lim — Zun x,t)

N— oo N —1

In the case of compressible flows, where density varies in time and space, mass-
or pressure-weighted averages are used. The most common approach is:

o Favre average weighted with respect to density

t+T

u(z) = p(x, t)yu(z,t) dt

1 Jim
pT—
5.1.2 Properties of the Averaging Operator

Mean operators are a fundamental tool for the analysis of turbulent flows, as they
allow the mean components to be separated from the fluctuating components of
physical quantities. Let us consider the Reynolds mean operator.
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For all formulations based on this approach, the mean of the fluctuating part is
Zero:

w(x,t) =0 (5.2)

However, the average of the product of two fluctuating components is not zero,
as it represents the correlation between the fluctuations themselves:

uju’; 7 0 (5.3)

5.1.3 Reynolds Averaged Equations (RANS)

Applying Reynolds decomposition to the Navier-Stokes equations with Favre
averaging, we obtain the following system of equations for the mean variables:

o Continuity equation:

ap
i) =0 5.4
5+ (PQ) (5.4)
e Momentum equation:
9pq; o ,___ op 0 < N)
i) = — — (7 g 5.5
ot o, PEG) = =gy T gy, T T e (5:5)

where pqij represents the Reynolds stresses, which introduce new unknowns
into the averaged equations that must be closed using turbulence models. In
the case of Favre averaging, the Reynolds stress tensor takes the form:

H /!

=D, 4;'q] (5.6)
o Energy equation:

O (o) + ;;p@@+%ﬂ:—£¢@m+

o (=0T
(Ko —pd W+ mydl — pd K
b o [@ (7 - 7 )] 6.7
3xj gl vy

The quantities pqlqj7 E and K require model closure, obtained using turbulence
models such as the k—w or SST model, used in Fluent, which will be discussed later.
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5.1.4 Boussinesq Model

A model is introduced for approximating the stress tensor Tf; that allows the system
to be closed.
The tensor is divided into two components, one anisotropic and one isotropic.
We can write:

?Txk&j B gpk(sij (5-8)

7'5 = 204545 —

where p; is the turbulent viscosity, :9; is the average strain tensor, calculated
with the Favre-averaged velocity:

C1(0G oG
%5 =3 (axj - 8@-)

k is the turbulent kinetic energy:

1
k= 54iq;
and ¢;; is the Kronecker delta.
The first term represents the anisotropic component of the Reynolds stress
tensor, while the second and third terms constitute the isotropic part, which in the
case of incompressible flows can be neglected.

5.2 Models for Turbulent Viscosity

After introducing turbulent viscosity i, it is necessary to define its expression. To
close the system of Reynolds equations, empirical or semi-empirical models based
on one or two transport equations are used.

In single-equation models, turbulent viscosity is determined by solving an
additional equation, usually for turbulent kinetic energy k. In two-equation models,
on the other hand, two differential equations are solved: one for k and one for a
second variable that describes the time or dissipation scale of turbulence, such as
the turbulent dissipation rate € or the specific dissipation w.

The most commonly used two-equation models are the k — ¢ model, the £ — w
model, and the SST (Shear Stress Transport) model, which combines the two
previous ones.

The SST model was adopted for the simulations conducted.
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5.2.1 k — ¢ Model

As already mentioned, two transport equations are introduced in the k— model:
one for turbulent kinetic energy k and one for turbulent dissipation rate ¢.

In the case of compressible flows, the two equations are rewritten in conservative
form, multiplying each by the mean density p.

The transport equation for pk takes the form:

d(pk) O(pgik) 0 < m)ak _
ot T om 0w |\M T o) oy | TOR TP Y (5.9)

where:

o the first term represents the temporal variation of k;
o the second describes convective transport;

 the diffusive term on the right side of the equal sign takes into account the
contribution of molecular viscosity p and turbulent viscosity u;, modulated
by the empirical coefficient oy;

o G represents the production of turbulent kinetic energy, and is generally

assumed to be: Py
q.

Gy =1k~
PN O,

o pe is the dissipation term and represents the rate at which turbulent kinetic
energy is transferred from larger scales to smaller scales;

o Y introduces the effects due to the compressibility of the flow. It is usually
modeled as:
Yar = 2peM? (5.10)

where M, is the turbulent Mach number M, = %;

We proceed in a similar way to write the equation for the turbulent dissipation
rate €:

2

g
G = Cop - (5.11)

€

k

ot ox; ox;

where:

0(pe) | 9(phie) _ 0 [(Mut) m C..
J € J

o the first term represents the time derivative;

e the second term describes convective transport;
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» the term on the right side of the equal sign is the diffusive term analogous to
the equation described above;

o the term C).; Gy represents the production term of ¢;

e the term Oggﬁ% represents the destruction term of ¢;

the terms . and (5. are empirical constants that influence the behavior of the
model.

By integrating these two equations , we can evaluate the turbulent viscosity g,
which is fundamental for closing the model and for calculating the stress tensor
using the linear Boussinesq model (Eq. (5.9)).

However, this model has some limitations. In the presence of laminar flow,
k — oo, while € remains finite, leading to the ratio ¢/k — oo. For numerical
implementation, it is therefore necessary to impose appropriate boundary conditions.
Near the wall, where the adhesion condition must be respected, we assume k£ = 0.
Consequently, the turbulent viscosity is zero at the wall:

2
Mt = pcuki =0
€

This condition ensures that the wall remains an area free of turbulent fluctua-
tions.

5.2.2 Wilcox k — w Model

The k—w model is similar to the model just described. The first transport equation
concerns the turbulent kinetic energy k:
d(pk) O(pgik) 0 i\ Ok
ot ox; Ox; (M ak> oz; E ( )
This model also includes a non-stationary term, a convective transport term, a
diffusive term, and two production and destruction terms.
The second transport equation defines the turbulent dissipation frequency or
specific dissipation w, linked to the turbulent dissipation rate ¢ by the relation:

£
= — 1
W= (5.13)
The equation is written in the form:
Opw 0 (pgiw) 0 ( ut> Ow YW _ o pog Ok Ow
= L) Bl I A 74 22 2 (5.14
ot * Ox; Oz, lH—Jw oz, * kot g+ w O0x; 0z, (5.14)

where the terms indicate respectively:
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o the time derivative;

o the convective term;

« the diffusive term;

o the production term,;
o the destruction term;

o the cross-diffusion term, which relates the kinetic energy gradient to the
specific diffusion gradient;

In this model, most of the coefficients are semi-empirical. Similar to the previous
model, boundary conditions must also be imposed here. Specifically, those proposed
by Wilcox are:

E=0

_ bv
Wwall = W
where v is the kinematic viscosity, d is the distance of the first grid point from

the wall, and 3 is the model constant.
It follows that:

(5.15)

k
Mt:p*—)o
w

at the wall.
In addition, boundary conditions are imposed for the incoming turbulent kinetic
energy. The turbulent intensity T, is introduced, defined as:

/

_ 7
q

where ¢ is the characteristic amplitude of the fluctuations and |q| is the modulus
of the average inlet velocity. Relating this to k gives:

NEY: 2k
T, = > =¥ (5.16)
Va+s+a: 1

In this way, it is possible to estimate k starting from a known value of turbulent
intensity. Typically:

Ty

o T, ~ 1% for external flows;
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e T, ~ 5% for LPT turbines;
e T, ~ 10 — 20% for HPT turbines;

Once k has been estimated, it is possible to obtain w by introducing the
characteristic length of turbulence lp:

k2 ks k
=0 =0 = ok (5.17)
€ wk w
where C'is an empirical constant and [ can be estimated based on the geometry
of the duct, in particular as a function of its diameter. Generally, I+ = 10% D is

assumed.

5.2.3 SST Model

A widely used model in industry is the SST (Shear Stress Transport) model,
proposed by Menter.

The idea behind this model stems from the observation that the £ — w model
performs better in regions close to the wall and in the presence of flow separations,
but is highly sensitive to the inlet conditions of the domain. The k — ¢ model,
on the other hand, is more robust with respect to boundary conditions, but less
accurate in describing phenomena near the wall.

Menter proposed a hybrid model that combines the positive aspects of the k — &
and £ — w models. The idea is to use the k£ — w model in regions close to the wall,
where it provides more accurate results, and the £k — ¢ model in more distant areas,
where it is more stable and less sensitive to inlet conditions.

The equation of ¢ is therefore rewritten as a function of w, using the relation
(5.13). A blending function Fj has also been introduced, which varies between 0
and 1 as a function of the distance from the wall, in order to obtain a weighted
combination of the constants of the two models.

This achieves a continuous transition between the two formulations, maintaining
the accuracy of the k£ —w model in the wall regions and the robustness of the k — ¢
model in the free-flow regions [13].

5.2.4 Wall y*

The behavior of the solution near the wall strongly depends on the numerical
resolution of the near-wall region. Near the wall, we can rely on boundary layer
theory, which provides guidance on how to correctly represent the velocity profile.
The parameters are normalized:
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where [, is the viscous length and wu, is the viscous velocity at the wall, defined
as:

Tw . ou
ur =,/— with 7, =p—
P 33/ wall
Once u, has been determined, it can be verified that the grid is sufficiently
refined in the near-wall region by requiring that the first cell center satisfy a value
of y* of the order of unity, i.e., (y* ~ 1).
The variables u™ and y™ can be plotted on a bilogarithmic scale:

30
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Figure 5.1: Behavior of the dimensionless variables vt and y*

Three main regions can be distinguished in the flow near the wall:
o The viscous sublayer (y* < 5), where the linear relationship applies:
ut =yt

o The buffer layer (5 < y* < 30), a transition zone in which no motion scale
completely dominates.

o The logarithmic zone (y* > 30), which can be described by the wall law:
1
um=—In(y")+ B
K

with ¥ ~ 0.41 Von Karman constant and B ~ 5.2 for canonical turbulent
flows.
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5.3 Reactive Flows

This section explores reactive flows, i.e., compressible and viscous flows in which
chemical reactions occur.

These reactions play a fundamental role not only inside the combustion chamber,
but also in other sections of the engine, such as air intakes and nozzles, where
strong pressure and temperature gradients can alter the chemical composition of
the gases during the expansion process.

Consider a compressible viscous reactive flow. Define Ng chemical species, each
with a mass fraction y;, such that:

Ng

Zyizl

i=1
We can therefore write Ng equations for the conservation of mass of each species:

0 (Pyz‘)
ot

where:

e p is the density of the mixture;
e J; is the diffusive term of the species;

o w; is the production/destruction term of the i-th species;

The momentum equation takes the form:

d(pq)
ot

where 7 is the viscous stress tensor.
Finally, the internal energy of the mixture is calculated as:

+V-(paq) =-Vp+V- 7 (5.19)

d (pE)
ot

+V-(pEq) =V :(0q) =V -ar -V -qn (5.20)
where:

e qr represents the heat flux and can be written as:

ar = —kVT (5.21)

where £ is the thermal conductivity;
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o FE is the total energy per unit mass, defined as:
1
E=e+ §‘Q|2

in this equation e is the internal energy of the mixture and is defined as:

Ns
e=> yie (5.22)
i=1
In turn:
€; = h, — E
P
and: .
hi(T) = b + / cpa(T) dT
To
where:

— hy is the standard enthalpy of formation of the i-th species at temperature
To;

— ¢,4(T) represents the specific heat at constant pressure of the i-th species,
expressed as a polynomial function of temperature according to the seven-
coefficient NASA correlations (NASAT), also used in the software under
consideration.

5.3.1 Mass Diffusion

Compared to the treatment of non-reactive flows, additional terms appear in the
conservation equations.

In the mass conservation equation (Eq. 5.18) for individual species, there is
a term related to mass diffusion. In the presence of a concentration gradient,
chemical species tend to diffuse from regions of higher concentration to those of
lower concentration.

The diffusive mass flow is described by Fick’s law:

Ji = —pa;Vy; =
where «; is the mass diffusivity of the i-th species.

It can also be written as:

7
s, VY

where p is the dynamic viscosity and S, is the Schmidt number:
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1
P
This represents the simplest model for mass diffusion. However, there are more

advanced models that take into account interactions between different species,
thermodiffusion phenomena, and dependence on partial pressure gradients.

Se =

5.3.2 Energy Diffusion

Another important term is that associated with energy diffusion. In fact, during
the diffusion process, each chemical species carries a certain amount of energy with
it. Each species has a specific energy content that must be considered in the overall
energy balance of the mixture.

This energy contribution can be expressed as:

Ng T
adm = ZJZ (h: +/ Cp,l(T) dT)
i=1 To

where the integral term represents the sensible enthalpy, i.e., the change in
enthalpy due to temperature.

5.3.3 Production and Destruction of Species

The last term describes the chemical production and destruction w;, which appears
in the mass transport equation for each chemical species.

This term represents the amount of species generated or consumed as a result
of chemical reactions.

In the case of simple mixtures, the number of chemical reactions to be considered
is limited. However, in more complex systems such as those based on HDPE,
paraffin, or kerosene, the number of reactions increases significantly.

To manage this complexity, reduced chemistry models are used, which simplify
the mechanism by retaining only the main reactions and the most chemically
relevant species.

Given Ny chemical reactions, consider a generic reaction j involving a set of
reactants and products:

Ns Ng
Rp _. P
Z v Bi = Z v, Bi
i=1 i=1
where:

e B, represents the i-th chemical species;
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. I/Z%- is the stoichiometric coefficient of the i-th species among the reactants of

the j-th reaction;

. uﬁ- is the stoichiometric coefficient of the i-th species among the products of

the j-th reaction;

The expression of the production or destruction term w;, influenced by the
stoichiometry and concentrations of the reactants, is:

Ngr
=My (vl = vE) (RS- RY)
j=1

where:
e M; is the molecular weight of the i-th species;
. R; is the forward reaction rate

. R? is the backward reaction rate

The reaction rates are expressed as:

f R
Rk — kf,] H [Cs] ]

s=1
b ab v
Rk — ka H [OS] 2y
s=1

In this equation, [Cj] is the molar concentration of species s:
Ps
M

while k;; and kp ; are the kinetic coefficients of the forward and reverse reactions
j. These are generally a function of temperature. A common formulation is the
Arrhenius law, according to which:

[CS] -

kE=A;T" e R
where:
« A; is the pre-exponential factor
e n; is the temperature exponent;

o F, is the activation energy;
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e R is the universal gas constant;

o T is the absolute temperature.

At this point, a difficulty arises related to the different time scales characteristic of
chemistry. In fact, the characteristic times of chemical reactions (7.) are generally
extremely short. Compared to the typical time scales of fluid dynamics, this
introduces a marked disparity in scale, which makes the system of equations highly
stiff (stiff).

For this reason, convective and viscous terms in fluid dynamics tend to be
treated with explicit methods, while chemical source terms are solved with implicit
approaches. This strategy allows the numerical stability of the calculation to
be maintained without having to excessively reduce the overall time step of the
simulation.

5.4 Combustion Model

Once the behavior of a compressible, viscous, and reactive flow has been described,
it is possible to model a laminar flame by directly solving the conservation equations,
using a sufficiently fine spatial grid and an appropriately small time step.

However, when describing a turbulent flow, it becomes necessary to analyze the
interaction between turbulence phenomena and chemical kinetics.

There are several strategies for describing the interaction between turbulence
and chemical reactions. Among the main ones are the Laminar Finite-Rate Model,
the Eddy Dissipation Model (EDM), hybrid models, the Beta-PDF Model, and
the Flamelet Generated Manifold (FGM).

ANSYS Fluent also offers additional formulations, including Finite Rate —
No TCI and Eddy Dissipation Concept (EDC), which are particularly popular
approaches in the modeling of turbulent reacting flames.

5.4.1 Laminar Finite-Rate Model

This approach is the most computationally intensive. In fact, if you have sufficient
resources, you can use DNS (Direct Numerical Simulation) or LES (Large Eddy
Simulation) simulations, which directly solve all turbulence scales and the chemical
evolution of reacting species.

In the case of RANS simulations, however, it is not possible to explicitly resolve
these interactions, and it is necessary to introduce a model that describes the
coupling between turbulence and chemistry. In ANSYS Fluent, the Finite Rate
— No TCI (No Turbulence-Chemistry Interaction) model assumes that chemical
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reactions proceed solely as a function of the average values of the flow variables,
ignoring turbulent fluctuations.

The Laminar Finite-Rate Model calculates chemical source terms using Arrhenius
expressions, neglecting the effects of turbulent fluctuations. The model is accurate
for laminar flames but generally inaccurate for turbulent flames due to the highly
nonlinear nature of Arrhenius chemical kinetics. However, it can provide acceptable
results in cases where the chemistry is relatively slow and the interaction between
turbulence and chemical reactions is reduced, as is the case, for example, in
supersonic flames [13].

5.4.2 Eddy Dissipation Model (EDM)

This model is mainly used for premixed flames, in which fuel and oxidizer are
injected separately and combustion occurs after mixing is complete.

In the Eddy Dissipation model, it is assumed that the chemical reaction occurs
very quickly and that the overall combustion rate is controlled by turbulent mixing
rather than chemical kinetics. In other words, combustion is considered to be
limited by mixing, rather than by the intrinsic speed of chemical reactions.

Most fuels are characterized by fast combustion chemistry; as a result, the overall
reaction rate is determined by the timescale of turbulent mixing. In premixed
flames, turbulence slowly mixes fuel and oxidizer in the reaction zones, where they
burn rapidly. In premixed flames, on the other hand, turbulence slowly mixes cold
reactants and hot products in the reaction regions, where the chemical process
proceeds rapidly. In these cases, combustion is said to be mixing-limited, and the
(often unknown) complexity of chemical kinetics can be neglected.

In ANSYS Fluent, the interaction between turbulence and chemistry is modeled
using the approach proposed by Magnussen and Hjertager, known as the Eddy
Dissipation Model (EDM). The net production rate of species i due to reaction
r, R;,, is defined as the minimum (i.e., the limiting value) of the following two
expressions:

£ YR
Rip =, Mys Ap min %
y Vz,r A ;0 k m%n (1/%,77‘ Mw7R>

€ >pYp

0
Fir = Vi Moi B yon o ot
j j,’f‘ w,J

where:

e Yp is the mass fraction of a product P;

e Y3 is the mass fraction of a reactant R;
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e A=4.0and B = 0.5 are empirical constants;

o k and e represent, respectively, turbulent kinetic energy and its dissipation.

The reaction rate is therefore governed by the turbulent mixing time scale,
defined as:

k

Tmixz ™~ —

As in Spalding’s Eddy Break-Up model, combustion proceeds whenever turbu-
lence is present (k/c > 0), without the need for an additional ignition source. This
approach is generally adequate for unmixed flames, while in mixed flames it can
lead to immediate combustion of the reactants as soon as they enter the calculation
domain, even upstream of the flame stabilizer [13].

For simulations in which it is necessary to accurately represent the local kinetic
structure within turbulent vortices, however, it is preferable to adopt the EDC
(Eddy Dissipation Concept) model, described in the following paragraphs.

5.4.3 Hybrid Models (EDM + Finite-Rate)

This approach combines the effects of chemical kinetics and turbulence, taking into
account both the characteristic reaction and mixing times. The basic idea is that
the overall combustion rate is determined by the slower of the two processes:

Teff = maX(Tmix7 Tchem)

where 7,,;, represents the characteristic time of turbulent mixing and 7.4¢,, that
associated with chemical kinetics.

In this way, it is also possible to describe intermediate situations, in which
combustion is neither completely premixed nor completely unmixed, but presents
a degree of partial premixing.

The hybrid model, implemented in ANSYS Fluent as Finite-Rate/Eddy Dis-
sipation, simultaneously calculates the reaction rate according to Arrhenius’ law
(kinetic control) and that imposed by turbulent mixing (mixing control), assuming
the minimum of the two as the effective rate. This allows for a more realistic repre-
sentation of the transition between chemically dominated and mixing-dominated
regimes, ensuring greater accuracy in simulations of partially premixed flames.

5.4.4 Beta-PDF Model

This formulation is based on RANS simulations, which provide average values of
flow quantities but no information on their fluctuations. To account for the local
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variability of scalar properties (such as composition or temperature), a probability
distribution for a scalar variable, generally the mixture fraction Z, is introduced.
Starting from experimental data or high-fidelity simulations (DNS or LES), a
lookup table is constructed that correlates the reaction rate and other thermochem-
ical quantities with the average value and local variance of the key variable.
The average production rate of species ¢ is then evaluated as a weighted average
over the probability distribution:

@) = [ a(z) P2),0z

where Z is the mixture fraction and P(Z) is the probability density function
(PDF) assumed to be of beta type, capable of realistically representing the distri-
butions limited between 0 and 1 typical of scalar quantities in turbulent flows.

This approach allows the turbulence-chemistry interaction to be modeled effec-
tively even in the absence of direct resolution of fluctuations, significantly reducing
the computational cost compared to high-fidelity simulations.

5.4.5 Flamelet Generated Manifold (FGM)

This method is mainly used for modeling premixed flames. The approach is based
on the generation of a precomputed table, called a mainfold, which represents the
solution of chemical reactions as a function of a progress variable ¢, defined as:

¢ =0 (only reactants) ¢ =1 (only products)

The chemical equations are first solved in a one-dimensional system (flamelet),
obtaining a set of solutions that describe the behavior of the species and temperature
along the direction normal to the flame front. These solutions are then tabulated
and, during the CFD simulation, interpolated as a function of the variable ¢ and
other local parameters.

The main advantage of this method is its remarkable computational efficiency,
as it avoids solving the complete chemical kinetics in real time. However, its
disadvantage is its dependence on the correct definition of the manifold and the
advance variable, which must accurately represent the local chemical state to ensure
accuracy in flame prediction.

5.4.6 Eddy Dissipation Concept (EDC)

The Eddy Dissipation Concept (EDC) model is an extension of the Eddy Dissipation
Model (EDM), developed to include detailed chemical kinetics in turbulent flows.
The basic assumption is that reactions occur within small turbulent structures,
called fine scales, where velocity and composition fluctuations are most intense.
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The characteristic length fraction of the fine scales is modeled as:

Ve 1/4
§=C <k>

where:

v is the kinematic viscosity,

k is the turbulent kinetic energy,

¢ is its dissipation rate,

Cf¢ is the volume fraction, an empirical constant equal to 2.1377.

The volume fraction of fine scales is therefore given by &**. Within these
structures, species react on a characteristic time scale defined as:

1/2
e=e (2
€

where C. = 0.4082 is an empirical constant.

In ANSYS Fluent, combustion in fine scales is treated as a constant pressure
reactor, whose initial conditions correspond to the average values of temperature
and composition of the cell. Chemical reactions evolve for a time 7 according
to Arrhenius laws, and numerical integration is performed using the ISAT (In
Situ Adaptive Tabulation) algorithm, which allows chemical calculations to be
accelerated by up to two or three orders of magnitude, significantly reducing
simulation times.

The source term in the conservation equation for species 7 is expressed as:

ey .y
e

where Y, represents the mass fraction of species ¢ after the reaction in the fine
scales for a time 7.

The EDC model therefore allows detailed chemical mechanisms to be integrated
into turbulent reacting flows, providing an accurate description of the turbulence-
chemistry interaction. However, since these mechanisms are often numerically stiff
and require costly integration, the use of EDC is recommended only in cases where
the instantaneous chemistry assumption is not valid [13].
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5.5 Chemical and Reaction Mechanism

A chemical mechanism describes, in detail, the set of elementary reactions that
govern the combustion of a fuel-oxidizer system. Each elementary reaction involves
specific reactants, products, and intermediate radicals, and is accompanied by a
kinetic law characterized by a pre-exponential factor, a temperature exponent, and
an activation energy. The set of these reactions constitutes a kinetic model capable
of predicting the evolution of chemical species and the heat released during the
combustion process.

The complexity of a mechanism depends on the number of species involved and
the reactions that transform them. Extended mechanisms, such as AramcoMech
or USC Mech II, include hundreds of species and thousands of reactions, ensuring
high accuracy but requiring significant computational resources. Reduced or semi-
detailed mechanisms, on the other hand, retain only the reactions essential to
correctly reproduce the behavior of the majority species, temperature, and main
radials, making them more suitable for CFD simulations where computational cost
is critical.

The choice of chemical mechanism is therefore a compromise between accuracy,
numerical robustness, and computational cost: extended mechanisms guarantee a
faithful description, while reduced mechanisms allow for faster simulations while
maintaining an acceptable error on the variables of interest (temperature, reaction
heat, major species).

To this end, three different chemical mechanisms for ethylene oxidation have
been implemented: San Diego, Lu, and Chang, in order to quantify the uncertainty
associated with the description of combustion chemistry and verify its impact on
the distribution of temperature, major species, and reaction heat term.

5.5.1 San Diego Mech (UCSD)

The San Diego kinetic mechanism, developed at the University of California San
Diego, is based on a philosophy oriented towards the targeted selection of reactions
that are truly decisive for combustion, with particular attention to high-temperature
ignition phenomena, flame propagation, and detonative processes. The construction
approach is progressive: it starts with simple systems and introduces only the
essential species and elementary steps, avoiding the inclusion of secondary reaction
pathways that would increase the uncertainty of the kinetic parameters without
providing significant benefits. The result is a relatively compact structure, consisting
of 57 species and 268 reactions, which ensures a good balance between chemical
detail, predictive reliability, and computational sustainability, making it a valid
alternative to more extensive mechanisms such as USC Mech IT or AramcoMech.

In the case of ethylene oxidation, the model focuses on the fundamental reaction
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pathways of C;-Cy chemistry. The initial reactions between ethylene and O/OH
radicals, together with the subsequent transformation of vinyl, are the most sensitive
steps and regulate both the speed of ignition and the structure of the flame.
This approach gives the mechanism a good ability to reproduce ignition times at
high temperatures and under pressurized conditions, with trends consistent with
the main experimental datasets and performance comparable to USC Mech in
diluted stoichiometric mixtures. However, some known trends remain, such as the
underestimation of ignition delays at lower temperatures and a slight overestimation
of flame speed near stoichiometry at low pressure.

Overall, the combination of compactness, numerical robustness, and accuracy
under the most relevant conditions makes it a well-suited mechanism for use in CFD
simulations involving ethylene combustion, as in the case of GOX-CyHy hybrid
systems [14] [15].

5.5.2 Lu (Reduced USC Mech II)

The reduced mechanism developed by Tianfeng Lu at the University of Southern
California is one of the main kinetic formulations dedicated to the combustion of
unsaturated hydrocarbons, in particular ethylene and acetylene. It is a skeletal
mechanism obtained through the systematic reduction of the detailed USC II
mechanism, maintaining the predictive capacity of the species and reactions most
relevant to the ignition and flame propagation processes. The proposed version
includes 32 species and 206 reactions, representing an effective compromise between
accuracy and computational cost.

This mechanism has been widely used in DNS simulations of ethylene flames, a
context in which the use of detailed kinetics would be prohibitive. It provides a
reliable representation of the main chemical processes governing ethylene oxidation,
making it suitable for non-premixed applications and for the study of ignition and
extinction phenomena [16].

The reduction process underlying this model is based on the Directed Relation
Graph (DRG) approach introduced by Lu and Law. This methodology allows
the systematic identification of the species and reactions that most influence
the chemical dynamics, evaluating the dependencies between species through a
directed graph. Species with negligible influence are removed, controlling the error
introduced in the thermochemical prediction. DRG is one of the most established
tools for generating accurate and efficient skeletal mechanisms, as it allows for a
significant reduction in the size of the detailed mechanism while preserving key
quantities such as flame speed, reactive zone thickness, and thermochemical profiles

17).
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5.5.3 Chang

The mechanism developed by Yachao Chang and colleagues represents a reduced for-
mulation for the oxidation of n-decane, obtained through a decoupling methodology
designed to cover typical engine operating conditions, from low to high tempera-
ture and pressure regimes. The approach separates the chemical description: an
extremely simplified model for C2-C10 species is used to reproduce the ignition
characteristics of heavy hydrocarbons, while H2/CO/C1 kinetics are treated in
detail to ensure accuracy in estimating laminar flame speed and extinction strain.
The resulting mechanism includes 40 species and 141 reactions. The authors provide
extensive validation by comparing the model with experimental data available from
shock tubes, rapid compression machines, jet-stirred reactors, and flow reactors over
a wide range of temperatures (550-1800 K), pressures (1-80 bar), and equivalence
ratios (0.5-2), as well as concentration profiles, flame velocity, and extinction
strain in premixed and countercurrent flames. Finally, the mechanism is applied
to multidimensional simulation of combustion in PCCI engines, showing good
agreement with measurements and confirming the effectiveness of the decoupling
approach for reducing heavy alkane oxidation mechanisms [18].
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Numerical Methodology

6.1 Solver Type

ANSYS Fluent offers two main solving technologies: the pressure-based solver and
the density-based solver. Both can be used for a wide range of flows, although in
some conditions one of the two may offer better performance in terms of convergence
speed or ability to solve specific flow characteristics [13].

6.1.1 Pressure-Based Solver

The pressure-based solver, historically used for incompressible or weakly compress-
ible flows, solves the continuity and momentum equations by coupling pressure and
velocity. It is available in two variants:

o Segregated: the governing equations are solved sequentially and uncoupled,
with corrections iteratively applied to the pressure;

o Coupled: the momentum and continuity equations are solved simultaneously
in coupled form. This formulation, based on an implicit monolithic approach,
significantly accelerates convergence compared to the segregated method, at
the expense of greater memory consumption.

6.1.2 Density-Based Solver

The density-based solver, originally developed for high-speed compressible flows,
simultaneously integrates the mass, momentum, and energy equations, using density
as the primary variable linked to pressure. There are two formulations:

o Fxplicit: requires less memory but imposes smaller time steps to ensure
numerical stability;
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o Implicit: has broader stability characteristics and allows for faster convergence
to steady state, while requiring greater computing power.

In general, the density-based method is more accurate in solving highly com-
pressible flows or flows with shock waves, while the pressure-based method provides
greater robustness and stability for slow or weakly compressible flows, such as those
that develop in a combustion chamber.

6.2 Pressure-Velocity Coupling Solution Method

In the pressure-based solver, the continuity equation is reformulated to obtain a
pressure correction equation, which is necessary to ensure consistency between the
velocity field and the pressure field. Since velocities are defined at the centroids of
the control volumes, Fluent applies the Rhie—Chow correction to avoid spurious
pressure oscillations and ensure stable discretization of mass flows.

The pressure-velocity coupling can be managed using segregated algorithms,
which solve the motion and pressure equations separately, or using the coupled
approach, in which these equations are treated simultaneously within the same
linear system.

Fluent provides the following schemes:

o SIMPLE: segregated reference scheme for steady-state simulations;
o SIMPLEC" more aggressive variant of SIMPLE, generally faster;
o PISO: suitable for transient calculations with rapid pressure changes;

e Fractional Step (FSM): used in unsteady simulations with non-iterative inte-
gration;

o Coupled: fully coupled scheme that solves pressure and momentum simultane-
ously.

The SIMPLE, SIMPLEC, PISO, and Fractional Step algorithms follow a
predictor-corrector structure: the momentum equation provides a preliminary
velocity field that is subsequently corrected by the pressure. In contrast, the Cou-
pled scheme simultaneously solves momentum and continuity equations, increasing
numerical robustness in the presence of strong non-linearity, at the cost of higher
computational expense [13].

In this work, the Coupled scheme was adopted, as it was found to be more
suitable for simulating a motion field strongly coupled to the thermochemical
phenomena typical of combustion processes. The use of the Coupled solver also
favored the use of higher-order convective discretization schemes, mitigating the
onset of numerical oscillations that are more likely with segregated approaches.
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6.2.1 Coupled

The coupled approach has significant advantages over segregated methods. In
steady-state simulations, it offers greater robustness and faster convergence times,
while in unsteady-state simulations, it is particularly useful in the presence of
suboptimal meshes or when relatively large time steps are used. Although the
computational cost per iteration is higher, the faster reduction in residuals often
leads to a shorter overall convergence time.

In segregated schemes, the momentum equations and the pressure correction
equation are solved independently. This semi-implicit formulation slows down
convergence, especially in conditions characterized by marked non-linearity or
complex pressure fields.

The coupled scheme, on the other hand, solves the momentum and continuity
equations simultaneously. Full coupling is achieved through implicit discretization
of the pressure gradient terms and an implicit formulation of mass flow on the
faces, which incorporates Rhie-Chow dissipative terms to avoid unphysical pressure
oscillations. This configuration increases numerical stability and accelerates the
convergence of solutions.

Furthermore, the coupled scheme is particularly suitable in the presence of
strong thermodynamic variations due to chemical reactions and locally compress-
ible regimes. Under such conditions, the simultaneous solution of pressure and
momentum reduces the risk of instabilities associated with sharp temperature and
density gradients, improving consistency between dynamic and thermochemical
fields.

In the present study, the combination of reactive flow, high density variations,
heat transfer to solid fuel, and pyrolysis process made the use of the Coupled
scheme preferable, as it is more stable in regions characterized by strong thermal
gradients and highly coupled chemical reactions.

6.3 Spatial Discretization

Spatial discretization transforms the conservation equations of the RANS model,
species transport, and energy into a numerically solvable algebraic system.

ANSYS Fluent adopts the Finite Volume Method (FVM), in which the equations
are integrated over each control volume.

;/‘/UdV:—/WFmdS (6.1)

where V' represents the control volume, 0V its boundary, U the vector of
conservative variables, and F the total flow through the surface, including convective
and diffusive contributions.
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Integration over each volume ensures the local conservation of physical quantities,
while the evaluation of flows on the faces of the cell requires the use of appropriate
interpolation schemes.

6.3.1 Convective Flows: Interpolation Schemes

For the discretization of convective terms, ANSYS Fluent provides several upwind
schemes, including First-Order Upwind (FOU), Second-Order Upwind (SOU),
Power Law, and QUICK. The choice of scheme significantly affects the quality of
the solution, especially in the presence of strong velocity and temperature gradients,
as in the case of reactive flows.

Numerical Strategy

In the early stages of the analysis, the First-Order Upwind scheme was used, thanks
to its high robustness in the presence of significant non-linearities and flow fields
that had not yet stabilized. The use of a first-order scheme limits the occurrence
of spurious oscillations and promotes the progressive reduction of residuals.

Once a pre-convergent configuration was reached, characterized by regular
behavior of the conservative variables, the convective scheme was replaced with
the Second-Order Upwind scheme in order to increase the accuracy of the solution
and reduce numerical diffusion. The transition to a higher order allows for a more
accurate description of the gradients of velocity, temperature, and mass fractions,
which are particularly relevant in reactive flows with high spatial variability.

This gradual approach is an effective compromise between initial stability and
final accuracy, ensuring a reliable and physically consistent numerical solution.

First-Order Upwind

The First-Order Upwind (FOU) scheme is the simplest and most robust method
for discretizing convective terms in the Finite Volume Method. The flow at the
cell face is evaluated using the value of the variable associated with the donor cell,
i.e., the one from which the flow is directed. This choice guarantees monotonicity
and avoids spurious oscillations, which is especially useful in the early stages of the
simulation.

The value of the scalar quantity ¢ at face f is approximated as:

be = ¢upwind
where @upwina is selected based on the sign of the convective flow:
5 _Jop, (u-mng)>0
upwind —
" ONs (11 ) Ilf) <0
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The discretization of the convective term in the FVM takes the form:
/av ¢ (u . Il) dS ~ Z(bupwind (u . nf) Sf
f

This scheme is numerically stable but introduces significant numerical diffusion,
especially in the presence of strong gradients.

Second-Order Upwind

The Second-Order Upwind (SOU) scheme increases the accuracy of convective
discretization by means of a linear reconstruction of the variable in the upstream
cell. Compared to the first order, it reduces numerical diffusion, but requires a
well-resolved gradient field and a good mesh quality.

The scalar quantity ¢ at face f is calculated as:

¢f = ¢upwind + Vgbupwind : (Xf - XupWind)

where V@upwind 1 the gradient in the upstream cell and (xf — Xupwina) i the vector
from the upwind cell center to the face.
The selection of the upwind value follows the same criterion as the FOU scheme:

o = ¢p, (u-ny)>0
upwind — ¢N7 (u ] l’lf) <0

The discretized convective term becomes:
/8V ¢ (u : 1’1) dS ~ Z [¢upwind + v¢upwind : (Xf - Xupwind)] (u : nf) Sf
f

This approach allows for greater accuracy, but is more sensitive to local gradients
and requires a sufficiently regular mesh.

6.3.2 Evaluation of Gradients and Diffusive Quantities

The discretization of diffusive terms in conservation equations requires an accurate
estimation of the gradients of scalar and vector variables within the cells. In ANSY'S
Fluent, the gradient V¢ of a generic variable ¢ is used to reconstruct the values at
the faces in convective terms, to calculate diffusive contributions, and to evaluate
the velocity derivatives used in turbulent models.

Fluent provides three main methods for evaluating gradients:

o Green—Gauss cell-based,

o Green—Gauss node-based,
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o Least-Squares cell-based.

In this work, the Least-Squares cell-based method was adopted, selected for
its excellent compromise between accuracy and computational cost, particularly
effective on unstructured and geometrically irregular meshes.

Least-Squares Cell-Based Method

The least-squares method assumes that the variable ¢ varies linearly in the vicinity
of the reference cell. Considering a cell ¢y and the adjacent cells ¢;, the variation of
¢ along the vector connecting the centroids can be approximated by:

(V¢)CO : Ari = ¢ci - ¢co (62)

where Ar; is the vector from the centroid of cell ¢g to the centroid of cell ¢;.
Writing an equation for each of the n adjacent cells, we obtain the system in
compact form:

J(Vo)e, = Ao (6.3)

where J is a matrix dependent exclusively on the local geometry and A¢ is the
vector of differences between the values of the variable in the adjacent cells and
that of the central cell.

Since the system is typically overdetermined, Fluent solves it in the least squares
sense using a Gram-Schmidt decomposition, obtaining weights W3, W and W}
associated with the adjacent cells. The gradient in cell ¢ is then given by:

n

(¢x)co = £ VV;(C) (¢Cz - ¢co> (64)
(¢y)co = Z:l: I/szO ( ci ¢co) (65)
(¢z)co = Zj: VVz% (¢C7, - ¢co) (66)

Reasons for the choice

On irregular or oblique meshes, typical of the three-dimensional geometries of ducts
and combustion chambers, the least-squares cell-based method is an advantageous
choice for gradient reconstruction. This approach guarantees accuracy comparable
to the Green—Gauss node-based method, at a lower computational cost, while
improving the reconstruction of values on faces in convective terms and reducing
errors introduced by mesh skewness.
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For these reasons, ANSYS Fluent uses it as the default method for calculating
gradients.

In this work, it has been adopted for all RANS simulations with species trans-
port, as it is more robust on grids characterized by geometric irregularities and
strongly non-orthogonal cells. ANSYS, in fact, recommends its use as the default
configuration in the Fluent Solver environment [13].

6.4 Time Integration

Once all the information necessary for evaluating the flows at the interfaces has
been defined, time discretization can proceed.

The equation in integral form (6.1) is recalled and the average cell value is
introduced

o
U:—/UdV
Vi Jv

obtaining the semi-discrete form:

U 1 U
. _ C N"F..n. AS.
ot V] JZ1 j -1 AS;

where N is the number of faces of the control volume, F; is the total flux
through face j and n; is the associated outgoing normal.

The above equation represents, for each control volume, an ordinary differential
equation in time, in which the spatial dependence has been entirely traced back to
the interface flows.

This ODE can be integrated in time using explicit or implicit schemes. In
industrial CFD solvers, and in particular in Ansys Fluent, first- and second-order
implicit schemes are used, which guarantee greater numerical stability and allow the
use of relatively high time steps, both in the case of real transient simulations and
in the context of the pseudo-transient method used to accelerate the convergence
of steady-state simulations [13].

6.4.1 Explicit Methods

This class of methods has numerous advantages: it requires less memory, since
it does not involve the solution of linear systems, it allows local updates of con-
servative variables, and it lends itself naturally to parallelization. Furthermore,
implementation is relatively simple and the structure of the method is easily
scalable.
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On the other hand, explicit schemes are subject to the CFL stability constraint,
which requires the time step to satisfy the relation:

CFL Az
< -7

At < (6.7)

>\maX
where Apax represents the maximum characteristic velocity of the problem (e.g.,
the maximum convective velocity or the maximum velocity of acoustic waves). It
follows that as the spatial discretization Ax decreases, the time step must also
decrease proportionally, making the method inefficient on very refined meshes.
Among the most common explicit schemes are the explicit Euler method and
Runge-Kutta formulations, which belong to the family of more accurate multi-step
or multi-stage methods. However, these methods are rarely used in industrial
CFD solvers due to severe limitations on the time step and the computational cost
associated with realistic simulations with refined meshes.

6.4.2 Implicit Methods

Implicit methods, unlike explicit methods, allow the use of much larger time steps
due to their unconditional stability. This advantage makes them particularly
efficient when real-time evolution is not the main objective, but convergence to a
steady-state solution is desired.

However, these methods have significantly higher computational costs: at each
time step, it is necessary to solve a large linear (or nonlinear) system, whose cost
increases with the number of mesh cells and the degree of coupling of the equations.
Furthermore, parallelization is more complex than with explicit schemes, since
the processes must exchange information at each iteration to update the global
variables, reducing the efficiency of distributed computing.

Due to these characteristics, implicit schemes are generally more suitable for
solving stationary problems, in which the interest is to obtain the convergent
solution directly without following a physical transient. This approach also includes
the pseudo-transient method used in industrial solvers, where time advancement is
introduced as a numerical artifice to stabilize and accelerate the convergence of the
system.

6.4.3 Pseudo-Transient Method

In this work, simulations were conducted using the Ansys Fluent pressure-based
solver, which adopts an implicit time scheme for solving conservation equations.
This choice is imposed by the nature of the problem at hand: the presence of
chemical kinetics, the strong coupling between momentum, energy, and species
transport equations, and the need to ensure numerical stability on refined meshes
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make the use of explicit schemes impractical, as they would require extremely small
time steps due to the CFL constraint.

Since the goal of the simulations is to obtain a stationary solution of the motion
and combustion field, the time scheme is not used to follow a real physical transient,
but as a numerical tool to facilitate convergence. To this end, the pseudo-transient
method was used, which introduces an artificial time advance to stabilize the system
of equations and improve the iterative behavior in the initial stages of the solution.
Once a pre-convergence phase was reached, it was possible to progressively increase
the pseudo-transient time step and adopt higher-order spatial schemes to increase
the accuracy of the final solution.
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CFD Simulations

7.1 Convergence and Residuals

Convergence assessment is a fundamental part of CFD simulations, as it ensures
that the solution obtained is stable, physically consistent, and independent of the
initial conditions.

Convergence is evaluated in part through residuals, which represent the measure
of error with which, at each iteration, the numerical solution satisfies the governing
equation discretized on the control volume. After finite volume discretization, each
equation takes the form of a balance between incoming flows, outgoing flows, and
source terms. The residual expresses the difference between the value obtained
from this balance and the value that should be exactly satisfied in the convergent
solution:

R; = (Incoming flows — Outgoing flows 4+ Source terms) i

where R; is the residual associated with the j-th control volume.

However, in both non-reactive and reactive simulations, residuals alone are not
sufficient to determine convergence, as they can stabilize even in the presence of
motion fields or scalars that are not yet stationary. For this reason, it is necessary
to combine them with physical monitors that allow the effective stabilization of
the fundamental flow quantities to be verified.

In this work, the reference quantities adopted were the average temperature of
the mass present in the domain and the flow rate at the nozzle outlet, monitored
throughout the simulation to verify the achievement of the steady-state condition.
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7.2 Non-Reactive Simulation

Non-reactive simulation is used as a preliminary transitional phase prior to the
activation of chemistry. This step allows a physically stable and consistent motion
field to be obtained, avoiding the immediate introduction of the strong numerical
rigidity associated with reactive processes.

The presence of high flow accelerations, very thin boundary layers, and possible
recirculation zones makes the domain sensitive to initial conditions. Evolving
the solution first in a non-reactive regime therefore allows us to start from a
more regular and stable state, improving the robustness and convergence of the
subsequent reactive simulation.

The non-reactive simulation was obtained by deactivating the resolution of
chemical reactions within the domain, thus keeping only the transport of species
active without any production or consumption terms. In this configuration, only
the equations of motion, turbulence, and ethylene transport were solved, while all
other equations related to reactive processes were deactivated.

In this case, the oxygen equations remain enabled by default, as Fluent au-
tomatically includes them in the species transport model even in the absence of
chemistry.

7.2.1 Initialization

Initialization is the process by which Fluent assigns an initial value to all motion
field variables before starting iterations.

Its purpose is to provide the solution with a physically plausible starting point.
Good initialization reduces the number of iterations required for convergence and
helps avoid numerical divergences or oscillations, especially in complex domains or
those characterized by strong gradients.

For this simulation, the Standard Initialization option was used, which allows
you to manually set initial values such as pressure, velocity, and temperature within
the domain, ensuring direct control over the starting state of the calculation.

In this case, the values used for initialization are shown in Table 7.1.
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Gauge Pressure (Pa) 94825
Axial Velocity (m/s) 0
Radial Velocity (m/s) 0

Turbulent Kinetic Energy (m?/s?) 1
Specific Dissipation Rate (s7!) 1
O, 1

Temperature (K) 280

Table 7.1: Initialization parameters

The values shown represent a simple and stable initial state, consistent with the
operating conditions of the case. The initial pressure was set to avoid discontinuities
between the inlet and outlet, while the zero velocities allow the motion field to
develop naturally during the first iterations.

Furthermore, the domain is initialized entirely with Os because, in the non-
reactive phase, there are still no combustion products and this choice ensures a
uniform initial composition.

The most significant fields for characterizing motion in the non-reactive phase
are shown below.

Temperature Flowfield

Static Temperature [ K]
te mpe rature

1.36e+02 152e+02 168e+02 185e+02 201e+02 217e+02 233e+02 249+02 285e+02 281e+02 297e+02

Figure 7.1: Temperature flowfield

The temperature range shown in Figure 7.1 is almost uniform along the port,
as expected in a non-reactive case without heat sources. The slight variations
present are attributable exclusively to convective and diffusive processes associated
with the inlet flow, without any contribution related to chemical kinetics. The
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trend obtained confirms that the thermal distribution is determined solely by the
boundary conditions and the flow dynamics.

Mach Flowtfield

Wach Number
mach

1.31e-04 260e-01 519-01 7.7%-01 1.04e+00 1.30e+00 156e+00 1.82e+00 208e+00 234e+00 260e+00

Figure 7.2: Mach flowfield

The Mach field shown in Figure 7.2 shows a completely subsonic flow along the
port, with a progressive acceleration towards the outlet due to the pressure variation
and the geometry of the duct.

0O, Mass Fraction Flowfield

Mass fractionofo 2
c2hd

000e+00 1.00e-01 200e-01 3.00e01 400e01 5.00e-01  6.00e01 7.00e-01  800e01 9.00e01 1.00e+00

Figure 7.3: Oy mass fraction flowfield

The distribution of the O, mass fraction shown in Figure 7.3 shows a uniform field
at the inlet and a progressive variation along the port due exclusively to convective
and diffusive processes. In the absence of combustion, the oxidant passes through
the domain without being consumed, and its evolution reflects only the dynamics
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of the flow. The absence of local accumulations or non-physical gradients confirms
the numerical stability of the solution and the consistency of the non-reactive case.

The mixture is treated as binary Oy/CyHy, therefore the mass fraction of fuel is
equal to the complement of one of that of the oxidant.

7.3 Reactive Simulation

Once convergence of the non-reactive case was achieved, chemical kinetics were
activated within the domain.

The activation of chemistry involves the reactivation of the transport equations
of all species involved and the introduction of source terms associated with the
reactions. In this way, the model moves from a purely fluid dynamic description to
a complete thermochemical configuration, in which the mixing of oxidizer and fuel
generates heat release, density variations, and changes in the flow pattern.

The reference chemical mechanism is San Diego Mech (UCSD), chosen for its
excellent predictive behavior under high temperature and pressure conditions.

To initiate combustion, an ignition region was defined in the initial area of the
grain, in which a temperature of 2200 K was imposed. This local heating allows
the reactions to be triggered and brings the system to the reactive regime, since
there is no spontaneous ignition mechanism in the model adopted.

Figure 7.4 shows the position and extent of the area where the initial thermal
field was applied.

Figure 7.4: Ignition region

In subsequent iterations, the flame develops and extends along the port towards
the nozzle.

The initial local ignition generates a hot front that progressively activates
reactions in adjacent areas, where the Oy/CoH, mixture reaches temperatures
sufficient for oxidation. As combustion proceeds, the increase in temperature and
the reduction in density induce a slight acceleration of the flow, further favoring
the propagation of the front downstream.

The system then tends to stabilize in a reactive state in which the heat release
is concentrated in the regions close to the fuel wall, consistent with the typical
configuration of hybrid combustion.
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Once the reactive simulation converged with all active sources, the heat contri-
bution associated with pyrolysis on the grain wall was added.

This modification made it possible to isolate the effect of heat release due to
combustion in the flow, eliminating the energy input linked to the fuel regression
model.

Following the modification, the simulation was brought to convergence again,
monitoring the mass-weighted temperature trend, used as a global indicator of
numerical stability. This quantity showed a progressive reduction until it stabilized
at a lower value, confirming the new thermal equilibrium of the system with
pyrolysis activated.

Temperature Range

W
—

Static Temperature [ K]
contour

299%+02 625e+02 950e+02 128e+03 160e+03 193e+03 225e+03 258e+03 291e+03 323e+03 356e+03

Figure 7.5: Temperature range

The temperature range shown in Figure 7.5 represents the thermal equilibrium
reached by the system after the heat contribution associated with pyrolysis was
included.

The distribution highlights a hot zone located in the region where the oxidant-fuel
mixture reaches conditions favorable to oxidation, while the temperature decreases
along the port due to the expansion and dilution of the products. The trend
obtained is stable and consistent with the new equilibrium imposed, as confirmed
by the convergence of the temperature weighted on the mass used as a numerical
monitor.

Velocity Flowfield

The velocity flowfield shown in Figure 7.6 shows the effect of combustion on the
fluid dynamics of the flow.
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Velocity Magnitude [ mis ]
contour

0.00e+00 237e+02 4.74e+02 7.11e+02 948e+02 1.19e+03 142e+03 1.66e+03 1.90e+03 213e+03 2.37e+03

Figure 7.6: Velocity flowfield

The increase in temperature in the reacting regions leads to a local reduction in
density and an acceleration of the flow along the port, with a more pronounced
profile in the central area and a thickened boundary layer near the wall.

The distribution shows a progressive acceleration in the direction of the nozzle,
consistent with the expansion of hot gases and the imposed pressure gradient.

Chemical Species Flowfield

The field of O, mass fraction shown in Figure 7.7 highlights the progressive
consumption of the oxidant in regions where the temperature is sufficient to sustain
combustion.

e
I w2

Mass fraction of 02
contour

0.00e+00 1.00e-01 200e-01 3.00e-01 4.00e-01 5.00e-01 600e-01 7.00e-01 2.00e-01 G.00e-01 1.00e+00

Figure 7.7: Mass fraction flowfield of the oxidant

Oxygen enters the port with a uniform distribution and is gradually reduced as
the flow advances downstream, with a more marked decrease in the areas close to
the wall, where mixing with the pyrolyzed fuel is more intense.

Figure 7.8 shows the field of mass fraction of C;H,, showing the distribution
of the gaseous fuel inside the port during the reactant regime.
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Mass fraction of c2hd
contour

000e+00 731e-02 146e-01 219e-01 292e-01 3.65e-01 43801 512e-01 585801 658e-01 7.31e-01

Figure 7.8: Mass fraction flowfield of the fuel

Ethylene is confined to a very thin layer adjacent to the wall, where it is released
from the solid fuel and conveyed into the boundary layer before mixing with the
oxidant, as shown in Figure 7.9.

Mass fraction of c2h4
contour

0.00e+00 7.31e-02 1.46e-01 219-01 292e-01 3.60e-01 43001 512e-01 58501 65801 73101

Q 0.0005 (m)

Figure 7.9: Zoom on the fuel field at the wall

Its concentration decreases rapidly along the axial direction, in areas where
convective transport and temperature reach values sufficient to sustain oxidation.

Finally, Figure 7.10 shows the field of CO, mass fraction, highlighting the
distribution of the main combustion product within the port.
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Mass fraction of co2
contour

000e+00 332e-02 665e-02 997e-02 133e-01 166e-01 19%9-01 233e-01 266e-01 299-01 332001

Figure 7.10: Field of CO, mass fraction

The concentration of carbon dioxide increases in regions where the fuel and
oxidant react effectively, i.e., in areas close to the wall where the reactant boundary
layer is most active. The COs is then transported downstream by the hot flow, as
evidenced by the development of the plume along the port.

The distribution obtained provides a direct indication of the progress of com-
bustion, since COy is formed exclusively where the reaction is thermochemically
active.

Heat of Reaction Flowfield

Figure 7.11 shows the heat of reaction field, which represents the local distribution
of the thermal release associated with the oxidation processes.

He at of Re action [ W ]
contour

-356e+00 2.2%e+00 E.14e+00 1.40e+01 1.98e+01 257e+01  3.15e+01 3.74e+01  4.32e+01  4.91e+01  54%e+01

Figure 7.11: Reaction heat field

The heat release is concentrated in the wall-side reactant boundary layer, where
the gaseous fuel released from the grain mixes with the oxidant and reaches
conditions sufficient to sustain combustion.

The intensity of the reaction heat decreases along the axial direction, following
the natural evolution of the reactant zone and the convective transport of the hot
flow.
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The distribution of reaction heat highlights the region where combustion is
active. This is consistent with the consumption of O, the presence of a thin layer
of CoH, at the wall, and the formation of COs.

This field is therefore a direct indicator of the flame structure and the thermo-
chemical balance of the system.

At the nozzle throat, there is a significant peak in the source term in the
energy equation associated with chemical reactions. In this region, mass fraction
analysis shows an increase in OH radicals and O atoms, while the concentration
of H is negligible. At the same time, the static temperature does not show a
further increase compared to the combustion chamber, suggesting that the energy
generated by the direct reactions is balanced, and partly compensated, by the
endothermic contribution of the reverse dissociation reactions. This behavior is
consistent with the presence of high-temperature dissociation processes, favored by
the thermo-fluid dynamic conditions typical of the throat (high acceleration and
pressure reduction), rather than with the ignition of additional combustion.

Figures 7.12a and 7.12b below show two comparative graphs illustrating the
distribution of the species just discussed: the first includes all significant species,
while the second shows the subset of radicals and atoms, excluding the main stable
and molecular products, in order to highlight their local increase in the throat.

6 <102 Significant species (complete) 6 <102 Significant species (radicals and atoms)
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y-axis [m]
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0 001 002 003 004 005 006 007 008 009 0.1
Mass Fraction Species Mass Fraction Species

(a) Main chemical species (b) Radicals and atomic species
Figure 7.12: Species present at the peak of reaction heat in the throat
The throat is therefore configured as an area where the mixture tends towards

a partially dissociated chemical equilibrium state, rather than as an additional
combustion region.
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Chapter 8

Model Validation

CFD simulations provide an approximate solution to the equations describing fluid
motion. This approximation inevitably introduces uncertainties due to various
factors, including the chemical model, physical modeling, numerical discretization,
and boundary conditions.

Consequently, each CFD result must be interpreted considering the margin of
uncertainty associated with the assumptions and simplifications used and must be
validated through comparisons with experimental data or sensitivity analyses.

8.1 Chemical Uncertainty

In reactant simulations, a significant part of the uncertainty stems from chemical
modeling. Chemical mechanisms are constructed from thousands of experimental
measurements and theoretical estimates, often obtained under conditions very
different from those in the combustion chamber.

Furthermore, the need to use reduced mechanisms or simplified couplings (e.g.,
EDC, finite-rate without TCI) introduces additional approximations.

For this reason, chemical uncertainty is one of the main contributors to the
margin of error in reactive simulations and must be considered when evaluating
results.

To evaluate the impact of chemical uncertainty, simulations were performed
with different mechanisms, as described in chapter 5.5. These include the San
Diego Mechanism (UCSD), whose results are reported in chapter 7.3, Lu’s reduced
mechanism, and Chang’s skeletal mechanism.

The comparison was conducted using the characteristic velocity ¢*, the chamber
pressure p., and the outlet mass flow rate r, for which known experimental data
are available for the case analyzed, as reported in Tables 4.1 and 4.2.

The main flow fields used for the comparison between the different chemical
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mechanisms are presented below.

Temperature fields

Figure 8.1 shows the temperature contours obtained with the three chemical
mechanisms considered. In all simulations, the thermal profile at the flame zone
is comparable, with a peak of approximately 3500 K, a value consistent with the
estimates provided by the CEA shown in table 4.3.

2892402 6.16e402 9420402 1272403  160e:03 182403 2250403 2576403 2.90e+03 3238403 3590403

(a) San Diego Mech

ic Temperature [K |
uuuuuu

1008400 357e+02  7.2es02  107e+03 1426403 178e+03  2.14e:03  249e+03  285e:03  320e+03  336e+03

(c) Chang

Figure 8.1: Comparison of temperature fields

As shown in Table 8.1, the three kinetic mechanisms predict very similar peak
temperatures, with differences of only a few tens of Kelvin.

San Diego Mech Lu  Chang
Tonaz (K) 3550 3570 3560

Table 8.1: Temperatures in different chemical mechanisms
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Pressure fields

Static Pressure [ Pa ]
contour

136404 1376405 2632405 3882405 5.148:05 6400405 765005 8012405 1.028:06 1148406 1272406

(a) San Diego Mech

ic Pressure [ Pa ]
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1132404 137e405 2526405  387e+05  5.12e+05  637e+05  763e:05  358e+05  101er08  1.4des0s  126e+08

(b) Lu

uuuuu

(c) Chang

Figure 8.2: Comparison of pressure fields

The pressure distribution in the three models is comparable. The chamber maintains
values consistent with the experimental ones, and the differences between chemical

mechanisms are subtle, indicating that the pressure is not very sensitive to the
variations introduced by the chemistry itself.

The pressure values estimated using the different chemical mechanisms are
shown in Table 8.2. These values were calculated by integrating over the volume of

the chamber, using a mass-weighted average of the pressure field.

Experimental data

San Diego Mech Lu Chang (Karbeyoglu)
pe (atm) 12.48 12.41 11.51 12.5
Errg (%) 0.16 0.72 8 -

Table 8.2: Pressures in the different chemical mechanisms
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Reaction heat field

Figure 8.3 shows the reaction heat contours for the three chemical mechanisms
considered. The spatial distribution of the maximum heat release zone is similar
overall, with a reaction front located near the fuel wall and an increase in heat
release towards the throat. However, there are noticeable differences in the intensity
of the peak: the San Diego Mechanism and the reduced Lu model tend to predict a
more intense and slightly more concentrated reaction heat band, while the Chang
model shows a more rounded profile.

ction [W]
uuuuuu

352e+00  229e+00 809400 1396401 1.87es01  255es01 31301 37001 4.28e401  487e:01 54501

(a) San Diego Mech

(b) Lu

uuuuuu

(c) Chang

Figure 8.3: Comparison of reaction heat fields

Although these discrepancies do not drastically alter the overall structure of
the flame, they have a direct impact on integrated quantities such as average
temperature, chamber pressure, and overall engine performance.

The comparison of reaction heats therefore confirms that the choice of kinetic
mechanism affects not only the species but also the distribution of energy release,
contributing significantly to the overall uncertainty of the reactive simulations.
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Comparison of ¢*

For a general comparison between the various models, it was decided to use the
characteristic velocity c*.

The parameter was calculated using equation 1.1, employing the throat area
obtained from table 4.2, the pressures obtained from the simulations and reported
in Table 8.2, and the mass flow rates determined by a surface integral at the domain
exit. These are reported in the following table:

San Diego Mech Lu Chang
m (kg/s) 0.0557270 0.0577255 0.0557346

Table 8.3: Comparison of flow rates rm

Table 8.4 shows the calculated values and their respective relative errors.

Experimental data

San Diego Mech ~ Lu  Chang (Karbeyoglu)

¢* (m/s) 1682 1672 1552 1705
Erre, (%) 1.35 1.93 9 -

Table 8.4: Comparison c*

8.2 Boundary layer

One of the most immediate checks on the reliability of the simulation concerns the
consistency of the boundary layer that develops along the fuel wall. The structure
of the boundary layer is determined exclusively by the flow dynamics and the
thermophysical properties of the fluid; for this reason, it is a particularly sensitive
indicator of numerical accuracy and mesh quality.

Validation through the boundary layer consists of verifying that the hydrody-
namic and thermal thicknesses evolve with a trend compatible with the available
theory for compressible flows in laminar or turbulent regimes, depending on local
conditions.

8.2.1 Kinematic boundary layer

To quantify the thickness of the hydrodynamic boundary layer, the classic reference
criterion was used, defining dg9 as the distance from the wall at which the local
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velocity reaches 99% of the velocity outside the boundary layer. The extraction
was performed along several axial sections in the domain, interpolating the velocity
profiles predicted by Fluent and identifying the point where the condition occurs:

u(y = dgg) = 0.99 Uy

The use of multiple sections along the domain allowed us to analyze the growth
of the boundary layer and verify that the increase in dgg(x) is physically plausible.

Figure 8.4 shows the trend of the boundary layer thickness along the duct,
obtained by interpolating the velocity profiles extracted in different sections.

<10 Boundary layer

L | I L L L
0
0 005 0.1 0.15 0.2 025 0.3 035

Figure 8.4: Trend of boundary layer thickness along the port.

From the distribution of the velocity profiles, it can be seen that the boundary
layer is particularly thin, since the increase in velocity near the wall occurs over a
very small thickness. This behavior is shown in Figure 8.5.

Velocity Magnitude [ mis |

contour

0006400  2.37e402  473es02  7.10e+02  9.47e+02  1.18e+03 1426403 166e403  189e403  2.13es03  237e403

Figure 8.5: Velocity profiles near the wall.

The trend obtained is in agreement with that reported in Chapter 7 of Fun-
damentals of Hybrid Rocket Combustion and Propulsion [2], which shows velocity
profiles with similar characteristics (Figure 8.6).
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Midway of Bum
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/:Iﬂ m's 30 mfs

Figure 8.6: Typical velocity profiles reported in [2].

This behavior is attributable to the strong acceleration of the gases near the wall,
due to both the addition of heat and the increase in mass flow rate. As we move
away from the wall, the influence of these effects is reduced and the acceleration of
the gases gradually decreases [2].

The steep slope of the velocity profile near the wall shows that the gases
accelerate rapidly within the boundary layer.

From a physical point of view, the strong acceleration of the fluid tends to
compress the velocity profile toward the wall, limiting the region in which viscosity
is able to diffuse momentum. Under these conditions, viscous diffusion cannot
compensate for the acceleration imposed by the flow, and the thickness dg9 remains
very small throughout the duct.

8.3 Grid convergence analysis

Grid convergence analysis is a fundamental tool for evaluating the reliability of
CFD simulations. The numerical solution of a flow problem depends on the spatial
discretization chosen: changing the size of the cells changes the accuracy with
which gradients, convective and diffusive flows, and, in general, the terms of the
governing equations are approximated. Without a sensitivity check with respect
to the mesh, it is not possible to determine whether the results obtained are truly
representative of the physical behavior or whether they depend on the particular
discretization adopted.

The objective of grid convergence analysis is to measure how a quantity of
interest (e.g., chamber pressure, characteristic velocity, flame temperature, mass
flow rate) varies when moving from a coarse grid to a progressively finer one. If
this variation tends to decrease until it becomes negligible, the solution is said to
be "grid-independent ." In this way, it is possible to identify a level of discretization
that guarantees a good compromise between computational cost and accuracy.

To quantify the numerical error and estimate the asymptotic value towards
which the solution converges, Richardson extrapolation is often used. This tool
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allows us to evaluate not only the convergence trend, but also the effective order of
the numerical scheme and the margin of uncertainty associated with discretization.

8.3.1 Evaluation of the grid convergence order

To evaluate the effect of discretization on the quality of the solution, the convergence
order p was analyzed, i.e., the measure of how quickly the numerical error decreases
when the mesh is refined. The error introduced by the mesh can be written as:

where k is a constant that depends on the physical problem considered, the
formulation of the governing equations, and the specific numerical scheme used
(e.g., order of interpolation, treatment of gradients and convective flows).

By performing multiple simulations with different characteristic lengths h; and
hs, it is possible to estimate the order of convergence as:

This value allows us to verify whether the behavior of the solution complies with
the theoretical order predicted by the numerical schemes adopted and whether the
chosen discretization is sufficiently fine to reduce the truncation error.

In other words, it describes the efficiency of the numerical scheme: a higher
order indicates that the error decreases more rapidly as the characteristic size of
the cell decreases.

Simulations were therefore carried out using different characteristic lengths of
the mesh, comparing the trend of the quantities of interest as the discretization
varied.

The output flow rate was chosen as the evaluation parameter, as it is a direct
indicator of the correctness of the mass balance and the physical consistency of the
entire domain.
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Grafico Bilogaritmico Grafico Bilogaritmico
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Figure 8.7: Bilogarithmic graph

In order to analyze the accuracy of the spatial discretization scheme, bilogarith-
mic graphs of the error were plotted as the characteristic grid length A varied, for
both the non-reactive and reactive cases (Figure 8.7a and Figure 8.7b).

In both simulations, it can be seen that, as h decreases, the curves progressively
tend to assume a slope close to the theoretical value py, = 2, consistent with the
use of the Second Order Upwind scheme.

For coarser grids, on the other hand, the deviation from the expected slope
is more evident, indicating that the solution has not yet reached the asymptotic
convergence regime and that the numerical error is not entirely dominated by the
second-order term.

The realignment of the slopes with the refinement of the mesh, present in both
the non-reactive and reactive flows, despite the addition of chemical source terms,
confirms that the order of accuracy of the scheme is correctly achieved from a
numerical point of view and that the discretization error becomes asymptotically
consistent with the expected second order.

Tables 8.5 and 8.6, shown below, collect the total mass flow rate values 7, the
discretization errors E;, and the empirical convergence orders p used for plotting
the bilogarithmic graphs.

h (m) 0.001 0.003 0.009
i (kg/s) 0.05572708 0.055728133 0.055717914
E; 1.770E-07  8.760E-07  9.343E-06
p 1.45 2.15 -

Table 8.5: Non-Reactive
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h (m) 0.001 0.003 0.009
m (kg/s) 0.055727051 0.055726582 0.055723359
E; 2.060E-07  6.750E-07  3.898E-06
p 1.08 1.6 -

Table 8.6: Reagent

Tables 8.5 and 8.6 show that the error F; increases as h increases in both cases,
as expected when using increasingly less accurate discretization.

In the non-reactive case, the regular increase in F; as we move towards coarser
grids suggests a behavior that is qualitatively compatible with the asymptotic
regime of discretization.

In the reactive case, the growth of the error is less regular. This is probably
due to the strong coupling between flow and chemistry, which introduces a more
pronounced nonlinearity than in the non-reactive case. This additional complexity
makes it more difficult to achieve a fully asymptotic trend and makes the error more
sensitive to small local variations in the mesh and residual iterative inaccuracies.

8.3.2 Richardson Extrapolation with Theoretical Order

Richardson extrapolation is a classic tool for evaluating numerical accuracy and
estimating the “true” value of a quantity calculated using discrete methods.
Knowing the theoretical order of the numerical scheme used, it is possible to
combine the results obtained with meshes of different fineness to eliminate, or at
least reduce, the dominant term of the discretization error.
Starting from equation 8.1, it is possible to calculate an estimate of the exact
solution as:
P up — Upp

Uy =~
P —1

where 7 is the factor by which the characteristic length A is modified, in this case
r = 3, while p = pg, = 2 for the Second Order Upwind numerical scheme.
The two most accurate simulations are considered:

Non-Reactive Reactive
Eops 3.086E-07 1.474E-07
Eye (%) 0.001 0.0003

Table 8.7: Errors in flow rate calculated with theoretical order

81



Model Validation

The absolute errors with respect to the reference are very small in both cases,
with values less than 107°, and decrease further in the reactive case.

8.3.3 Richardson Extrapolation with Empirical Order

To estimate the value closest to the “exact” solution from the discrete results,
Richardson extrapolation can be applied using the empirical convergence order
Pemp- Lhis is obtained from the equation:

In (ta=22)
In(r)

Denoting by w, and wu,) the solutions obtained with the finest and coarsest
meshes, respectively, and assuming that the dominant discretization error follows
the form F o hP, the estimate of the exact solution ug is obtained by:

p:

Urp — Up,
P —1

The values obtained are shown in table 8.8

Up = Up —

Non-Reactive  Reactive

Demp 2 1.75
E s 2.980E-07  1.2613E-07
Era (%) 0.0005 0.0002

Table 8.8: Errors in flow rate calculated with empirical order

In this work, the grid refinement analysis returned an empirical convergence
order pem, = 2 for the non-reactive case and p.,,, = 1.75 for the reactive case,
values that are indicative of a discretization that approaches the asymptotic regime.

The adoption of p.,, allowed for a more accurate characterization of the domi-
nant discretization error, resulting in a decrease in estimated errors compared to
the evaluation based on the theoretical order.

82



Model Validation

8.4 Conclusions

The objective of this work was to model a hybrid rocket engine using CFD simula-
tions developed with ANSYS Fluent.

In particular, the geometry of a GOX/HDPE hybrid engine was implemented,
the physical and chemical models required to describe the combustion process were
defined, and the main thermo-fluid dynamic quantities within the chamber and the
nozzle throat were analyzed.

A preliminary validation of the chemistry was also conducted by comparing
different mechanisms available in the literature, verifying the consistency of the
thermal fields and the main species.

At the same time, numerical uncertainties were evaluated through a grid conver-
gence study in order to analyze the stability of the solution and the sensitivity of
the flow rates and key variables to spatial refinement.

The analysis of the results reveals the following main considerations:

e The comparison between the temperature fields obtained with three different
chemical mechanisms shows qualitative consistency in the bulk of the flow,
indicating that the models reproduce globally comparable thermal trends, with
limited local deviations that are not dominant for the purposes of macroscopic
analysis.

o The peak in the heat of reaction observed in the throat is not attributable to
additional combustion, but to a region dominated by dissociation reactions.
This behavior is confirmed by the local increase in OH radicals and O atoms
in the absence of a corresponding increase in static temperature.

o The characteristic velocity ¢* predicted by the simulations shows good agree-
ment with the experimental reference value, with a minimum error of 1.35%
and a maximum deviation of about 9%, depending on the chemical mechanism
considered.

o The bilogarithmic graphs of the error show that, as the characteristic length of
the grid h decreases, the slope of the curves approaches the theoretical value
P, = 2 of the Second Order Upwind scheme, both in the non-reactive and
reactive cases. This indicates that the solution enters the asymptotic regime
dominated by the second-order discretization term.

o The grid convergence analysis shows a progressive reduction of the error as the
mesh is refined. After applying Richardson extrapolation, the mass-flow errors
decrease further, reaching values as low as 0.0002%. This result confirms the
absence of spurious numerical effects and indicates that the remaining error is
mainly due to grid discretization.
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Limitations of the Work

o The empirical estimate of the order of convergence is not very robust when
the differences between solutions on successive meshes become very small, as
the logarithmic formula amplifies numerical noise.

o The absence of experimental data on dissociated species in the throat prevents
a complete quantitative validation of the local chemistry.

The developed model also provides a solid basis for future parametric analyses
, allowing the influence of the oxidizing flow rate, the O/F ratio, and the port
geometry on engine performance and the thermo-fluid dynamic behavior of the
system to be evaluated.

Future Developments
Possible extensions of the work include:

o Extension of the model to include radiation, to quantify its contribution
in high-temperature regions and evaluate its impact on the overall energy
balance.

o Development of a fully coupled model, in which flow, chemical kinetics,
radiation, and conduction in the wall are solved simultaneously, with the aim
of describing the thermo-structural interactions of the system in an integrated
manner.

o Analysis with more extensive chemical mechanisms including intermediate
hydrocarbon species, to evaluate the influence of kinetic detail in the
expansion region and the sensitivity of the thermal field to chemical modeling.

 Introduction of dynamic fuel regression, using dynamic mesh and a coupled
ablation /pyrolysis model, to simulate the actual evolution of the port area
and its effect on flow variables.

In conclusion, the work provides a consistent numerical description of the energy
peak in the throat, confirms convergence behavior compatible with second-order
discretization, and demonstrates the overall consistency of the calculated quantities.
However, there is still room for further refinement, especially with regard to the
modeling of pyrolysis, the radiative contribution, fuel regression, and comparison
with local experimental data, aspects that can be explored in future developments.
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