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Abstract

This thesis examines the use of seismic surface-wave interferometry for near-surface 

characterization from ambient noise records. An artificial sand body at the CNR 

experimental site was being monitored using a dense receiver array. By analysing the 

cross-correlations of ambient noise between receiver pairs, we can extract empirical 

Green’s functions and Rayleigh-wave dispersion curves.We accessed over 7000 receiver 

paths and selected 2130 reliable dispersion curves for inversion. Resulting estimates were 

a shear-wave velocity (Vs) model within the first 5 m depth. Two types of inversion 

schemes were tested; unconstrained and constrained.  Although a similar data misfit 

(≈11.7%) was achieved by both models, the Vs model resulting from the constrained 

inversion was found to be more realistic, as it provided a more realistic and consistent 

model, ranging from 100–130 m/s at the surface to 250–270 m/s at depth. Due to strong 

traffic noise coming from the northern direction, the noise field was irregular, which 

negatively impacted the reconstruction quality and limited the clear imaging of the sand 

body. Ambient-noise interferometry combined with constrained inversion is an effective 

non-invasive tool for shallow site characterization, the results confirm. 
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1. Introduction

The term “ambient noise” refers to any kind of continuous vibration of the ground. This 

correlating them, the Green’s function of the mediu
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obtain Green’s functions from the ambient
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2. Seismic surface waves & Interferometric approach
This chapter defines the movement of surface waves propagating near the surface and 

what can be studied from their behavior. It describes basic propagation behavior and 

outlines the variations at depth. Furthermore, it describes the seismic interferometric that 

allows to use ambient background noise to investigate the subsurface.

2.1 Fundamentals of Seismic Surface Waves

2.1.1 Seismic Waves

When the energy is propagated through or along the surface of a medium, which comes 

from various sources that can be used at the surface, the periodic vibrational disturbance 

will occur, which will be called seismic waves. Such waves are classified into two basic 

groups: body waves which widely propagate, forming an isotropic radiation pattern from 

a source, and the surface waves which move along a free surface. Surface waves 

movement is parallel to the earth surface, and their attenuation with depth obey an 

exponential form.

Surface waves have many properties that make them particularly suitable for geometrical 

characterization. They have a much lower rate of geometric attenuation than body or bulk 

waves, and this is because the energy of body waves spreads  spherically  , while  surface 

waves  propagates cylindrically (Figure 2.1-1).

Figure 2-1 Radiation pattern on body waves and seismic waves.
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There are two main types of surface waves – Rayleigh and Love waves. Vertically 

polarized surface waves were theoretically described by the British physicist Lord John 

Strutt Rayleigh in 1885, and the Love wave was later deduced by the mathematician A. 

E. H. Love, who generated the horizontal transverse oscillation orthogonal to the 

propagation direction (Rayleigh, 1885; Love, 1911). Rayleigh waves travel along the 

earth's ground with a more complicated kinematic pattern than Love waves. The motion 

of individual particles follows an elliptical retrograde path, meaning that they move 

opposite to the direction of wave propagation. Because it rolls, it moves the ground up 

and down, and forward and backward in the direction that the wave is moving as shown 

in Figure 2.1-2.

Because of their relatively high simplicity for its generation and detection at the ground, 

Rayleighs waves have customarily been employed for surface-wave testing. Similarly, 

utilizing the so-called Love waves which are derived from horizontally polarized surface 

movements is also possible but with limitations regarding layer stratigraphy and the 

difficulties involved to produce Love waves (Foti et al., 2014).

2.1.2 Propagation in Layered and Heterogeneous Near-Surface Media

Since the upper layers of the soil are loose, it has high porosity and low density, and with 

increasing depth, the rock becomes denser due to compaction and cementation, resulting 

in an increase in density and bulk modulus.

Shear wave velocity can be calculated as (Lipinski et al., 2017):

ௌܸ = √μρ , (2.1)

Figure 2-2 Schematic representation of Rayleigh and Love surface waves and their particle motion.
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where, μ is the shear modulus and ρ  is the density. Despite that, shear velocity is inversely 

proportional to the density, it is controlled primarily by shear stiffness which tends to 

grow rapidly comparing to density as depth increases. 

A medium through which a Rayleigh wave travel can be either homogeneous or 

heterogeneous. In a homogeneous half-space, where material properties stay constant 

with depth, they move at one constant velocity that does not depend on frequency. In 

contrast, for the  heterogeneous medium the wavefield is much more complex. The wave 

frequencies of the short wavelengths are mostly restricted to the softer soils near the top, 

while the frequencies of the long wavelengths penetrate deeper into the stiffer soils, 

propagating at the corresponding higher wave velocity. This phenomenon is known as 

geometric dispersion.

Figure 2.1-3 Geometric dispersion of surface waves in vertically heterogeneous media (reproduced from Foti 
et al., 2018).

Figure 2.1-3 shows a horizontally layered medium having 2 separate layers, with different 

physical properties. Three Rayleigh waves is given with a high, mid, and low-frequency, 

corresponding to large, medium and short wavelengths. Starting with a wave with a 

highest frequency on the left, the particle motion is basically confined in the soft top layer. 

In the middle, the longer wavelength penetrates deeper and samples the soft layer of upper 

part as well as partly stiffer part of the lower layer of the surface. In the end, wave with 

the lowest frequency wave extends way out into the stiffer lower layer and propagates in 

the higher velocity material.

Additional lateral heterogeneities such as abrupt facies changes, buried channels, or man-

made structures may further disturb the wavefield by scattering or refracting the 
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wavefronts. For a number of engineering-geophysical applications, it is common to have 

a single-dimensional layered model. However, in strongly heterogeneous environments 

such a model will represent only a partial representation of the real wave behaviour. A 

complete understanding of these propagation phenomena is essential in the correct 

interpretation of dispersion curves and in the reliable inversion of dispersion curves in 

order to obtain the shear wave velocity profiles.

Figure 2.1-4 Illustration of the surface-wave dispersion and inversion process. (a) Shear-wave velocity model 
composed of layers with increasing Vs; (b) Short wavelengths (high frequencies) are sensitive to shallow 
layers; (c) Long wavelengths (low frequencies) penetrate deeper; (d) Relationship between phase velocity ோܸand wavelength λ; (e) Experimental dispersion curve showing the decrease of phase velocity with 
frequency.

The concept of frequency-dependent penetration depth, velocity increase with 

wavelength, and inversion problem is schematically illustrated in Figure 2.1-4.

2.1.3 Near-field effects

Although Rayleigh waves can give important information on the vertical variation of 

stiffness, it should be noted that at very short offsets or high frequencies, near-field effects 

may also interfere into the wavefield being recorded, and the true dispersion behaviour 

will be distorted. These appear when a source and receiver are too close with respect to 

the wavelength of the propagating Rayleigh wave.

The wavelength is defined as:
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λ = ோ݂ܸ (2.3)
where ோܸ is the Rayleigh-wave velocity and ݂ is the frequency.

At values of the offset less than  one wavelength (Δݔ <  the motion recorded contains ,(ߣ

not only the propagating surface-wave component but also non-propagating near-field 

terms, these terms being related to the quasi-static deformation about the source. (Aki & 

Richards, 2002; Foti et al., 2018).

These elements strongly decays as distance and results in phase distortions which ends 

up with overestimation of the phase velocity and in most cases creates an artificial 

increase to the high-frequency portion of the dispersion curve. To minimise this effect, 

the distance between the source and the first receiver should be at least one to two 

wavelengths of the analysed frequency range (Park et al., 1999).

2.1.4 Phase & Group Velocity

That frequency-dependent behaviour of Rayleigh waves follows the dispersive nature of 

the propagation of surface waves in layered media (Foti et al., 2017). Whereas geometric 

dispersion relates to the properties of various frequencies exploring different depths, 

complete description of dispersive behaviour needs a distinction between phase velocity 

and group velocity.

The phase velocity ( ௣ܸ) demonstrates the rate of each frequency unit or a point of constant 

phase of the wave.It is mathematically defined as:

௣ܸ = ߱݇ , (2.4)
where ω is the angular frequency and k is the wavenumber (Aki and Richards, 2002).

Through the study of phase shifts at a sequence of frequencies, it is possible to obtain the 

experimental dispersion curve by determining ௣ܸ(݂). This curve links observable wave 

behaviour to the subsurface structure: each point on the curve corresponds to an average 

stiffness over the depth range sampled by that frequency. The group velocity ( ௚ܸ) is 

defined as:

௚ܸ = ݀߱݀݇ (2.5)
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represents the velocity at which the overall wave energy or the envelope of the signal 

propagates (Aki and Richards, 2002).

Despite most of field dispersion analyses not directly plotting group velocity, it 

determines the energy distribution and travel time of a dispersion of recorded surface-

wave train.

Figure 2.1-5 Phase and group velocity representation in a wave packet.

Assuming the two superposing waves have similar frequencies, waveform will have a 

high frequency wave inside a low frequency envelope. The crests of the high frequency 

part travel at the velocity of  ఠ௞   but the envelope at the velocity of  ௗఠௗ௞ .

Figure 2.1 4: schematically depicts the idea of phase velocity and group velocity. The 

distinction between the two kinds of velocities is very pronounced in very dispersive 

media, where the wave packet is dispersed over time. The knowledge of this difference 

can explain why the highest amplitude of the signal can have a slight discrepancy with 

the observable movement of the phase on a seismogram. 

2.2 Surface-Wave Interferometry

In practice, the controlled seismic sources may be unavailable. The surface of the earth is 

always in motion as a result of natural activities and human activities that include waves 

of the oceans, wind, traffic, and prior to industrial activities. Such continuous vibrations 

that are also termed as ambient seismic noise can be used as a natural source of 

information on the subsurface. Every location in the environment may be viewed as a 

weak and random source emitting the waves in all directions. In case of a large number 

of such sources operating concurrently and being mutually uncorrelated, their overall 

effect is a diffuse wavefield which spreads to the receivers in many directions.
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This property makes it feasible to obtain the response between two receivers which called  

the Greens function, by cross-correlating the recordings of noise on them. This principle 

is represented out in successive sections, beginning with a perfect impulsive case and 

other more realistic band-limited and noise-based cases successively.

2.2.1 Two-Station Configuration and Cross-Correlation

Seismic interferometry (SI) is a signal processing technique that is used to synthesize the 

wave field between the two receivers as one of them were in practice a virtual source. 

Basically, it involves cross-correlating records taken at two receiver positions with each 

other, which illustrates the function of the Green the impulse response that would indicate 

how waves would propagate between one receiver to another through the same medium 

(Wapenaar et al., 2010).

This principle relies on the fact that the two receivers are in a common section of the same 

wave path as in the source of the wave. By the cross-correlation of their documented 

wavefields, the common path cancels, and a remainder term is produced which is 

proportional to the travel time separating receivers themselves. As a result, a single 

receiver is able to recreate the direct wave, without knowing the actual origin of the signal 

source or when it was emitted, which will increase the usefulness of interferometry to 

application in ambient-noise measurements and passive imaging (Wapenaar et al., 2010).

Interferometric principle is demonstrated in the following by working an ideal impulsive 

case step by step and then generalizing the results to the case of band-limited and noise 

based. The examples show that the functionality of the Green between two receivers can 

be recovered based on the recorded signals.

2.2.1.1 Impulsive case

Direct-wave interferometry may be illustrated by a one-dimensional geometrical model 

of an impulsive source (Fig. 2.3). In this case, a point source at location, ݔௌ results in a 

delta pulse that travels through a homogeneous medium, which has a single fixed 

velocity ܿ. The two receivers will be aligned on the same axis at coordinates ݔ஺and ݔ஻ (ݔ஺ < ஺ݐ ,஻). The wavefront emitted arrives at receiver A, as at timeݔ =∣ ஺ݔ − ௌݔ ∣/ܿ, 

and receiver B as at time, ݐ஻ =∣ ஻ݔ − ௌݔ ∣/ܿ. The signals recorded at the receivers are 

thus delta-shaped Green’s functions ݔ)ܩ஺, ௌݔ , (ݐ = ݐ)ߜ − ,஻ݔ)ܩ ஺) andݐ ,ௌݔ (ݐ = ݐ)ߜ .஻) (Wapenaar et al., 2010)ݐ−
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Figure 2-3 Schematic representation of cross-correlation between two receivers (reproduced from Wapenaar 
et al., 2010). (a) Source and receiver geometry; (b–c) individual recordings at stations A and B; (d) time-
domain cross-correlation.

Figure 2.2-1 schematically shows this geometry. The spatial arrangement of the upper 

panel in Figure 2.2-1(a) is a depiction of the source S and receivers A and B; panels in 

Figure 2.2-1(b) and in Figure 2.2-1(c) is a depiction of the associated impulses recorded 

at each receiver separated in time by a time delay which is proportional to the difference 

in distance between the two receivers; panel in Figure 2.2-1(d) is a depiction of what 

would result by correlating the two traces indicating a working correlation maximum at 

a time lag proportional to the difference in distance between the two receivers.

The cross-correlation is mathematically described as,

(ݐ)஺஻ܥ = ,஻ݔ)ܩ ] (⋅,ௌݔ ⋆ ,஺ݔ)ܩ ,ௌݔ − (ݐ)[ (⋅ = ∫ ,஻ݔ)ܩ ,ௌݔ τ) ,஺ݔ)ܩ  ,ௌݔ τ − τ݀ (ݐ (2.6)
and the latter reversed in time, so that the times of arrival coincide. The correlation 

functional reaches its peak at time delay of the form of time shift at ݐ஻ −  ஺. The resultingݐ

peak appears at a positive time lag

ݐ = ஻ݐ − ஺ݐ = ∣ ஻ݔ − ஺ݔ ∣ܿ (2.7)
corresponding to the propagation of a direct wave from A to B. Such positive time 

correlation peak is the causal feature of the inter-receiver Green function, ܩ஺஻(ݐ).

Assuming the source was at the other side, receiver B would record the wave sooner than 

receiver A, ݐ = ஺ݐ − ஻ݐ < 0, which would peak at the correlation between the two via the 
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anti-causal component of the signal, ܩ஺஻(−ݐ)(Snieder, 2007). Therefore, time lags are 

positive when energy flows at A to B and are negative when energy flows at B to A.

This process is successful in removing the typical propagation path between the source 

and the two receivers as well as isolating the segment between 

them: ,஻ݔ)ܩ ,஺ݔ (ݐ = ,஻ݔ)ܩ ,ௌݔ (ݐ ⋆ ,஺ݔ)ܩ ௌݔ , (ݐ− (2.8)
The signal obtained is the same as the record that would otherwise be seen in the event 

that a virtual source were positioned at point A and the noise signal at point B (Wapenaar 

et al., 2010). This one-dimensional illustration shows clearly that the correlations between 

two records give both the causal and the anti-causal constituents of the Green function 

between receivers and thus forms the theoretical basis of seismic interferometry.

2.2.1.2 Non-impulsive (band-limited) case

In practical applications, the emitted signal is rarely a perfect delta impulse; instead, it 

has a finite duration and limited spectral content, represented by the source wavelet (ݐ)ݏ. 

The wavefields which are recorded by receivers A and B are, therefore, the product of the 

Green functions with the source signal:ݔ)ݑ஺, (ݐ = ,஺ݔ)ܩ ,ௌݔ (ݐ ⋆ (ݐ)ݏ ,஻ݔ)ݑ(2.9) (ݐ = ,஻ݔ)ܩ ,ௌݔ (ݐ ⋆ (ݐ)ݏ (2.10)
On cross-correlation of these two recorded signals, the ensuing expression will 

be (⋅,஻ݔ)ݑ ⋆ ,஺ݔ)ݑ − ⋅) = (ݐ)஺஻ܩ ⋆ ܵ௦(ݐ) (2.11)
and ܵ௦(ݐ) = (ݐ)ݏ ⋆  .represents the auto-correlation of the source wavelet (ݐ−)ݏ

The use of the term proves that retrieved inter-receiver Green, ܩ஺஻(ݐ) is convolved with 

the source autocorrelation meaning that the amplification prior to reconstruction is band 

limited under the frequency content of the emitted wavelet (Wapenaar et al., 2010; 

Snieder, 2007).

In practice therefore, this constraint limits the bandwidth of the interferometric output 

which can be utilized as well as determining the time resolution which can be achieved 

on the reconstructed Green function.



18

2.2.1.3 Ambient noise case

When a medium is under sustained excitation by stochastic energy source, then wavefield 

recordings are mainly filled with ambient seismic noise. The contribution of each 

individual source is of weak vibrations, but the summation of all sources in due course 

results in the useful information about the features of the propagation of the medium. By 

recording this continuous noise at two receivers at the same time, the cross-correlation of 

the two recordings serves to isolate the coherent arrivals in common to both traces and 

hence provide a good representation of the impulse response, or the function of Green, at 

the two receiver positions.

Figure 2-4 Example of the cross-correlation process between two ambient-noise recordings (reproduced from 
Wapenaar et al., 2010). (a–b) Seismic noise records from two different receivers showing similar wave 
patterns; (c) resulting cross-correlation function (CCF).

Figure 2.2-2 illustrates this process. Panels (a) and (b) show two noise recordings at 

receiver A and B respectively, which had similar wavelets at different times, which were 

caused by random sources. The associated outcome of cross-correlation is shown in 

panel (c) in which the coherent arrivals are visible at negative and positive time lags. 

The positive lag peak is that resulting where propagation occurs between A and B, and 

that of the negative lag is the propagation in the reverse direction. 

Mathematically, the noise recording correlation could be termed asܥ஺஻(ݐ) = ,஻ݔ)ݑ⟩ (ݐ ⋆ ,஺ݔ)ݑ ்⟨(ݐ− ≈ (ݐ)஺஻ܩ] + [(ݐ−)஺஻ܩ ⋆ ܵே(ݐ)
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in which, ݔ)ݑ஻, ,஺ݔ)ݑ and(ݐ  is the autocorrelation (ݐ)are the signals of the noise and ܵே (ݐ

of the ambient field (Wapenaar et al., 2010).

This expression is the basis of passive seismic interferometry, which allows the 

reconstruction of the Green’s function between two receivers without an active source 

being used. The procedure works best when the noise sources are not correlated, the 

recording times are long enough to accomplish statistical averaging and the illumination 

is essentially isotropic in all directions (Bensen et al., 2007).

The main goal in direct-wave interferometry is to measure the delay time between two 

receivers which is proportional to the surface wave travel time between the receivers. 

Once this travelling time has been determined, the mean velocity of propagation could be 

deduced based on the known distance between the receivers. Practically, the technique is 

used not just in single time measurements, but also in a range of frequencies, thus 

allowing to determine the phase velocity as a function of frequency.

In two and three dimensional geometries, the retrieved Greens function remains the direct 

wave between receivers, but it is built up by the addition of efforts of many directions of 

sources on the surface. In higher dimensions, the direct-wave component can only be 

recovered correctly when the illumination and path coverage is sufficient enough to cover 

all the relevant propagation directions in the result of the correlation (Wapenaar et al., 

2010).

Various critical conditions have to be met before the interferometric correlation can 

reproduce the function of the Green. 

(1) Sufficient averaging time. Long recording times are needed in order that incoherent 

signals be canceled whilst coherent arrivals to the true propagation of waves between 

receivers take the prevalence.

(2) Balanced illumination. In a one-dimensional set-up the waves are to be received on 

both sides of the receiver pair so that both the causal and anticausal are recovered and so 

the result of the correlation is symmetrical. 

(3) Uncorrelated noise sources. The ambient noise should have independent action hence 

the disappearance of cross-terms in a correlation following time averaging and retaining 

only the physically significant component of the wavefield.



20

Under this set of conditions, cross-correlation provides a consistent and true estimate of 

the receiver-receiver Green. Breaks of such assumptions on the other hand, e.g. biased 

illumination, insufficient recording time, and noise sources that are highly correlated may 

cause distortions or partial wavefield recovery (Wapenaar et al., 2010; Campillo and 

Roux, 2015).

2.2.2 Dispersion Analysis and Inversion of Rayleigh Waves

ܿ(݂)

Figure 2-5 Experimental dispersion curve (reproduced from Foti et al., 2014).

ௌܸ(ݖ)
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Figure 2-6 Experimantal Vs model (reproduced from Foti et al., 2014).

generally observe lower values of Vₛ in near
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Figure 2-7 A schematic view of how the lateral constraints are imposed in tomographic inversion.

wave speed of each model point to its adjacent models’ 

frequencies. The Vₛ producing distribution accounts for vertical gradient and lateral 

other words, tge Vₛ distribution being featured is realistic as well as continuous

3. Data

3.1 Study Area and Geological Setting
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 ×

Figure 3-1 Location of the CNR test site in Turin, Italy.

In order to measure the ambient-noise wavefield over the sand body, a hybrid receiver 

array was put in place. The structure consisted of a cross shaped central part with other 

receivers introduced around it at a random arrangement. Figure 3.1-2 (b) shows that total 

of 30 three-component and 90 one-component geophones were placed in a region with 

outer dimensions of 21.6 × 20.84 m whilst the real receiver coverage amounted to 

approximately 331 square meters. 

To make a complete cross shape over the artificial sand body, the receivers were planted 

to make two perpendicular lines at regular interval. The distance between the receiver 

was 0.75 m in the horizontal direction and 0.5 m in the vertical direction. The other 

receivers were located in a irregular pattern in quasi-random order around the center. This 

pattern resulted in an overall increase of the average receiver spacing in the array to 

approximately 9 m distance thus creating a larger aperture while still allowing sufficient 

coverage of surface-wave interferometry.
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Figure 3-2 Geometry of the artificial sand body and receiver array layout. (a) Three-dimensional schematic 
of the sand body embedded within the host medium. (b) Plan view of the receiver configuration (120 
geophones) arranged in cross-shaped and irregular outer geometry, with the sand body. (c) Vertical cross-
section showing the trapezoidal shape of the sand body.

Azimuthal rose diagram was created through which the distribution of all the pairs of the 

receivers in the array was indicated. Overall, 7,140 interstation paths were available by 

taking into account all combinations of receivers. The diagram is covered by an azimuth 

of 0° to 180°, whereas the reference intervals are 250, 500, 750 and 1000 paths. There are 

two different directional patterns almost at 90° and 180°, with the east-west and north-

south directions of a central cross. The total number of paths is approximately 700 around 

90° and progressively over 1,000 around 180°, which shows the greatest alignment in 

these major axes. For most other azimuths, the number of paths stays close to 300, 

indicating a relatively even coverage provided by the irregular outer array. 

The geometrical arrangement makes the array achieve the ambient-noise wavefields over 

many directions and therefore minimizes directional bias and increases the stability and 

reliability of the interferometric outcomes.



25

3.2 Ambient-Noise Data Acquisition

Table 3-1 Acquisition and processing parameters used for ambient-noise 
interferometry

Parameter Value
Number of time samples 2501
Sampling interval 0.001
Gaussian smoothing factor 0.15
Frequency range 2 : 5 : 100
Velocity range 50 : 1 : 700
Stacking limit 5
Maximum inter-station offset 400

Figure 3-3 Azimuthal and spatial coverage of the receiver array. (a) Azimuth rose diagram showing the 
distribution of inter-receiver paths (b) Spatial map of all receiver paths (green lines) connecting 120 
sensors (blue dots).
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Figure 3-4 Field setup of the receiver array at the CNR test site.
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4. Methodology
The workflow proposed for surface-wave interferometry is aimed at deriving near-surface 

shear-wave velocity (Vₛ) model from ambient-noise recordings through a continuous 

sequence of processing steps (Figure 4-1). The process includes preparing the data, 

processing the interferometric signals, extracting the dispersion curves and performing 

tomographic inversion. Every step taken was performed such that coherence of 

reconstructed Rayleigh waves was maintained and the inversion results were reliable.

Figure 4-1 The detailed workflow of the surface-wave interferometry process.

The receiver array consisting of 120 geophones studied can theoretically form 7 140 paths 

of any two stations. However, in practice only 3570 unique paths were processed. It was 

decided to keep redundancy low and computationally not heavy while ensuring 

representivity in the dataset. The dense arrangement of receivers led to many pairs having 

very similar azimuths and small offsets.  It turns out that keeping only half of the 
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combinations will achieve full spatial and azimuthal coverage without repetitions of 

reciprocal or geometrically equivalent conditions.

Noise records were cross-correlated for each valid pairs to obtain the empirical Green’s 

function between them. The diffuse ambient field is changed into virtual shot gathers with 

coherent Rayleigh-wave arrivals. A multiple-Gaussian band-pass filter in the frequency 

domain was applied to clean the signals, which were selected within the range of 2–100 

Hz and with a relative width of σ = 0.15. Every 0.5 Hertz, a Gaussian window was 

centreed and all together summed to produce the smooth composite transfer function that 

has equal weight in the passband. This filtering step improves the energy of surface-waves 

while suppressing unwanted low- and high-frequencies.

Filtered traces were placed into a cross-relation matrix in the frequency-time domain, 

which was transformed into the frequency-velocity domain. The pattern of dispersion can 

be easily visualized using this representation, which also allows automatic extraction of 

the main Rayleigh mode.

 



29

Figure 4-2 Illustration of the interferometric signal-processing sequence at 25 Hz. (a) Input seismic traces 
recorded at two receiver locations (T1 and T2). (b) Filtering and cross-correlation stages showing 
enhancement of coherent Rayleigh-wave arrivals after Gaussian filtering. (c) Cross-multiplication matrices 
in the frequency–time and frequency–velocity domains, where the blue line correspond to the picked 
fundamental mode.

The complete sequence of interferometric processing steps is illustrated in Figure 4-2, 

which shows the transition from the input seismic traces to the filtered and cross-

correlated signals, followed by the construction of the cross-multiplication matrices in 

both the frequency–time and frequency–velocity domains. This operation is performed 

for the 25 Hz component as illustrated in the figure, which isolates the coherent Rayleigh-

wave energy progressively and identifies the fundamental mode. Thus, the cross 

multiplication matrices explicitly reveal the variation of phase velocity as a function of 

frequency, allowing to recognize the fundamental Rayleigh mode in the examined 

bandwidth.
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After the fundamental-mode dispersion curves were recognized along all valid paths, they 

were assembled to form a collection of path-averaged dispersion curves (DCs).  The DCs 

show how fast the wave travels for each path between stations and that’s the main data 

set for the inversion tomography. 

To recover the spatial distribution of shear-wave velocity, the set of path-averaged DCs 

and initial model were finally introduced into the tomographic inversion algorithm. The 

inversion was optimized iteratively until convergence of the recorded and calculated 

dispersion data. The Vₛ model obtained provides a quantitative image of the near-surface 

stiffness variations and captures the main features of the investigated artificial sand body 

at the CNR test site.

4.1 Dispersion curve picking
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Figure 4-3 Dispersion energy images and picked phase-velocity curves.
(a) Examples of dispersion energy maps ܧ(݂, ܿ)for two receiver pairs after stacking. (b) The black curve 
indicate automatically phase-velocity values used for the subsequent inversion.

Figure 4-4 

In certain receiver pairs, the dispersion energy image exhibited non-physical upward 

trends. During these trends, the apparent phase velocity increased with frequency, rather 

than decreasing as would be expected. As shown in Figure 4.1-3 below. The high energy 



32

ridge is inverted and has phase velocities starting from 0 m/s at 15 Hz and reaching nearly 

250 m/s at 100 Hz.  The behaviour contradicts the expected Rayleigh-wave dispersion 

relation, which states that lower frequencies correspond to higher velocities due to deeper 

sampling of stiff layers.

The upward curve here is most likely due to misidentification of the fundamental mode. 

Sometimes, if stations are too close to each other, then there is not sufficient phase 

accumulation causing the group-velocity trend to become ambiguous. The automatic 

picking algorithm, following local amplitude maxima, incorrectly traced this inverted 

ridge, leading to an unrealistic dispersion curve.

Data with such anomalies were systematically excluded from the final dataset because 

they can severely bias the tomographic inversion and cause unrealistic velocity gradients. 

Only curves that showed stability, and downward monotonic dispersion was selected for 

analysis.

Figure 4-5 Example of a dispersion energy image showing a non-physical upward trend.
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4.2 Inversion

The tomographic inversion used local 1D velocity profiles from dispersion-curve 

inversions for creating a continuous 2D model of the near-surface shear-wave velocity 

(Vₛ). The aim of this stage was to reproduce the lateral stiffness variations and also create 

a spatially consistent model of the shallow subsurface over the study area. 

The adopted formulation is similar to what was proposed by Boiero (2009).  Datasets that 

consist of path-averaged dispersion curves (DCs) like those from ambient-noise 

interferometry are particularly suitable for this method. In this framework, we interpret 

each dispersion curve as measuring the average phase velocity (or slowness) along the 

inter-station path connecting two receivers. All these paths, when joined, give an 

inversion that yields a vector distribution most compatible with the entire data set with 

smooth lateral changes between neighbouring cells.

The inversion began with the definition of a reference model composed of five layers of 

thickness of 1 m each above the surface to a total depth of 5 m. Approximately 100 

independent 1D points were used for the inversion. They were evenly distributed across 

the area of interest in a uniform grid with 2 m spacing in both horizontal and vertical 

directions.  Two inversion configurations were tested. In unconstrained inversion, each 

point was inverted independently. Constrained inversion involving smoothness 

constraints between neighbouring cells to enforce lateral consistency. The parameters of 

the model are shear-wave velocity, Poisson’s ratio, and density. Out of all of these, during 

inversion, only Vₛ was allowed to vary. Poisson’s ratio and density was kept constant at 

lab-measured and previously obtained fixed values.

The initial (reference) Vₛ model was defined from the mean of all 1D inversions and 

modified according to the general dispersion trend of the study area. The reference model 

parameters that are summarized in Table 4.4-1.

Table 4-1 Reference model used for the tomographic inversion.

Layer Thickness (m) Vₛ (m/s) Poisson’s ratio Density 
(kg/m³)

1 1 40 0.2 1600
2 1 100 0.2 1600
3 1 140 0.33 1800
4 1 180 0.33 1800
5 1 220 0.33 1800

Half-space - 700 0.33 1800
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To help achieve a suitable model the tomographic inversion was formulated as a 

regularized weighted least-squares problem that minimizes the misfit between observed 

path-averaged dispersion data and synthetic data while imposing smoothness on the 

model. The objective function combines two terms.

(a) the data misfit measures how well the predicted phase velocities match the 

measured dispersion curves.

(b) the spatial regularization which penalizes large velocity gradients between 

adjacent model nodes.

The result is that final model fits data within its uncertainty and is therefore geologically 

reasonable and spatially continuous. The weighting matrix which accounts for the data 

misfit takes into consideration the uncertainty of the measurements and correction of each 

dispersion point based on wavelength.
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5. Results
The key results generated by the surface-wave interferometry analysis are presented in 

this section, including selection of dispersion curves, assessment of azimuthal and 

wavelength coverage and inversion to produce shear-wave velocity (Vₛ) structure for the 

area of interest. The previous section presented a workflow that was useful to reconstruct 

the shallow subsurface velocity field down to around 5 m depth.

The plot in Figure 5-1 shows all 2130 dispersion curves that were ultimately selected 

from among 3570 receiver pairs. Curves that were excluded usually appeared to be driven 

by strong noise that caused a lot of irregularity or an upward trend in velocity. In the 

dataset, a general behaviour is observed which seems to be quite consistent. The phase 

velocity decreases from about 400–450 m/s at the lowest frequencies considered about 

15 Hz to about 100–200 m/s at frequencies above 50 Hz. The hundreds of overlapping 

curves that fall along the same downward trend validate the picking.

Figure 5-1 Collection of all extracted dispersion curves.

After picking the valid receiver pairs, the azimuthal and spatial coverage is checked so 

that the data still represents the whole array. It is observed that in the original 

configuration, there are about 700 paths concentrated around 90° and more than 1000 

around 180°, which indicates the presence of two strong dominant directions. As 

represented in the final selection and depicted in Figure 5-2(a), the azimuth distribution 

became much more uniform. The weak peaks located near the angles of 90° and 180° are 

still present, although the gap between these peaks and remaining peaks have now become 
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much smaller So, that coverage is more evenly distributed, and results are not biased 

towards any one direction.

The new receiver-path map of Figure 5-2(b) also shows this. The overall cross shape of 

the array was maintained and the paths still span almost the entire area, but the network 

seems less dense because the noisy and redundant pairs were filtered out. Nonetheless, 

the rest of the paths are spaced out evenly and connected well so that there can be 

considerable spatial averaging and the dispersion analysis is representative of general site 

behaviour as opposed to just a few directions.

Figure 5-2 Azimuthal and spatial coverage of the selected receiver pairs. (a) Azimuth rose diagram showing 
the distribution of 2130 selected receiver pairs. (b) Spatial map of the selected paths (green lines) 

connecting receivers (blue dots).

The wavelength coverage of the estimated dispersion curves is related to the resolution 

and depth of investigation of tomographic inversion. For the average apparent phase 

velocity colour, the available inter-station paths for each wavelength range are shown. 

This gives a reasonable visual clue about the spatial sensitivity of the inversion.

The coverage as shown in the figure keeps increasing with wavelength. A few receiver 

pairs with smaller offsets is limited at the source for shorter wavelengths (λ < 2 m). Thus, 

the resolution for the shallowest layers is lower. Within the 2–10 m wavelength range 

(Figure 5-3(c) and 5-3(d)), the coverage becomes much denser and the data set is 

optimally sampled in the top 5 m. For longer wavelengths (λ = 10–15 m, Figure 5-3(e)), 

the coverage is still spatially continuous, although it becomes less thick, suggesting 

decreasing sensitivity to depth. 
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Figure 5-3 The data coverage of the estimated surface wave fundamental modes of the CNR data set as 
pseudo-slices corresponding to different wavelength intervals between: (a) 0-1 m. (b) 1-2 m. (c) 2-5 m. (d) 5-
10 m. (e) 10-15 m

After obtaining the dispersion curves, the next step was to obtain shear-wave velocity 

(Vs) distribution in the study area. The Rayleigh-wave dispersion curves were inverted to 

change the frequency-velocity information into a shear velocity model describing the 

variation of stiffness with depth and laterally across the site.

As seen in the Figures 5-4(a) and 5-4(b), a comparison of the experimental (black) and 

synthetic (red) dispersion curves is given for the constrained and unconstrained 

inversions, respectively. In general, synthetic dispersion curves well matched real data, 
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indicating that the inversions approached similar and reliable results, with a normalized 

misfit of about 11.7%.

Figure 5-4 Comparison of observed and synthetic dispersion curves for constrained and unconstrained 
inversions. (a) Constrained inversion: the red lines represent the fitted synthetic phase-velocity curves that 
follow the observed dispersion data (black). (b) Unconstrained inversion: similar overall fit quality is 
achieved.

The convergence plots presented in Figure 5-5 show the reduction of error during 

iterations. For the constrained inversion (Figure 5-5(a)), the misfit became stable after the 

sixth iteration. However, for the unconstrained case, the misfit remained constant after 

the eighth one (Figure 5-5(b)). This shows both methods reached stable solutions, but the 

constrained inversion converged a little faster.
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Figure 5-5 RMS misfit evolution during inversion. (a) Constrained inversion: the global RMS error rapidly 
decreases within the first few iterations and stabilizes after about the 6th iteration. (b) Unconstrained 
inversion: a similar convergence trend is observed, but the model requires around 8th iteration.
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Figure 5-6 Shear-wave velocity maps for the unconstrained inversion model. (a–e) Vs distributions for depth 
intervals 0–1 m, 1–2 m, 2–3 m, 3–4 m, and 4–5 m.

The Vs maps in the unconstrained inversion (Figure 5-6) appear considerably noisier and 

less continuous. There are sharp velocity differences between neighboring cells, 

especially in the top 0-2 m, where Vs switches rapidly between low (~100 m/s) and high 

(>250 m/s) values. Without spatial smoothing, each inversion in one dimension operates 

independently. That means even a small amount of noise in the data leads to strong local 

changes in velocity. At the depths of 3 to 5 meters, the model becomes fairly stable 

although unrealistic fluctuations still exist.
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Figure 5-7 Shear-wave velocity maps for the constrained inversion model. (a–e) Vs distributions for depth 
intervals 0–1 m, 1–2 m, 2–3 m, 3–4 m, and 4–5 m.

In the constrained inversion (Figure 5-7) the velocity field appears smoother and more 

uniform over the area. At a depth of between 0 and 1 m, lower Vs values are observed, 

with a range of approximately 100 and 130 m/s, around the central part of the site, within 

the artificial sand body. Initially, the material is soft near the surface but becomes 

progressively stiffer towards depth. There also appears to be a small area of higher 

velocities located inside the square. The velocities reach 200-220 m/s starting from a 

distance of about 2 m, indicative of a change towards denser, more compact material. In 

general, the layers change smoothly, highlighting that the imposed constraints were able 

to keep the model geologically plausible.
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6. Conclusions

–

– – –
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