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Abstract

In recent decades, Internet services have become an essential component of modern
society, providing a wide spectrum of applications. The diversity of users, some of whom
have limited security knowledge, increases the likelihood of accessing malicious websites,
specifically developed by attackers to steal sensitive information, money, or personal data.

Traditional defense countermeasures, such as blocklists, — manually curated lists of
known malicious domains maintained by specialized companies — rely on comparing a
website’s identifier against those contained within the blocklist. Although this approach
is widely adopted, it is purely reactive: it protects users only after the malicious site has
been detected and included in the list.

To overcome this limitation, smart blocklists have been proposed. These rely on
algorithms, heuristics, or machine learning models that evaluate features of a web re-
source to classify it as malicious or benign. However, because these characteristics are
directly linked to the resource itself, attackers can deliberately manipulate them to avoid
detection.

This thesis explores an alternative approach: instead of analyzing the intrinsic charac-
teristics of a website, it examines the possibility of classifying a web resource by evaluating
users’ specific navigational patterns. In other words, the idea is to demonstrate that a
malicious access is not isolated with respect to the previous ones, on the contrary, they
are strongly correlated and can therefore be predicted.

To validate this idea, we developed a behavioral recognition model starting from
a dataset of real users’ browsing histories. The work starts with the collection and
evaluation of open-source blocklists in order to understand their reliability and the extent
of false positives. On this basis, we labeled the browsing data and extracted relevant
features, which were then used to train and compare different machine learning models.

The results show that behavioral models can effectively distinguish malicious from
benign accesses, providing preventive protection that is more robust than both traditional
blocklists and smart blocklists. This work represents a step toward more resilient online
security solutions, capable of anticipating attacks rather than merely reacting to them.
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Chapter 1

Introduction

1.1 Overview

During the last decades, the Internet has established itself as a crucial component of
modern society. Through the capability of providing instant access to information and
facilitating global interaction and collaboration, the Internet has become an indispensable
asset for a large user base, impacting on different aspects of daily life, such as communi-
cation, business, learning, and interaction. Consequently with the increasing of activity,
Internet also become a valid target for malicious actors. The same connectivity that
enables global interaction inherently introduces exploitable vulnerabilities to attack sys-
tems, data, and users. These attacks involve websites that mimic legitimate services with
the purpose of stealing information, malicious websites that stealthily download spyware,
malware, or ransomware exploiting victim’s device, and fraudulent websites that inten-
tionally deceive the user in order to get access to personal data, money, or other sensitive
information.

The main target of these attacks is Personal data. Personal data is personally iden-
tifiable information about the victim, which can be exploited to perform more targeted
attacks such as identity theft or fraud. For instance, personal data may include person’s
name, surname, or job position that may be used by an attacker to write a targeted email
in order to convince the victim of being an acquaintance of his and asking for favors, like
money or privileged access to the company where the victim works. Other than per-
sonal data, Internet communication produces a large quantity of data relating the user
or his behavior during an online communication or session. The most common example
is cookies, small pieces of text which can contain user identifiers, history of interactions
and authentication tokens. If an attacker obtains this information, they can potentially
impersonate the user for an entire session. To address this type of threat, it is necessary
to adopt some countermeasures.

1.2 Blocklists

A blocklist contains a list of malicious identifiers that are compared with the identifier of
the resource requested by the user. Depending on the desired level of detail, a blocklist
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1.2 — Blocklists

is based on

o Domains: identifier of a website.
e URLs: identifier of a web page.

e [Ps: identifier of a machine in the network.

If the identifier is found within the blocklist the access is blocked. For their simplicity
and efficiency in implementation, updating, and execution, blocklists are the most widely
used tools against malicious access. Among the most popular blocklists is Google Safe
Browsing (GSB) [14]. It operates at the URL level and is updated daily. At every access,
GSB compares the URL with its own list and blocks the access if it finds a match.

A further and final detail, necessary for the purposes of this thesis, concerns the user
access to a blocklists. In particular, an open-source blocklist is defined as one that makes
its list of malicious resources public. GSB does not have this property. However, blocklists
are subject to an inherent limitation. Indeed, we can define as a window of exposure the
period during which the user can be exposed to a malicious website because the blocklist
does not yet recognize the website as malicious. This period cannot be absent because:

1. The website must be recognized as malicious. Sometimes, this step coincides with
a malicious access by a victim.

2. The administrator of the blocklist must be aware of the maliciousness of the website.
3. The user must properly update the blocklist.

Throughout this period, and excluding the final phase (which may depend on the user
themselves) a malicious site is able to operate without restrictions. From this, it is clear
that a solution must be found to reduce the window of exposure as much as possible.
Academic literature explores a wide range of solutions involving algorithms, heuristics,
and artificial intelligence models that operate to improve various aspects of blocklists.
These studies aim to automatically detect and mitigate misclassified domains [15], analyze
the characteristics of the web page, such as HI'ML structure, hyperlinks, and input
forms [46], inspect URL syntax elements to identify malicious domains [55], or adopt
hybrid approaches that combine different features and techniques [20,45]. Finally, the
literature has highlighted the possibility to mitigate the window of exposure problem,
by supporting proactive detection of malicious domains [77,79], but unlike blocklists
they have neither a standardized structure nor a standardized operation. By definition,
choosing the set of attributes used to analyze a domain plays a fundamental role in the
effectiveness of classification. If this set is too selective, some malicious domains may
evade them and bypass security measures. Consequently, if it is too loose, some benign
sites may be blocked due to misclassifications. Finally, the exclusive use of site attributes
could lead attackers to create ad-hoc websites to evade them. For instance, an index
of a site’s maliciousness could be a poorly maintained and low-quality structure, but
the attacker, knowing that this feature is taken into account for site classification, could
design a well-structured site so that it is mistakenly classified as benign.
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1 — Introduction

1.3 Thesis Objectives

The main objective of this thesis is to propose and evaluate a behavioral model that
analyzes user access patterns to accurately classify them for the detection of malicious
websites, aiming to overcome some of the typical limitations of blocklists. We explore
the idea of classifying a web resource by evaluating users’ specific navigational patterns.
In this context, we define a navigational pattern as a set of ordered accesses performed
by a user. These accesses can be grouped according to similar characteristics with other
ordered sets of accesses. In other words, the idea is to demonstrate that a malicious access
is not isolated with respect to the previous ones and, on the contrary, they are strongly
correlated. Consequently, we explore the possibility of deriving a certain number of
features from a user’s browser history that can be interpreted by a behavioral recognition
model to predict, with a high grade of accuracy, whether the next access will be malicious.
With regard to the window of exposure, the model, similarly to [46,55], aims to classify
a site through its characteristics, thus providing proactive protection. Unlike the latter,
however, the idea is to take into account the user’s user behavior. The rationale behind
this choice is that a model capable of recognizing behavioral patterns before malicious
access occurs is trained using features that belong to the user and cannot be modified by
an attacker. In particular, the thesis aims to:

o analyze the limitations of traditional blocklists;

e design a behavioral model that exploits user navigation patterns as a source of
useful information for identifying potential threats;

e implement and test the model, comparing its performance with approaches based
on blocklists;

o evaluate the effectiveness of the model classification through standard classification
metrics, such as accuracy, precision, recall, and F1-score.

1.4 Thesis outline

This thesis is structured as follows.

e 2 Chapter 2 : presents definitions, examples, and academic works for the under-
standing of both the technical and theoretical contexts of the thesis.

e 3 Chapter 3: describes Pimcity, the dataset composed of browsing histories used
in this thesis. The chapter also includes collection methods and data exploration.

e 4 Chapter 4: explores the method for the collection of several open-source block-
lists up to realize a reliable dataset. Furthermore, we explores the classification and
labeling process of the Pimcity entries

e 5 Chapter 5: explores the motivation, and the generation of relevant features from
the datasets.



1.4 — Thesis outline

e« 6 Chapter 6: presents the machine learning models used to classify malicious
accesses, and the metrics used to evaluate them.

e 7 Chapter 7: reports and discusses experimental results.

e 8 Chapter 8: summarizes the main contributions of the study, discusses limita-
tions, and outlines potential directions for future research.



Chapter 2

Background and related works

This chapter aims to explain the fundamental concepts for understanding the purpose,
the context, and the problems that this thesis wants to address. To improve readability
and simplify the structure, we divide the chapter into two sections. The Fundamental
concepts section aims to illustrate a more detailed overview of Internet communication
with a particular focus on the definitions of direct/indirect access, URL, initiator, and
malicious access. In the second section, we review academic papers related to this thesis,
in order to understand how the literature has addressed the problem, what solutions and
results have been proposed, and which limitations still remain to be overcome.

2.1 Fundamental concepts

This section recalls the fundamentals of web communication by providing an high level
explanation of how client-server communication works. Within this framework, the client
is typically represented by the user’s device, which starts a request for a resource available
on the Internet, such as a webpage. On the other hand, the server is a remote machine
that hosts the resource and provides access to it.

2.1.1 Example of communication
Any Internet communication follows these elementary steps:

e Step 1: Client request: The client sends a request for a specific resource. Any
request is composed of: protocol (i.e. HTTP/HTTPS), method (GET, POST, PUT,
DELETE), resource’s URL, header (i.e. authorization tokens), and additional data
(i.e. parameters in the body of the request if the method is PUT or POST).

e Step 2: Server processing: The server receives the request and verifies if all con-
straints are satisfied to provide the response. Constraints to satisfy include: authen-
tication, authorization, verification of the parameters received, querying to database
or external services, and error handling in case of invalid input.

e Step 3: Server response: The server constructs the response along with a status
code that anticipates the outcome of the response (200 OK, 400 Bad Request,
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2.1 — Fundamental concepts

500 Internal Server Error). In addition, the header is assembled with the necessary
parameters that describe the response, and the body contains the resource requested
by the user.

e Step 4: Client receives and renders the resource: Finally, the client receives the
resource and its browser processes it as an HTML file. Firstly, the DOM (Document
Object Model) is constructed, which is fundamental as it describes the structure
of the file. Consequently, the browser applies all the additional elements necessary
to display the resource to the user. For instance, additional elements include: CSS
files for styling, or JavaScript scripts for functionality.

2.1.2 URL

URL (Uniform Resource Locator) plays a pivotal role during communication. Every re-

source on the web is associated with a unique URL. In other words, the URL is the

resource’s identifier, but, in addition, it even provides information about the communi-

cation between the client and the server. For example, URL specifies details about the

protocol used to contact the host, which port is used, how to reach the resource, etc. In

summary, if the client wants to access a resource, he must know the correlated URL.
The general structure of the URL is the following.

protocol ://user:password@  domain  :port /path ?query #fragment
—_—— —— —— e —— ——

http, https, ftp john:123 www.example.com 443 /path/to/file lang=it 33

o Protocol: 1t is the protocol used for the communication (i.e. HTTP, HTTPS, FTP).
It establishes a set of mandatory operations performed by both the client and the
server to communicate.

o User:password (optional): User’s credential. Nowadays, they are rarely used be-
cause an attacker could intercept them during a communication (URL sniffing).

e Domain: Identify the server that host the resource.

o Port (optional): It is the port where the host received the request. If it is not
specified, the standard port declared by the protocol is used, for instance, 80 HTTP,
443 HTTPS.

e Path: hierarchical path to reach the resource.
o Query (optional): key-values parameters interpreted by the server to specify con-

ditions to obtain the resource.

For instance, if the URL is https://domain.com/resource?id=123&lang=it, the
server will use 1d=123 to select the resource with ID equals to 123 and lang=it to
return it in italian.

o fragment (optional): reference to a specific section of the resource.

11



2 — Background and related works

2.1.3 Indirect accesses and initiator

Rarely do web pages consist of a single HI'ML file. They usually have a complex struc-
ture that involves images, CSS files, scripts, and other multimedia. When a user requests
a web page, the server is responsible for providing all additional resources required to
correctly respond to the user. Therefore, even in the absence of a direct request from the
user, numerous resources are still provided, since they are implicitly encompassed within
the initial request. The URL that initiates the communication is designated as the initia-
tor. In summary, accessing a resource means initiating a process of requests that starts
with the main request (initiator) and expands to all the necessary secondary resources
(indirect accesses). In this context, we distinguish first-party accesses, which involve all
the resources served by the same domain as the initiator, and third-party accesses,which
include resources required by the initiator but served from different domains.

Example of communication with indirect accesses

o Step 1: Client request (direct access): The client sends a request to the server for
a resource.

e Step 2: Server sends HTML: The server responds with the resource, but this one
requires additional elements to be rendered. For example, a CSS file.

o Step 3: Client implicitly requests additional resources (indirect access): The client
receives the document and automatically requests the additional resources refer-
enced in it.

e Step 4: Server sends additional resources: The server provides the requested CSS
file.

e Step 5: Client renders page: Finally, the client processes the initial resource using
all the additional elements.

2.1.4 Malicious access

An access is defined as malicious when the initial request sent by the client or any other
additional resources used to fulfill the first one contains malicious resources with the
purpose of compromising data, privacy, or the user’s control.

Malicious accesses classification

Similarly, to the aforementioned distinction between direct and indirect accesses, we may
classify two categories of malicious accesses.

1. direct malicious access: The initial request directly points to a malicious resource.

(a) The user receives a link to a malicious web site and he clicks on it requiring
the a malicious resource. (i.e. https://malicious.com/).

12
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(b) The server responds with a page designed to steal credentials or sensitive
information. To illustrate this point, imagine a fraudulent banking interface
that mimics an official banking site with an input form where the user is
prompted to enter their banking data.

(c) By visiting the page, the user inserts his information which are forwarded to
the attacker.

In this case, the malicious access is direct because the user initiated the request.

2. indirect malicious access: The initial request is legitimate, but the calling chain
caused from additional resources contains a URL that points to a malicious resource.
For example, an attacker is able to inject a malicious script within a web site with
the purpose of executing it on the user’s browser when the web page is requested.

(a) The user requests a legitimate page: https://legit.domain.com/resource.

(b) The page includes a malicious script https://legit.domain/malicious-script.js.
For instance, the script could have been injected by an attacker in the com-
ment section of the legitimate web page. When the user’s browser renders the
HTML, it automatically executes the script (Stored XSS attack).

(¢) The injected or compromised script automatically sends the user’s sensitive
information to the attacker.

In this case, malicious access is indirect, because it has been triggered by a malicious
dependency of a legitimate page.

Targets

Common targets of attackers exist.

o Session cookies: temporary text of files automatically generated by the server to re-
member user details such as preferences or passed action on the site. Most websites
use cookies to identify users’ sessions; attackers can impersonate users’ requests by
stealing victims’ cookies.

e Personal data: For personal data we include all the data able to recognize unam-
biguously a person. This cluster comprises name, surname, job position, phone
number, email address, but even passed Internet researchers and interests. They
are used by the attacker to gain specific information about an user to repeat a more
accurate attack or impersonate him.

e Credentials:Usually involve username and password and are used by the user to
prove his identity to the server. However, a deceived user may insert them into
the form of a malicious website. If the attacker obtains those information, he can
virtually impersonate the user.

e localStorage or sessionStorage contain user’s sensitive data or metadata stored as
key-values pairs used to improve navigation on Web. If an attacker was able to
recover these values, they can lead to privacy breaches, or identity theft.

13



2 — Background and related works

Kinds of attacks

An attacker has many possibilities to force a user to access a malicious resource. However,
it is possible to group these attacks into two main categories.

o FExploiting software vulnerabilities: This type of attack usually requires a deep un-
derstanding of the systems used by the user for online communication. The attacker
exploits weaknesses in the software or protocols to trigger undesired behaviors, in
the meantime, the user may be unaware that he is under attack. Some examples
of these attacks involve Shadow server, DNS cache poisoning, Man-in-the-Middle,
and Cross-Site Request Forgery (CSRF).

In our context, for instance, an attacker could force the injection of malicious scripts
into legitimate websites making them malevolent.

o Ezxploiting human vulnerabilities: By human vulnerabilities is referred to psycho-
logical or social pressure. Attacks that take advantage of people’s vulnerabilities
are called social engineering attacks. In this case, the attacker forces the victim
to perform an unwanted action through deception. The most popular example of
this type of attack is phishing. Phishing occurs when an attacker sends an email
containing a link to a malicious web page and convinces the victim to click it and
provide sensitive information.

In summary, whether by exploiting software weaknesses or human behavior, attackers
aim to gain unauthorized access or trick users into compromising security.

2.2 Literature Background

This section presents a series of articles and related works that address the subsequent
steps of the thesis, starting with understanding user behavior on the web, as fundamental
prerequisite for developing predictive models capable of estimating the risk that a user
will access malicious content. Literature focuses on two aspects: the analysis of brows-
ing history and domain classification, supported by machine learning techniques. This
review highlights how various studies contribute knowledge and methodologies useful for
constructing a robust behavioral model.

2.2.1 Risk Prediction Based on Browsing History

One of the first studies to explore the link between user behavior and the risk of exposure
to malicious content is [16]. By analyzing users’ browsing histories, researchers aim to
identify those who, due to poor habits or limited cybersecurity knowledge, are more
likely to visit malicious sites. The approach focuses on predicting general behavior rather
than classifying individual URLs and introduces new features, such as the timestamp.
This line of research is further explored by [62], which extends the prediction horizon to
one month. Here, user risk is estimated by analyzing past behavior and cybersecurity
knowledge, using a random forest classifier to determine the probability of exposure
to malicious content. This approach highlights how non-sequential models are the first

14
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choice if the goal is to predict general behavior. [44] addresses the classification in a
more mathematical approach. Researchers discovered that by analyzing how predictable
a website is, they could improve the model’s performance by bringing together URLs
from the same website. These results suggest that domain-level aggregation can improve
the model’s predictability performances.

2.2.2 Domain Classification as Support for Prediction

The prediction of the risk of occurring in a malicious access cannot be separated from
the ability to classify visited domains. Several studies have addressed this problem by
providing useful tools and methodologies. [43] demonstrates how, starting from a dataset
containing username, timestamp, URL and other information such as mouse movement
and keyboard activity , it is possible to recover the actual duration of visits to each URL.
Using a machine learning model, domains are classified into categories such as Cur-
rent, Next, or Past events, allowing the reconstruction of detailed browsing sequences.
This approach provides valuable information about the context in which users navigate,
improving the understanding of at-risk behaviors. Complementarily, [52] addresses the
complexity of multi-tab browsing. Using LSTM and Word2Vec, the model predicts URL
sequences considering the time spent on each and backtracking behavior. Identifying
macro-behaviors such as purposive, targeted, and explorative browsing is crucial to dis-
tinguish the various users’ behavior adopted during the navigation. Earlier studies, such
as [19], highlights the importance of additional behavioral features, such as re-visitation
rate and hierarchical site classification via DMOZ (now known as Curlie). This infor-
mation helps to understand browsing routines and better define the behavioral context
of each user. Finally, more recent classification approaches, such as [47,80], introduce
deep learning methods to categorize websites. Both articles demonstrate the ability to
recognize the thematic area of a website by trending topics. Website categorization can
be a crucial feature for predicting users’ interests.

2.2.3 Choice of Machine Learning Algorithms

The selection of a predictive model plays a central role in building a reliable system. [63]
show that LSTM and stacked RNNs can be used to predict future events based on past se-
quences. Despite the high accuracy achieved, models can be subject to deliberate evasion,
a factor to consider when modeling web risk. Other approaches, such as [39,49] explore
various strategies for classifying suspicious behaviors using LSTM, HMM, or XGBoost
and introduce techniques such as SMOTE for handling imbalanced datasets. These stud-
ies provide guidance on selecting algorithms that balance accuracy and interpretability.

2.3 Discussion

Although malicious access is a popular problem in the cybersecurity field, thus is not
enough to provide sufficient countermeasures. On the contrary, even in the last years,
malicious accesses have become a priority threat against the users’ web activity. To
contextualize this, referring to some reports, due to generative Al online phishing attacks
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2 — Background and related works

increased by 1265% between 2024 and 2025 [61]. In addition, the number of phishing
emails that use infostealer to steal user credentials is increasing by 84% weekly [78]. 72%
of business leaders reported an increase in cyber-risks, with the malicious use of generative
AT as their primary concern. Furthermore, over 40% of organizations have experienced
social engineering attacks in the past year [27]. The report [48] highlights a shift towards
proactive security, with a focus on understanding attacker behavior in order to implement
effective countermeasures. As users rely more and more on the Internet, which offers
applications that require the intensive use of personal data or sensitive metadata; this
can only increase the number of reasons that lead an attacker to carry out illegal actions.
In addition, the spread of generative Al allows to produce complex websites on large scale
that are more convincing and more tailored to the victim. [59]
To mitigate the risk is necessary to:

e understands the hierarchy between initiator and secondary resources,
e monitor and log relationships between requests,

o apply different appropriate countermeasures,
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Chapter 3

Pimcity Dataset

This chapter provides a detailed analysis of the datasets used for the study carried out
in this thesis. The analysis begins with data collection; subsequently, every dataset field
will be explored separately. Finally, all the limitations will be highlighted.

3.1 Initial Presentation

Pimcity is composed of browser histories, collected by voluntary participants who installed
a browser extension that collects all their accesses. This opportunity was proposed by
Politecnico di Torino [21] for a period of more than six months. At the end of this period,
it has been recorded the contribution of 345 wusers and a total of 392,902,891 accesses.
However, to focus on essential information, only a subset of access characteristics was
recorded. In particular, each entry in the dataset contains five specific characteristics of
the access.

e URL: Although in the dataset it was defined as a URL, only the domain of the web
page was stored. Any other information, such as protocol, path, port, etc., was
discarded during the acquisition.

o username: This is the identifier of the user who made the request. To preserve
privacy, all users were anonymized using specific suites of k-anonymity algorithms
[54].

e time: Timestamp of access in the format YYYY-MM-DD hh:mm:ss.

e initiator: If this field is NULL, the stored domain is considered the initiator. Oth-
erwise, the column specifies the initiator that requested the resource.

e type: The type of resource: image, script, CSP report, etc. Any type will be
explained in the appropriate subsection 3.3.2.
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username time url type initiator
aeddced3-d9b3-4db6-a242-d6fcad26ebaf | 2022-08-21 16:16:46 static.xx.fbedn.net image www.facebook.com
aeddced3-d9b3-4db6-a242-d6fcad26ebaf | 2022-08-21 16:16:46 | scontent-maa2-2.xx.fbedn.net | xmlhttprequest | www.facebook.com
aeddced3-d9b3-4db6-a242-d6fcad26ebaf | 2022-08-21 16:16:46 | scontent-maa2-1.xx.fbedn.net | xmlhttprequest | www.facebook.com
aeddced3-d9b3-4db6-a242-d6fcad26ebaf | 2022-08-21 16:16:46 | scontent-maa2-1.xx.fbedn.net | xmlhttprequest | www.facebook.com
aeddced3-d9b3-4db6-a242-d6fcad26ebaf | 2022-08-21 16:16:46 | scontent-maa2-1.xx.fbedn.net | xmlhttprequest | www.facebook.com

Table 3.1. Example: 5 rows in the dataset

3.2 Data cleaning

The distinction between direct and indirect accesses is imperative in the development of
a behavioral recognition model, since direct accesses more accurately reflect users’ intent,
while indirect ones represent only additional accesses made by the host to correctly send to
the user the directly requested resource. For this reason, we introduce a subset containing
only the direct accesses of Pimcity: Pimcity-mainframe. The Pimcity-mainframe dataset
plays an essential role in achieving a full understanding of the concepts of Pimcity, strictly
bonded to the users’ habits and behavior. This is due to the fact that Pimcity-mainframe
excludes a significant amount of automatic generated requests for additional resources.

3.2.1 Missing values

Before proceeding with the dataset analysis, it is essential to perform data cleaning,
which involves identifying and handling errors, suspicious values, or missing values. This
process ensures that the data will be reliable and ready for meaningful analysis and next
steps.

As a primary rule, all data fields, except for the initiator, must be non-nullable.
In non-technical vocabulary, the values contained in any entry, but the initiator, are not
optional, and its absence indicates an error. Therefore, the entry is considered incomplete
and is excluded from the dataset. All columns respect this condition, but the URL column
contains 93,417 null values (almost 0.02% of Pimcity). This presence of missing values
in the URL column is probably caused by a bug that occurred during data acquisition,
then the rows result unusable for our purposes, and was consequently deleted from the
dataset.

3.2.2 Inappropriate values

The last access in Pimcity appears with a suspected value of 11 August 5790. Focusing
on the Pimcity-mainframe accesses, we obtain a reasonable range of dates — from 06 May
2022 to 13 November 2022 — which we consider to be the correct interval, and all accesses
in Pimcity outside this range are discarded. The results of the corrections applied to
missing and inappropriate values are as follows: the original entries of 392,902,891 were
adjusted to 392,807,209 (99.99% of Pimcity).
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3.3 Data exploration

At this point, we can conduct a more detailed examination of the characteristics of
Pimcity’s fields.

3.3.1 URL
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Figure 3.1. Most popular URLs in Pimcity, them total accesses.

As illustrated in the Figure 3.1, the most visited URLs in the dataset are auxiliary
domains, such as ssl.gstatic.com, which serve static content, including images, CSS,
and JavaScript. However, these requests reflect technical necessities rather than users’
direct browsing choices.

Number of distinct users per top 20 domains

Distinct users

Domains

Figure 3.2. Most popular URLs in Pimcity-mainframe, them total accesses.

Sorting the Pimcity-mainframe’s domain for distinct users who made access to them
(Figure 3.2), we observe that easypims.eu is the most popular domain, followed by
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google.com, indicating an elevate use of research-related platforms and general web brows-
ing activities. Other popular domains involve different google.com subdomains such as
accounts.google.com, and docs.google.com, showing a significant use of Google services.
Social media sites like youtube.com, facebook.com, whatsapp.com and instagram.com ex-
press that social interaction remains an important aspect of user activity, although it
is secondary to work and learning platforms. Finally, the presence of linkedin.com, mi-
crosoftonline.com, suggests that professional networking are also frequently used.

Overall, this analysis indicates that the population primarily engages with a mix of
search engines, social media, academic, and communication tools, with a strong inclina-
tion towards Google-related services.

3.3.2 Username

The dataset consists of 345 different users. Each user is properly anonymized to ensure
privacy and security, while is maintained an identifier to allow recognition.

Number of accesses by user
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Figure 3.3. Users ranked per number of direct accesses.

In order to gain a more comprehensive insight into user behaviour, please refer to
the Figure 3.3. This figure illustrates the user who has made the most direct accesses.
However, the behavior of every user in terms of number accesses is highly variable. This
variability allow us to conduct a comprehensive study encompassing different browsing
patterns.
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3.3.3 Time

The data collection period, which started on 6 May 2022 and ended on 13 November
2022, ensures a continuous collection for slightly over six months.
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Figure 3.4. Trend of accesses (day by day)

The Figure 3.4 shows the number of accesses per day and, except for some peaks,
the number of accesses per day is stable. To investigate these outliers, it is necessary to
analyze the user’s behavior in the Pimcity mainframe.
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Figure 3.5. Trend of direct accesses (day by day).

The peak visible in the Figure 3.5 shows that the user dc4e199b-4c5f-4986-b57a-2aaal0lbbeeef
carried out 602,503 accesses out of a total of 602,747 (almost 99%). It is not possible for
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a human being to execute such a number of accesses; therefore, this is suspected to be
automated traffic or a bug in data collection. In both cases, the user is excluded from the
database due to anomalous behavior. It is important to note that the suspicious behavior
of the user dc4e199b-4c5f-4986-b57a-2aaallbbeeef is also illustrated in Figure 3.3.
This user, who is at the top of the list for number of accesses, performs a significantly high
number of accesses. This number is strongly misaligned to the trend of the remaining

users.

3.3.4 Type

Type represents the kind of resource that the user wants to access. There are 14 different
types, defined as follows:

main__frame: Request for the main document of the web page. It also refers to the
first resource requested by the user.

sub__frame: web page or HTML document loaded inside the mainframe. For exam-
ple, an advertisement.

xmlhttprequest: Used for APIs or dynamic data, it refers to HTTP request sent in
the background by JavaScript.

image: Request for an image.

media: Request for multimedia files such as audio or video.

script: Request for executable file.

ping: Lightweight request used to send telemetry or tracking data.
stylesheet: Request for a CSS file.

font: Request for a font file. Used for text rendering.

history: Navigation performed via the browser’s history.

csp__report: Report sent by the browser when a Content Security Policy (CSP) rule
is violated.

object: Request for content loaded via the <object> or <embed> tag.

webbundle: Request for a WebBundle package, a format that allows grouping mul-
tiple web resources into a single file.

other: Requests that are not in any other category.

The following Figure 3.6 shows the popularity of the various types in Pimcity:

xmlhttprequest plays a central role.

With a total of 302,651,506 requests in the dataset xmlhttprequest represents almost
77% of Pimcity’s accesses.
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Figure 3.6. Type popularity per number of accesses.

3.3.5 Initiator

The initiator is crucial to understand who among the hosts required a malicious resource
if it occurs. In Pimcity, there are only 90,072 different initiators, but they are sufficient to
generate more than 98.96% of the traffic. The remaining 1.04% of the traffic is composed
of direct requests without initiator. Therefore, most of the traffic was automatically
requested by hosts rather than users. However, some initiators are more popular than
others. The Figure 3.7 shows who the 20 most popular initiators in the dataset are.

107 Total accesses per initiator (top 20)

Accesses

Initiator

Figure 3.7. Top 20 initiators.
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An interesting consideration concerns the relationship between initiators and URLs,
and between initiators and types, as shown in Figure 3.8. The goal is to understand
whether popular URLs gain their popularity because their initiator is popular as well,
or if an unpopular initiator makes a URL popular because it requires a large number of
resources from that URL.
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Figure 3.8. Correlation heatmap between initiator domains and accessed URLs.

The heatmap in the Figure 3.8 highlights the correlation between URL and ini-
tiator and it is a demonstration of the massive number of requests that any initia-
tor executes. However, initiators have different behaviors. URLs like google.com,
ssl.gstatic.com, or play.google.com have been called from different initiators such as
calendar.google.com, chat.google.com, docs.google.com, drive.google.com, etc.
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Instead, other initiators generate a localized traffic of resources. For example, linkedin.com
only points to realtime.www.linkedin. com.
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Figure 3.9. Correlation heatmap between initiator domains and accessed types.

The Figure 3.9 shown the correlation between initiator and types requested per ini-
tiator. Every popular initiator requires almost every type of resource. It means that the
additional resources’ traffic, is independent by the initiator that requires it. It is worth
noting that the xmlhttprequest request type is the most requested among all initiators.
The xmlhttprequest mechanism is a tool that allows clients and servers to change the
content of a webpage without reloading the entire page, thereby improving navigation and
communication performance between client and server. Consequently, many web-pages
use xmlhttprequest to dynamically retrieve data, for example when loading new search
results, updating a dashboard or fetching user-specific information.
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3.4 Issues

Data exploration just performed is sufficient to list some limitations and problems that
the thesis must address in order to develop a reliable behavioral recognition model.

1. Academic navigational patterns: The browsing behavior of an academic user, spe-
cialized in STEM subjects, is different from that of inexperienced users. Ideally,
this problem will be addressed by collecting more heterogeneous data.

2. Domain-only storage: Without other information but domain, we lost the difference
between web page and web resource. The presence of path is crucial to understand
if the host is responsible of the presence of the malicious resource, because it is
designed with malicious purpose in mind, or it is a legitimate host who rely on
third parties malicious resources.

3. Lack of other information: Nowadays the behavior on web is really complex. Multi-
tab, presence of security mechanism, history clicks, links, focus, incognito browsing
are just some of the example of information that would help to better apprehend
the behavior of an user.
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Chapter 4

Unified Blocklist Dataset

This chapter presents in detail all the steps involved in constructing a dataset of blocklists
from scratch. The steps carried out include an explanation of the limitations imposed by
Pimcity, the selection and justification of the blocklists, and data collection. Finally, the
new dataset, Unified Blocklist Dataset, is presented through a data exploration.

4.1 Introduction

The thesis’ goal is to develop and evaluate a behavioral recognition model able to classify
a user access as malicious or benign.

In order to achieve this objective, we use Pimcity, a dataset comprising sequential
accesses executed by voluntary participants. At this juncture, it is necessary to label
every access in the database as malicious or benign, to establish a solid foundation for
the development of a reliable web access classifier. Considering that blocklists represent
one of the most widely used tools for identifying malicious accesses, in this chapter, we
describe the methods used to retrieve, download, and integrate different blocklists, up to
the creation of the Unified Blocklist Dataset. Consequently, a preliminary analysis of the
dataset is performed in order to provide an overview of its main characteristics. We also
explore how to combine Pimcity and Unified Blocklist Dataset to detect every malicious
access, and how we develop a methodology to ensure reliable labeling of domains through
a study on possible false positive reports in blocklists.

4.2 Limitations

The first problem that we address is the limitation of the access of the blocklist. Security
services such as Google Safe Browsing (GSB) [14] or Virus Total (VT) [69] allow API
services to classify URLs or domains. However, the API services’ limitation rate makes
this type of classification unfeasible. Therefore, open-source blocklists are required, as
they allow us to download the entire list of malicious domains and work on it locally.

Other concerns about data collection to generate reliable labeling are strongly cor-
related with data stored in Pimcity. The labeling of Pimcity accesses places in the
conditions to address two fundamental limitations.
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1. Domain only: As explained in the previous chapter, collecting only the domain of
any access and not further information, we lost the difference between malicious
host and malicious hosted resource. To address this problem, it is necessary to
focus on the blocklists that contain domains.

2. Historic data: This work was done in March 2025, but the stored accesses in Pimcity
date back to March 2022 - November 2022. The use of updated blocklists would
cause unreliable labeled accesses, since they do not reflect the Internet context of
2022. In addition, malicious websites have a volatile nature due to their activity.
Today many malicious web page has been blocked, reported, deleted, renamed, or
other.

The most challenging of the imposed limitations is that which forces us to derive the
historical data of the blocklists. In fact, most popular blocklists do not have historical
information dating back to the period of Pimcity data collection.

After a thorough search of the available blocklists, our choice fell on the numerous
blocklists projects available on GitHub [29].

4.2.1 How GitHub works

This subsection presents only the essential aspects of GitHub needed to understand the
next steps.

GitHub [29] is a hosting platform used by developers and agencies to work on software
projects. All projects are accessible to contributors via a URL that points to a repository.
In other words, the repository is the virtual space where developers can work on a project.
Each repository has an owner, who is the user that created the repository. To facilitate
contributions from many users, GitHub has developed a sharing process based on com-
mits. In GitHub, any version of a file is reachable by an URL with the following structure:
https://github.com/{repo_owner}/{repo_name}/raw/{commit_sha}/{file_path}

where:

e repo_owner: the GitHub user or organization owning the repository,
e repo_name : the name of the repository,

e commit_sha: the commit’s identifier,

e file_path: the path of the file inside the repository.

The possibility of recovering previous versions of the blocklists is fundamental to trace
how the blocklist was updated day by day during the period of collection data of Pimcity.

4.3 Blocklists’ overview

Recovering data from limited number of blocklists, for instance 2 or 3, would not guar-
antee a correct evaluation of the accesses. Conversely, recovering data from a larger set
of blocklists (43), we are able to compare different results and make the labeling phase
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more accurate and reliable. For this purpose, we choose different blocklists from different
projects. Most projects update their lists basing on a specific threat. For this reason,
during data acquisition, we take into account the details of the threat, as this not only
allow us to define a domain as malicious, but also helps us to determine what threat it
poses to the user.

In total, we selected 10 different types of threats, plus 1 to classify all domains that
do not fall into any other type.

e Redirect: The site uses redirect techniques to manipulate the user’s request. In
other words, the site is benign, but when a user points to it, it forces the user to
make malicious access.

e Crypto: Websites related to cryptocurrency that may run cryptojacking script-
hidden code that uses visitors’ devices to mine cryptocurrency without their consent.

o Ads: Advertisement sites. Even if they are not malicious, they are very popular
within blocklists because of their annoying behavior. However, ads blocklist usually
are used to block phishing sites as well.

e Spam: A spam site is a website whose primary purpose is the widespread of un-
wanted content. The content may or may not be malicious; however, it is generally
accepted that spam sites suggest malicious resources. To illustrate this point, con-
sider a website that automatically sends fake promotions, which then redirect users
to malicious web pages.

e Scam: Scam sites are designed to deceive the user by forcing them to provide per-
sonal or perform unwanted actions. For instance, Scam site may mimics legitimate
site to obtain user’s trust and force him to send money, personal data, or other type
of sensitive information.

e Ransomware:Ransomware attacks involve the encryption of a device’s resources by
a virus, and the subsequent demand for a ransom to unlock them. A ransomware
website hosts a specific virus that renders the victim’s resources inaccessible until
a sum of money is paid to the attacker.

e Phishing: Similar to scam, they deceive the user. The difference between phishing
and scam is the utilize of social engineering methods to deceive the victim. Usually,
phishing attacks start with an targeted email containing a link that redirects the
receiver to a malicious server. In contrast, scam sites do not involve direct action by
the attacker against the user, such as sending an email. Rather, they are malicious
sites that deceive the user into believing they are legitimate in order to forward
sensitive information to the attacker.

o Abuse: A list of sites that aim to mislead or deceive users. These sites may spread
false information, or employing deceptive interfaces to deceive the user to taking
unwanted actions
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o Malware: A list of sites that host or distribute malicious software. These sites
contain infected files or virus that are downloaded which execution on user’s device
results in a security and privacy compromise.

e Fraud: site created with the purpose to defraud users. Both Scam and Fraud sites
are specifically designed to deceive the user, but Fraud refers to a more generic legal
term.

e Mized: If a blocklist do not specify the kind of malicious threat, it fall in the mixed
type.

The Table 4.1 includes all blocklists used in the job. Next to the owner of each
blocklist is the type of threat that each list blocks. If a blocklist represents multiple
threats, it appears on multiple rows with the corresponding threats.

4.4 Data collection

This section presents the technical details for recovering blocklist data. To facilitate
the reader, any subsection presents and explains a different part of the workflow. At a
high level, the workflow for recovering blocklist data can be summarized as follows: first,
we identify all relevant commits for each blocklist repository, extracting their unique
identifiers and dates. Next, using these identifiers, we download all versions of the files of
interest, storing them locally to ensure both computational efficiency and backup safety.
Finally, we process and combine all downloaded file by extracting all the relevant domains
to construct a reliable dataset, the Unified Blocklist Dataset.

STEP 1: Recovering of the useful sha’s commits

API services of GitHub allow the programmer to recover all the commits and the sha
associated between two dates. However, GitHub imposes a call limit for unauthenticated
users. For this reason, the following code contains a token used to identify the require
during the entire process.

Other information that the require must know to complete this phase is as follows:

e Name of the repository owner.
e Name of the repository.

e Path of the file. The simplest method to obtain the path of the file is to extract it
from URL of the most recent version that appears in the repository.

The Script 4.1 aims to recover all the commits between two date by providing all
the necessary elements. If the communication was successful and there are commits for
that period, the commit’s identifier (sha) and date are extracted from the details of each
commit. Finally, everything is returned to the calling function.
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Owner Type Citation
blocklistproject-abuse abuse 6]
blocklistproject-ads ads [7]
nocoin-adblock-list ads [50]
blocklistproject-crypto crypto 8]
blocklistproject-fraud fraud [9]
blocklist-malware malware [4]
blocklistproject-malware malware [10]
iam-py-test malware [35]
kitsapcreator-malware malware [41]
rpiList-malware malware [57]
tweet-feed-today malware [70]
blocklist-phishing phishing [5]
chainapsis-phishing-block-list phishing [18]
eth-phishing-detect phishing [26]
null-host-bad-domains phishing [51]
phishfort-domains phishing [53]
rpilist-phishing-angriffe phishing [58]
tweet-feed-today phishing [70]
blocklistproject-redirect redirect [12]
blocklistproject-ransomware ransomware | [11]
tweet-feed-today ransomware | [70]
antiscam-squad-cypto-scam scam 2]
discord-antiscam scam [22]
durablenapkin-scamblocklist scam [25]
global-anti-scam-org-scam-urls scam [30]
global-anti-scam-org-scam-urls-pihole | scam [31]
blocklistproject-scam scam [13]
soteria scam [64]
tweet-feed-today scam [70]
kitsapcreator-spam mixed [42]
referer-spam spam [56]
search-engine-spam spam [60]
spam__ 404 spam [65]
thiojoe-spamdomainslist spam [68]
azorult-tracker mixed (3]
cert-pl-domains mixed [17]
foxwallet-domains mixed [28]
inversions-dnsbl-blocklists mixed [37]
kadomains mixed [40]
stevenblack-hosts mixed [66]
tweet-feed-today mixed [70]
ultimate-host-blacklist-0 mixed [71]
ultimate-host-blacklist-1 mixed [72]
ultimate-host-blacklist-2 mixed [73]
ultimate-host-blacklist-3 mixed [74]

Table 4.1. Blocklists
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Listing 4.1.  Obtaining all commits between two dates.

def get_commits_between_dates(start_date, end_date, repo_owner,
repo_name, filepath):

url = f
headers

commits = []
page = 1

]
~
H
()

while True:
params = {
start_date,
end_date,

filepath,
page,
100,
X
response = requests.get(url, headers=headers, params=params
)
if response.status_code != 200:
break
data = response. json()

if not data:
break

for commit in data:
commit_date = commit[ 1L 1L ]
commit_sha = commit [ ]
commits.append ((commit_sha, commit_date))

page += 1
commits = list(set(commits))

if len(commits) > O:
commits.sort(key=lambda x: x[1])

return commits

STEP 2: Recovering all the versions of the file

Now we have all the elements to recover all the previous versions of the file. Even if the
goal of this part is to generate a Unified Blocklist Dataset which contains all the input
derived from all the selected blocklists. The code immediately saves the blocklist’s file
for two reasons:

32




4.4 — Data collection

e the operations performed are computationally heavy. For security reasons, saving
the file before operating on it guarantees a form of backup.

e by atomizing the operations, it is possible to operate in parallel to optimize the
work.

The Script 4.2 demonstrates how to construct a URL that directly points to the raw
version of a file. This version is typically a .txt file, ready for download.

Listing 4.2. Downloanding files given its commits.

def download_file_from_commit (
commit_sha, file_path, save_directory, filename, repo_owner,
repo_name

):
url = f
headers = {
f )
}
response = requests.get(url, headers=headers)
if response.status_code == 200:
save_path = save_directory + filename
with open(save_path, , encoding= ) as file:
file.write(response.text)
else:
print (f )

return response.status_code

STEP 3: Create a database by combing all the files

Finally, after downloading the files, it is possible to combine all the information to con-
struct a reliable dataset to be used for the next steps. The function find_url_in_line()
takes as input a line and searches through a regex if there is a domain. This function
avoids storing unnecessary lines, such as comments, or explanations found in blocklists.
N.B: The Script 4.3 uses the same terminology imposed by Pimcity. Therefore, the term
URL stands for domain.

Listing 4.3. Inserting domains from a blocklist in Unified Blocklist Dataset.

def insert_in_unifiedBlocklistDataset(filepath, type, date, source)

output_lines = []
with open(filepath, , encoding= ) as infile:
lines = infile.readlines ()
for line in 1lines:
url = find_url_in_line(line)
if url is not None:
output_lines.append(
£
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with open( R , encoding=
) as outfile:
for 1 in output_lines:
outfile.write(l)

4.5 Data exploration

Data exploration represents the first step in understanding of the new dataset called
Unified Blocklist Dataset. Through a preliminary analysis of the variables and their
relationships, it is possible to identify patterns, anomalies, and useful insights to guide
the subsequent stages of modeling.

4.5.1 Initial presentation

The dataset is composed of the data recovered from 43 blocklists, for a total of 4,904,484
distinct domains and 365,619,022 rows. Each line consists of the following characteristics:

e URL: In accordance with the terminology already used in Pimcity, we refer to any
domain stored in the dataset under the column URL.

e Source: Is the blocklist’s name that has reported the domain.
e Date: The date of the report.

e Type: The type of threat that the domain represents

4.5.2 Blocklist coverage period

The first characteristic to consider is that the period covered by each list is not uniform.
Every blocklist belongs to different projects that start or end at different times. To better
analyze this condition, the Table 4.2 is presented showing all periods covered by each list.
It is worth noting that, although some of the tables do not cover the entire Pimcity data
acquisition period, by integration of several projects, we have sufficient information to
label any access of the database.

4.5.3 Update of the blocklists

It principally depends on the blocklists’ administrator, but it plays a key role in under-
standing how fast the blocklist is in the case of the discovery of a new malicious site. In
Unified Blocklist Dataset the update times of each blocklist are shown in Table 4.3:

N.B: The Average update was calculated by dividing the number of updates in each
list by the number of the coverage period. The closer the value is to 1, the more the list
is updated (1 means that the list was updated every day). It is evident that no blocklists
were updated more than one time per day.

34




4.5 — Data exploration

Blocklist Start Date | End Date |Period (Days)
antiscam-squad-cypto-scam 2022-10-20 | 2022-11-13 25
azorult-tracker 2022-05-06 |2022-11-01 180
blackbook-Stamparm 2022-05-06 | 2022-11-06 185
blocklist-malware 2022-05-15 | 2022-09-27 136
blocklistproject-abuse 2022-05-15 | 2022-09-27 136
blocklistproject-ads 2022-05-15 | 2022-09-27 136
blocklistproject-crypto 2022-05-15 | 2022-09-27 136
blocklistproject-fraud 2022-05-15 | 2022-09-27 136
blocklistproject-malware 2022-05-15 | 2022-09-27 136
blocklistproject-phishing 2022-05-15 | 2022-09-27 136
blocklistproject-redirect 2022-05-15 | 2022-09-27 136
blocklistproject-ransomware 2022-05-15 | 2022-09-27 136
blocklistproject-scam 2022-05-15 | 2022-09-27 136
chainapsis-phishing-block-list 2022-07-01 | 2022-11-12 135
cert-pl-domains 2022-05-06 |2022-11-13 192
discord-antiscam 2022-05-06 |2022-11-13 192
durablenapkin-scamblocklist 2022-05-07 |2022-11-13 191
eth-phishing-detect 2022-05-08 | 2022-11-11 188
foxwallet-domains 2022-08-18 | 2022-09-07 21
iam-py-test 2022-05-07 | 2022-11-13 191
inversions-dnsbl-blocklists 2022-05-06 |2022-11-13 192
kadomains 2022-05-06 |2022-11-13 192
kitsapcreator-malware 2022-05-15 | 2022-09-25 134
kitsapcreator-spam 2022-05-15 | 2022-09-25 134
nocoin-adblock-list 2022-05-31 | 2022-09-06 99
null-host-bad-domains 2022-10-16 |2022-11-13 29
phishfort-domains 2022-05-06 | 2022-11-13 192
referer-spam 2022-05-07 | 2022-10-27 174
rpiList-malware 2022-05-11 | 2022-11-13 187
rpilist-phishing-angriffe 2022-07-28 | 2022-11-13 109
search-engine-spam 2022-05-09 | 2022-11-09 185
soteria 2022-05-07 | 2022-11-12 190
spam__404 2022-05-29 | 2022-10-31 156
stevenblack-hosts 2022-05-11 | 2022-11-13 187
thiojoe-spamdomainslist 2022-05-31 | 2022-11-06 160
tweet-feed-today 2022-05-06 |2022-11-13 192
ultimate-host-blacklist-0 2022-05-06 |2022-11-13 192
ultimate-host-blacklist-1 2022-05-06 |2022-11-13 192
ultimate-host-blacklist-2 2022-05-06 |2022-11-13 192
ultimate-host-blacklist-3 2022-05-06 |2022-11-13 192
global-anti-scam-org-scam-urls 2022-05-07 | 2022-11-13 191
global-anti-scam-org-scam-urls-pihole | 2022-11-13 | 2022-11-13 1

Table 4.2.

Time coverage per list
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Table 4.3. Update frequency of each blocklist

Source

Average update frequency (days)

antiscam-squad-cypto-scam
azorult-tracker
blackbook-Stamparm
blocklist-malware
blocklist-phishing
blocklistproject-abuse
blocklistproject-ads
blocklistproject-crypto
blocklistproject-fraud
blocklistproject-malware
blocklistproject-phishing
blocklistproject-ransomware
blocklistproject-redirect
blocklistproject-scam
cert-pl-domains
chainapsis-phishing-block-list
discord-antiscam
durablenapkin-scamblocklist
eth-phishing-detect
foxwallet-domains
global-anti-scam-org-scam-urls
global-anti-scam-org-scam-urls-pihole
iam-py-test
inversions-dnsbl-blocklists
kadomains
kitsapcreator-malware
kitsapcreator-spam
nocoin-adblock-list
null-host-bad-domains
phishfort-domains
referer-spam
rpiList-malware
rpilist-phishing-angriffe
search-engine-spam

soteria

spam__404
stevenblack-hosts
thiojoe-spamdomainslist
tweet-feed-today
ultimate-host-blacklist-0
ultimate-host-blacklist-1
ultimate-host-blacklist-2
ultimate-host-blacklist-3

1.0
0.15
0.21
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
1.0
0.24
0.98
0.87
0.7
0.14
0.67
1.0
0.57
0.97
1.0
0.04
0.04
0.09
0.55
1.0
0.13
0.65
0.78
0.11
0.03
0.01
0.43
0.24
0.98
1.0
1.0
1.0
1.0

36




4.5 — Data exploration

4.5.4 Number of reported domains

Finally, the number of reported domains is crucial to define a blocklist as reliable or
not. If a blocklist contains only a small number of domains, users could be exposed
to malicious websites. On the other hand, if the list flags even potentially suspicious
domains as malicious, it risks blocking legitimate sites and unnecessarily restricting user
access. The Table 4.1 shows the number of domains listed in each blocklist divided by
the number of days covered by the list.

Daily Average of Domains
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Figure 4.1. Bar chart of the daily average number of domains per blocklist (without names).

4.5.5 Domain identification by threat type

In the end to better understand the composition of Unified Blocklist Dataset we summa-
rize the number of reported domains per their type.

The results 4.2 highlight that the majority of domains fall under the mized and mal-
ware categories, together accounting for the largest share of the dataset. Phishing do-
mains also represent a significant portion, followed by abuse and spam. Other categories
such as fraud, ads, redirect, and scam contribute less but are still relevant for identify-
ing specific attack vectors. Finally, categories like crypto and ransomware appear less
frequent, but remain important due to the potential impact of these threats.

This classification provides a first overview of the threat landscape in the dataset and
helps to prioritize the analysis of the most prevalent and dangerous categories.

N.B: The type depends on the nature of the list. If the same domain is contained in
more lists with different type, the domain falls under different types too.
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Domain classification by type
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Figure 4.2. Domain classification by type of threat.

4.6 Data labeling

In the context of the evaluation of the classifier models, the choice of the metodology to
label the accesses plays a key role. The labeling phase represents the objective reference
with which the model compares the predicted results and calculates metrics such as
precision, recall, and the Fl-score. This leads to a correlation between labeling and model
reliability. In particular, if the labeled accesses are wrongly classified, the model will use
those data to calibrate its parameters and provide similar and inaccurate results. To
choose the labeling methodology as accurate and reliable as possible, we explore different
solutions.

4.6.1 Initial data labeling approach

The first approach consists of a preliminary analysis of the Unified Blocklist Dataset. A
domain is considered malicious if it is reported by at least one blocklist on the same date
that the user accesses it. At first glance, the number of exposures (accesses classified
as malicious) is remarkably high, nearly 15.99% of all accesses are flagged as malicious.
When distinguishing between direct and indirect accesses, 7.60% of direct accesses and
16.11% of indirect accesses are reported by at least one blocklist. This high proportion
is primarily due to the use of domains as the unit of classification. It is worth noting
that each domain is correlated with numerous URLs, some of which may be malicious and
others not. Blocklists may label an entire domain as malicious based on a single suspected
resource. This aggregation does not reflect normal web patterns. Different studies express
a significantly lower number of malicious domains. For example, [67] confirms that the
number of unique domains blocked by the company for malicious activity is 1.6% in
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2023. While for third-parties additional resources, the study [36] labels only 1.2% of
them as suspected of malicious activities. Both cases demonstrate an overestimation of
the malicious domains. For this reason, we cannot consider this first approach useful to
perform a valid and accurate labeling of the accesses.

4.6.2 Data labeling strategies

To establish the best approach to label the accesses, we considered two principal char-
acteristics of domains. On the one hand, we have maliciousness that is the number of
blocklists that have reported the domain. This feature is self-explanatory in terms of
its importance for correctly determining whether a domain is malicious or not. On the
other hand, we have the popularity of the domain. This characteristic is expressed in two
terms: the number of visits and the number of different users who have access to it. In
general, several studies have explored the idea of considering the popularity of a domain
to establish if it may be considered malicious or not. For instance, Hu et al. [34] classifiers
evaluated based on popularity and performance data to detect malicious and phishing
domains. This relationship is further supported by [33,75], who highlight owners of pop-
ular websites are more likely to employ robust and different security countermeasures to
ensure high up-time, as increased traffic typically translates into higher revenue. Con-
sequently, the adoption of these security systems establish a strong correlation between
popularity in domains and its likelihood of being non-malicious. The goal of this section
is to determine two cutoff values: one for the popularity and one for the maliciousness,
which allow us to select a reliable labeling methodology for use in the subsequent steps
of our work.

The Figure 4.3 shows every reported domain in three dimensions: number of distinct
users who visited it (X axis), number of blocklist that reported it (Y axis) and number
of visits (marker size).

Domains distribution: Popularity vs Maliciousness
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Figure 4.3. Popularity and Maliciousness of every reported domain
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Given this image, it is possible to ideally divide it into four different sections:

Top right:The section includes popular domains reported by many blocklists. Due
to their popularity, they are unlikely to be truly malicious. Examples of domains
contained in this section are google.analytics or static.doubleclick.net.

e Top left: All domains in this section are reported by many blocklists and are un-
popular. Theoretically, there is a high probability that they are malicious since
they satisfy both the constraints of popularity and maliciousness.

e Bottom right: This section is a gray zone, since the domains respect the popularity
constraint, but they are rarely reported.

e Bottom left: This section includes all domains that we can consider misclassified as
malicious. They do not respect popularity constraint, and they are reported by a
few blocklists.

Since the domains in the top left section of the image are the better candidates, we
have to isolate them.

Maliciousness Threshold

Trend of metric 'Total reports' across sorted URLs

Total reports=1
12

10|

Total reports

=°

2k 4k 6k 8k 10k 12k
URLs

Figure 4.4. Ordered domains per number of reports (threshold between 1 and 2 reports).

The Figure 4.4 shows all domains, sorted by the number of blocklists that report
them. Most of domains — 6,791 on 12,234 (55.51%)— have only one report. Although
setting a threshold of at least two reports, causes a significant number of domains to be
discarded, this step is necessary to ensure a more reliable labeling. By requiring multiple
independent reports, we reduce the risk of including misclassified domains and focus on
those that are more consistently recognized as suspicious.
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Popularity Threshold

The Figure 4.5 below are shown the domains sorted by popularity (in terms of distinct
users).

Trend of metric "Total users' across sorted URLs

400 Total users=34.5
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Figure 4.5. Ordered domains per number of distinct users who made access
(threshold on 10% of total users).

Following the approach of the study conducted by Burton et al. [15], we can address
the problem of discarding misclassified domains given popularity metrics. Similarly to
the static method proposed in the paper, we consider the elbow of the curve as an eligible
threshold. By approximating the threshold value at 10% of the total number of users,
we can discard all the domains visited by more than that value. This filter discards only
1,216 on 12,234 domains, — almost 9.9% —, allowing us to filter out all popular and
well-known domains.

4.6.3 Results and Statistics

In addition to the implementation of filters, we focus on the direct accesses represented
by the Pimcity-mainframe dataset. This approach allows us to avoid the issue of indirect
traffic by focusing solely on direct domain accesses for classification purposes. Finally,
this additional precaution would further reduce the residual error, allowing us to work
even more carefully on the data we have available. In light of the aforementioned consid-
erations, after the application of the filter and the exclusive use of Pimcity-mainframe,
the number of reported malicious accesses amounts to 382 distinct domains, constituting
0.74% of the total unique domains (50,976) registered with Pimcity-mainframe. Even if
the percentage is lightly minor, the selection is in accordance with the behavior recorded
by [67]. Since both thresholds are fixed, this selection cannot be considered valid in ab-
solute sense. In particular, we selected a subset of domains which, although they would
be classified as malicious with respect to our metrics, do not necessarily represent all of
the threats in the entire Pimcity dataset. However, the Figure 4.6 shows in terms of

41



4 — Unified Blocklist Dataset

popularity and maliciousness the position of every reported domain. The visualization
serves as practical tool for analyzing patterns in domain-level threats and supports the
labeling of the accesses for subsequent classification tasks.

Domains distribution: Popularity vs Maliciousness
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Figure 4.6. Maliciousness vs popularity after filters application
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Chapter 5

Feature selection

It is understood that features represent all the characteristics that the classification model
must take into account to determine whether an observed access is malicious or not. For
feature selection, we mean the process of selecting, from among the possible features,
those that we considered most important and explanatory for the model in function of
the classification. We organized the features into four main groups: popularity features,
which capture the web popularity of the domain; structural and lexical features, which
reflect specific characteristics of the domain; categorical features, which describe the
thematic area of the domain; and behavioral features, which are directly related to the
individual user’s browsing behavior.

5.1 Popularity features

We have already discussed the evidence showing that a domain’s popularity and the
likelihood of it being malicious are inversely proportional 4.6.2. Consequently, the first
two features aim to materialize this idea by measuring two metrics: one capturing local
popularity, that is, within the Pimcity dataset, and the other capturing global popularity,
taking into account the domain’s popularity on the Internet.

o Traffic (10 bins): Firstly, domains are sorted according to the number of users
accessing them. Then, the dataset is divided into ten different groups based on this
order. Finally, each domain is assigned to the group to which it belongs.

e PageRank: PageRank is an algorithmic analysis tool developed by Google to rank
websites based on the quality and quantity of their hyperlinks. We obtain the
PageRank value using the API system provided by OpenPageRank [23]. Each
domain that belongs to the top 10 million most popular domains is valued with a
decimal score ranging from 0.0 to 10.0. Domains out of top 10 million are instead
assigned a default value of 0.0.

43



5 — Feature selection

5.2 Structural and lexical features

The initial features employed for training the model are based on the domain’s structure.
Numerous studies have demonstrated the enhanced classification value these features can
offer [1,20,45,55,82]. Consequently, despite their non-strict relevance to user behavior,
we have selected three features.

o Domain level: A subdomain is the extension of a domain created to organize or iden-
tify specific services. For instance, in mail.google.com, "mail” is a subdomain of
google.com. The domain level corresponds to the number of subdomains present in
the domain in according to the number of dots used to separate all the subdomains.
In mail.google.com are presents 3 dots, then it is a level-3 domain. According to
article [20] legitimate domains tend to have 2 or 3, sub-levels. Domains with many
sub-levels are often considered suspicious. This feature is taken into account in
other articles dealing with the classification of malicious domains [45, 55].

e Shannon entropy: To bypass blocklists, many malicious domains are generated
automatically using a Domain Generation Algorithm (DGA), which produces a
large number of new domains. These domains often exhibit complex and seemingly
random structures.

One way to detect such domains is by using Shannon entropy, a mathematical
measure of the degree of randomness or disorder in a string, defined as follows. For
a domain name with characters from an alphabet A, Shannon entropy is defined
as:

H(X) =~ p(x)log,p(x)
€A

Where p(x) is the ratio between the number of occurrences of character x in the
string’s length of the string. Finally, we add up all the probabilities of each letter to
define the value of the Shannon entropy of the entire domain. The underlying idea is
that a domain with high Shannon entropy is more likely to have been automatically
generated by a DGA for malicious purposes.

o Levenshtein distance: Another method used by attackers to deceive the victim is
the cybersquatting. Cybersquatting is the process of creation of a malicious domain
by making a small change on a popular and legitimate one. To better illustrate
this definition a malicious domain may be generated by changing the letter L in
netflix.comin the letter I (netiix.com). Finally, the attacker may send a phishing
email to the user with a link to the malicious netiix.com that is managed by the
attacker. Although both the domain level and Shannon entropy provide a measure
of the complexity of the domain’s structure, the Levenshtein distance measures the
grade of similarity between two strings. For two strings a and b, the Levenshtein
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distance d(a,b) can be formally defined as:

|b], if |a| =0,
|al, if |b] =0,
d(a,b) = d(tail(a), tail(b)), if head(a) = head(b),
d(a, tail(b)),
1 + min ¢ d(tail(a),b), , otherwise.
d(tail(a), tail(b))

where head is the first character of the string, tail is the string but the first character,
and the absolute value of a string is its length. In other words, the Levenshtein
distance corresponds to the minimum number of insertions, replacements, deletions
to obtain the string b given the string a. The Levenshtein distance is measured
between each access and all domains with a PageRank value greater than 6. cutoff
value of 6 was chosen taking into account taking into account the computational
effort required to calculate this metric. Finally, the minimum Levenshtein distance
is taken into account as a feature to detect possible cybersquatted domain.

5.3 Categorical features

To better understand the behavior and interests of a user, and establish if a new access
is concordant with the user’s navigational patterns, we need to classify any domain for
the thematic area that the web page belongs to. On the basis of [38] we use the classifier
provided by Google Topics API [32], which has been used in the advertising sector to
identify user interests across website topics [76].

In particular, the classifier takes as input the domain of a visited website and, based
on its lexical structure (i.e. the words contained in the domain), assigns it one to three
topics from a predefined hierarchical taxonomy [24], along with a confidence score for
each classification.

The taxonomy is organized into main categories and derived subcategories, allowing
the model to capture both general and specific user interests.

For instance, a site about cars may be classified under the main topic /Autos &
Vehicles, or under a sub-topic like /Autos & Vehicles/Classic Vehicles that better
describes the site. Nevertheless, in order to reduce the number of potential topics, we
take in consideration exclusively the primary topics,and we ignore the remaining ones.

Basically, after the classification procedure, up to three main categories and their
confidence values are associated with each domain.

5.4 Behavioral features

In order to provide further clarification regarding the selection of behavioral features, it
is essential to revisit the specific goals of our classification model. The primary objective
of this thesis is to demonstrate the feasibility of predicting malicious accesses through the
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analysis of a series of previous accesses. To this end, we introduce the concept of session,
defined as a period of web activity that is followed and preceded by a minimum of 20
minutes of inactivity. It is important to note that user behavior differs depending on the
activity [52]. For example, sending an e-mail is characterized by highly targeted behavior
in terms of the accessed sites, in contrast to web research, which is exploratory. The
concept of a session enables us to circumvent the distinction between potential behaviors,
given that the period during which we want to extract features is not fixed and may vary
in number. Finally, we selected five primary features to characterize each session. Each
feature was computed using only the accesses preceding the current one, ensuring that
the classification can be performed in real time.

o Session depth: number of accesses executed by the user (until access).

o Session depth (distinct domains): number of distinct domains in the session (until
access).

o Session time: duration of the session (until access).

e New domain in session: binary feature that indicates if the user has already accessed
the domain during the current session.

o Hour (4 bins): The day is divided into four periods (morning 6—11, afternoon
12—17, evening 18—21, night 22—75), and this feature stores, as a vector, which
period the domain was accessed.

Nevertheless, the concept of a session could prove to be a limitation in the pursuit of
our objectives. In the event that our goal is to detect malicious sessions by comparing
information with previous sessions, the classifier may not predict abnormal behavior in
the case of session begins as malicious or suspicious. For example first access of the session
was caused by a click of the user on a phishing link sent by an attacker. Consequently,
certain features are designed to encompass not only the current session, but also memory
for up to 100 previous access, independently of the session. We assume that over 100
accesses, the behavior is not more useful to establish if the next access will be malicious
or not.

In conclusion, the following features are also extracted from the knowledge of the
session at the time of access.

e Count wvisits: The feature is calculated by counting how many times the domain
you want to access appears in the previous 100 accesses

e Coherency index: The feature combines the concept of category and previous ac-
cesses by calculating the number of times the category of the site the user wants
to access appears in the previous 100 accesses. Only the category with the highest
confidence of each access is taken into account for the calculation.

Finally, we also took into account descriptive features that may be useful for the model
to capture temporal patterns or network delays caused by low-quality services, typical of
malicious domain.

e Howur: hour of access
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o Weekend: binary features that highlights the accesses that occurs during the week-
end

o Difference from the previous access: measure of the temporal difference from the
current access and the previous one
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Chapter 6

Models and evaluation metrics

The purpose of this chapter is to illustrate the choice, development and results of dif-
ferent classification models. For our convenience, we have decided to divide the possible
classification models into two groups according to their unit of classification. The first
set comprehends the non-sequential models. They receive as input a set of features (cor-
responding to the features extracted from each individual access) and, based on the
comparison and values of the features, they find recurring patterns that can predict a
classification. The term "non-sequential” is due to the fact that they do not consider or-
dered set of accesses as a whole, but only one access that is classified through comparison
with other accesses taken randomly from the dataset.

Sequential models, on the other hand, tend to classify accesses by considering entire
ordered set of accesses. The literature shows that of all the models, LSTMs are the most
suitable for the task. They consider a sequence of accesses and attempt to classify the last
access, not only by analyzing its features, but also by taking into account the features of
previous accesses, relating the entire sequence to other sequences. It is worth noting that
the selected features, and in particular the behavioral ones, already contain information
about session or about the 100 previous access. Therefore, whether it is a sequential
model or a non-sequential model, both represent a valid choice to establish whether a
malicious access can be expected given a sequence of user accesses.

6.1 Non - sequential models

The literature shows how these models have been used to estimate a user’s risk of accessing
malicious sites [16]. The substantial difference between our work and that proposed by
the cited paper is the granularity of the classification, i.e. the ability of the model to
predict the individual access and not only the overall risk dictated by the user’s behavior.

Hlustrated by several studies [36,67], and also found in our dataset, the concept
of malicious access is comparable to a rare event with respect to the total number of
benevolent accesses. It follows that the class of benevolent accesses is disproportionately
large compared to the class of malicious accesses. A classifier that takes the entire dataset
as input could be subject to the problem of class imbalance, in other words, it could
happen that during testing, it would label all accesses as benign and still achieve a high
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degree of accuracy. The adoption of algorithms such as SMOTE, which artificially insert
elements of the minority class to re-balance the dataset, could alter the information
related to the real behavior of the user. Our solution is therefore to force an unbalance
ratio between the malevolent and benevolent classes. The unbalance ratio (UR) can be
formally defined as:

UR = Nbegm'n

Nmalicious

where Npenign represents the number of benign accesses and Nyqiicious the number
of malicious accesses in the dataset. In other words, it indicates that for each malicious
access, U R benevolent accesses are taken. Finally, in order to ensure a clear separation
between classes, the training class is composed of the 80% of users to which the selected
accesses belong, while the test class is composed of the remaining 20%.

We decided to focus our efforts on two classification models: Random Forest and
Multilayer Perceptron (MLP).

6.1.1 Random Forest Classifier

The Random Forest Classifier is a learning model based on multiple distinct decision
trees. It works by combining multiple decision trees to improve predictive performance
and reduce overfitting. The main functioning can be summarized as follows.

1. Bootstrap Aggregating (Bagging): N decision trees are created on random samples
with replacement (bootstrap) from the training dataset.

2. Random Feature Selection: during the construction of each tree, a random subset
of features is considered at each split, increasing diversity among the trees.

3. Voting: for classification, each tree casts its vote for the class of the observation,
and the final class is chosen by majority voting.

4. Handling Class Imbalance: using the hyperparameter class_weight="balanced",
the model automatically weights classes according to their frequency in the dataset.

Hyperparameters

Table 6.1.1 summarizes the main hyperparameter used.

Hyperparameter Value Description

n_estimators 100 Number of trees in the forest
random_state RANDOM_STATE Seed for reproducibility
class_weight "balanced" Automatic class weighting

Table 6.1. Hyperparameters of the Random Forest Classifier
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6.1.2 Multilayer perceptron (MLP)

The Multi-Layer Perceptron (MLP) is a feedforward neural network composed of multiple
fully-connected layers. Hyperparameter are summarized in Table 6.1.2

1. Input Layer: accepts a feature vector of size X _train.shape[l].
2. Hidden Layers:
e First hidden layer: 256 neurons, ReLU activation, followed by BatchNormalization
and Dropout with a rate of 0.3.
e Second hidden layer: 64 neurons, ReLU activation, followed by BatchNormalization

and Dropout with a rate of 0.2.

3. Output Layer: 1 neuron with sigmoid activation, suitable for binary classification
tasks.

4. Model Compilation: the model is trained by minimizing binary_crossentropy,
using the Adam optimizer with a learning rate of 1 x 1073, and monitoring the
accuracy metric.

Hyperparameters

Hyperparameter Value Description

layers [256, 64, 1] Number of neurons per layer
activations ["relu", "relu", "sigmoid"] Activation functions for each layer
dropout_rates (0.3, 0.2] Dropout rate for regularization
batch_normalization True Batch normalization to stabilize training
loss "binary__crossentropy" Loss function

optimizer Adam Optimizer with learning rate le — 3
metrics ["accuracy’] Metrics monitored during training

Table 6.2. Hyperparameters of the MLP model

6.2 Sequential Model

The analysis of the behavior requires the ability of the model to take in consideration
not the single event, but also the ordered sequence of preceding event. Many academic
works [39,49, 63, 81], probe that LSTM is a valide choice, since that it receives as input
a sequence of events and try to predict the class of the last one. In this case, the unit to
take into account for the classification is not the single access (even if the model classify
only the last access of the sequence), but the entire sequence of access. For a first try,
we select 20 accesses, considering it as a good tradeoff between a limited number of
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6.2 — Sequential Model

accesses which do not provide enough information about the context and consequently
of the behavior; and a larger set of accesses that could have led the model to accentuate
the correlation of features occurring at a high temporal distance from current access.
Finally, we define a malicious sequence as any sequence that ends with a malicious access.
Conversely, a benign sequence corresponds to any sequence of twenty accesses that ends
with a legitimate one. Since any sequence is composed of twenty accesses, to avoid
overfitting, we chose not to intersect the sequences.

For LSTM, the balance problem is further aggravated since the input unit is not a
single access, but a sequence of 20 accesses.

Distribution of Users by Number of Malicious Sequences
111 (82.8%)
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60 1

Number of Users

40 4

204
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6 (4.5%)
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0-30 31-60 61-90 91-120 121-150 >150
Number of Sequences

Figure 6.1. Distribution of users by number of malicious sequences.

As shown in the Figure 6.1, many of the malicious accesses (and consequently se-
quences) are executed by a minority of the total users. If these users were selected for the
test phase, the model would lose much of the information needed for proper training. We
therefore define N as the number of sequences to be extracted from the histories of each
user. If a user has less than N sequences of a given class, then the maximum number of
available sequences closest to N will be extracted. This system allows us to consider many
users and once we perform an 80/20 split on the users, it ensures that the training and
test classes have enough sequences. Finally, we train the model on the accesses performed
by the 80% of the users and test it on the remaining 20% user base’s accesses.

6.2.1 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) are a kind of Recurrent Neural Network (RNN) spe-
cialized to address the vanishing gradient problem. Recurrent Neural Networks (RNNs)
use a loss function to quantify the error, or the difference between the classification of the
network and the ground truth. Subsequently, the gradient of the loss with respect to the
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weights of the RNN is calculated, which is then backpropagated to update the weights
and reduce the error in future iterations. As the gradient is the product of several deriva-
tions, it is possible for the gradient to take on extremely small values if the influence of a
weight on the loss is negligible. In this cases, the weights do not change, and the network
is subject to difficulties in learning long-term dependencies. Long Short-Term Memory
(LSTM) address the problem by introducing memory cells that facilitate the flow of the
gradient over time, preventing it from becoming too small even after multiple time steps.
Table 6.2.1 summarizes the parameters.

Sequential(): Creates a linear stack of layers for the model.

Input (shape=(sequence_length, input_shape)): Specifies the input shape of
the sequences, where sequence_length is the number of timesteps and input_shape
is the number of features per timestep.

Masking(mask_value=0.0): Skips timesteps that are entirely zeros, useful for
variable-length sequences.

LSTM(100): Adds an LSTM layer with 100 units to capture temporal dependencies
in the data.

Dense(1l, activation="sigmoid"): Adds an output layer with 1 neuron and sig-
moid activation for binary classification.

compile(): Configures the learning process with binary_crossentropy loss, Adam
optimizer with learning rate le — 3, and monitors accuracy during training.

Hyperparameters

Hyperparameter Value Description

sequence_length  variable Length of input sequences

input_shape variable Number of features per timestep
mask_value 0.0 Value to ignore for variable-length sequences
LSTM_units 100 Number of LSTM units in the cell

loss "binary_ crossentropy" Loss function

optimizer Adam Optimizer with learning rate le — 3
metrics ["accuracy"] Metrics monitored during training

6.3

Table 6.3. Hyperparameters of the LSTM model

Evaluation Metrics

To evaluate the effectiveness of a classification model, several metrics are used based on
four fundamental variables:
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o True Positive (TP): the number of elements correctly classified as belonging to the
positive class.

o Fualse Positive (FP): the number of elements incorrectly classified as belonging to
the positive class, but actually belonging to the negative class.

o True Negative (TN): the number of elements correctly classified as belonging to the
negative class.

o [Fulse Negative (FN): the number of elements incorrectly classified as belonging to
the negative class, but actually belonging to the positive class.

Usually, counts of true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN) for each class are expressed in an appropriate table known as Confusion
Matriz. It provides a complete view of the comparison between the instances correctly
classified by the model and their true class. A typical confusion matrix for a binary
classification looks like this:

TP FP
FN TN

Each row represents the actual class, while each column represents the predicted class.
Based on these variables, the other crucial metrics are defined:

e Precision: indicates the proportion of instances classified as positive that are actu-
ally positive. It is defined as:
TP

Precision = m

e Recall: measures how many true positive instances the model has recognized in
comparison to the total number of instances that were designed for classification.

TP

Recall = — "+
T TPYEN

e F1-score: is the harmonic mean of precision and recall. It allows a single metric to
summarize the properties of the two metrics.

Fl—o Precision - Recall

" Precision + Recall
o Accuracy: This metric is indicative of the number of instances that have been
correctly classified, in comparison to the total number of instances.

TP+ TN
TP+TN+ FP+FN

Accuracy =
o Support: refers to the number of occurrences of each class in the dataset. It is used
to weight other metrics when computing averages.

These metrics allow the model’s performance to be evaluated from different perspec-
tives, depending on the application context and class distribution.
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Chapter 7

Results

This chapter presents and discusses the results obtained by the various selected models.
The analysis is based on a unbalanced dataset with a unbalance ratio of 2 and, only for
the LSTM dataset, the number of benign and malicious sequences taken by each user
corresponds to 6.

Firstly, the classification results are presented, with a discussion of the metrics: Pre-
cision, Recall, F1-score, and Support. Next, we analyze the variation of two main factors:
the unbalance ratio, and the variation of the classifier performances in a scenario closer
to a real context. Finally, we compare classifiers and blocklists to study the ability of
classifiers to anticipate the behavior of blocklists.

7.1 Classifier performances

As a first approach, we have evaluated the performances of the three classifiers: Random
Forest, Multi- Layer Perceptron (MLP) e Long Short-Term Memory (LSTM). The metrics
adopted by three evaluation include: Precision, Recall, F'1-Score,and Support. In addition,
for each classifier, its confusion matriz and a summary table are presented. The dataset
used for multi-layer perceptron (MLP) and random forest (RF), consists of 247 unique
users who have made a total of 8550 malicious accesses and 17,100 benign accesses.
Upon implementing an 80/20 split on the user base, the test set comprises 50 users. The
support for the malicious class is found to be 2,407, while the benign class has a support
of 3,118.

The dataset used to train and evaluate LSTM was built using a different approach
to the MLP and Random Forest datasets. For each user, up to six sequences of the
malicious and benign classes are taken. Consequently, if the benign class is larger than
the malicious class by a factor greater than the unbalance ratio of 2, random sequences
of the benign class are eliminated from the dataset to normalize the proportion of the
classes. At the end of the aforementioned operations, we perform an 80/20 split on the
users to guarantee the impossibility of data leakage between the classes. In conclusion,
the LSTM’s dataset includes 1,731 benign sequences. Of these, 1,379 are used to train
the classifier and the remaining 352 are used as the test set. Finally, the test set consists
of 223 benign sequences and 129 malicious ones.
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7.1 — Classifier performances

Random Forest

Performance is high overall, with good precision values for both classes. The only ex-
ception is represented by recall on the malicious class. The model aims to classify as
benign some accesses who are malicious. This phenomenon suggests that the conditions
to classify an access as malicious are stringent, and the result is an increase of the false
negative class. The Table 7.1 and the Figure 7.1 illustrate, respectively, the performances
and the confusion matrix of RF classifier.
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Figure 7.1. Confusion matrix - Random Forest classifier

Class Precision (%) Recall (%) Fl-score (%) Support
Benign 65.58 98.62 78.78 3118
Malicious 94.86 32.95 48.91 2407

Table 7.1. Classification Report - Random Forest

MLP

MLP obtains balanced and good results in terms of precision and recall for both the
classes, with an overall accuracy of 81.11%. The Table 7.2 and the Figure 7.2 illustrate,
respectively, the performances and the confusion matrix of MLP classifier.
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Confusion Matrix
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Figure 7.2. Confusion matrix - MLP classifier
Class Precision Recall Fl-score Support
Benign 77.15% 94.64%  85.01% 3118
Malicious 90.18% 63.69%  74.65% 2407

Table 7.2. Classification Report - MLP classifier

LSTM

Among all classifiers, LSTM shows the best performances for every metric. This is due to
its ability to exploit the sequential nature of the data, confirming the model as particularly
suited for the classification of temporal sequences of accesses. The Table 7.3 and the
Figure 7.3 illustrate, respectively, the performances and the confusion matrix of LSTM
classifier.

Discussion of the preliminary results

In summary, preliminary results indicate that all the classifiers tested are able to identify
and classify malicious accesses, either by considering single accesses (MLP and Random
Forest) or by analyzing sequences of accesses (LSTM).

The first consideration suggests that neural networks, in particular MLP and LSTM,
are particularly suited to this purpose. Moreover, the context of malicious accesses plays
a crucial role: the LSTM classifier, which inherently incorporates information on previous
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Figure 7.3. Confusion matrix -LSTM classifier

Class Precision (%) Recall (%) Fl-score (%) Support
Benign 93.95 92.66 93.30 218
Malicious 81.40 84.34 82.84 83

Table 7.3. Classification Report - LSTM classifier

accesses by effectively exploiting the temporal dimension, shows superior performance in
the classification phase compared to MLP and Random Forest. From this first analyses,
it is clear that it is possible to detect malicious access by observing local user behavior.

7.2 Other results

Following the initial results, a further analysis was conducted to explore how the perfor-
mance of the models changes when unbalance ratio or the method of splitting are varied.
The metric utilized to illustrate the trend of performance as these factors change is the
F1-score on the malicious class. Fl-score is a suitable metric due to the fact that it com-
bines both precision and recall in a single measure, thus capturing not only the proportion
of correctly detected malicious instances among those classified as malicious (precision)
but also the proportion of actual malicious instances that are correctly identified (recall).

57



7 — Results

This is of particular importance in unbalanced scenarios, such as the detection of mali-
cious accesses, where a focus on accuracy alone could be misleading due to the dominance
of the benign class.

7.2.1 Unbalance ratio variation

Figure 7.4 shows how an increase in the unbalance ratio corresponds to a performance
degradation for all classifiers. However, the correlation between performance and unbal-
ance ratio was predictable, since an increase in the unbalance ratio corresponds to an
increase in benign accesses, and consequently an unbalanced dataset. In an unbalanced
dataset, in fact, one class (in this case benign accesses) dominates numerically over the
other (malicious accesses). This can lead the model to favor the majority class, reducing
the ability to correctly recognize the minority class. Even in this scenario, the LSTM
classifier proves to be the best-performing model. Although its performance decreases,
it still shows a notable robustness, achieving, in the worst analyzed case, an F1-score on
the malicious class higher than 60%, in contrast to roughly 20% for the RF and MLP
classifiers. It is worth noting that Random Forest classifier demonstrates a drop of the
performances when the unbalance ratio is set to 2. This unanticipated outcome indi-
cates that the dataset generated with this unbalance ratio may present challenges for the
Random Forest in differentiating between malicious and benign accesses.

F1-score Trend

Models
0.9 —e— Random Forest
—a— MLP

08 —e— LSTM
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Figure 7.4. Unbalance ratio trend

7.2.2 Leave one user out

Another useful approach is what we have called Leave One User Out (LOUO). The
methodology involves training the model on all users except one whose accesses will be
used in the test set. To ensure more robust and generalizable results, the procedure was
repeated for each user in the dataset. In other words, for each user its accesses were
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tested, while with all the accesses of all other users was in training set of the classifier.
In this way, we ensure that the classes of the model are balanced only in the training
phase, while, in the testing phase, the model is tested on a simulation of random accesses
(or sequences) of a user that could have only benign, only malicious or mixed. This
metric would not only prove that the model is able to predict malicious access through
user behavior, but would also make the model applicable in a context closer to the real
one, in which the number of benigns and malicious accesses is strongly disproportionate.
For each model, the performances obtained by each user were collected. Subsequently,
arithmetic average of the performances was then applied in order to normalize the number
and compare them with the performance obtained with the 80/20 model.

Random Forest

Class Leave One User Out (%) 80/20 Split (%)
Precision Recall Fl-score Precision Recall F1l-score

Malicious 83.33 68.44 71.71 94.86 32.95 48.91

Benign 94.08 98.79 95.60 65.58 98.62 78.78

Table 7.4. Comparison of Random Forest Classification Metrics: Leave
One User Out vs 80/20 Split

The Table 7.4 shows as the Random Forest’s performances improve significantly. This
finding, combined with the study on the variation of unbalance ratio, indicates that the
initial results, which were considered the worst performances between the three model,
are probably caused by a problematic 80/20 splitting method. This approach has been
found to provide inadequate conditions for the model to learn effectively.

MLP

As shown in Table 7.5 show a degradation in performances, specifically the precision of
the malicious class of the model decreases by almost 30 percentage points.

This decline can be explained by the fact that, in the Leave One User Out setting,
the model is trained on a dataset that differs from the context of the test user, making
generalization more challenging. In contrast, using an 80/20 random split ensures that
the training and test sets share a similar distribution, which generally leads to better
performance metrics.

If, in terms of performances, MLP has demonstrated itself as the better choice during
80/20 splitting, the Random Forest classifier is the most suitable in a real-world scenario
where the malicious accesses are sporadic events.

LSTM

As illustrated in Table 7.6, there is a clear decline in performance for the malicious class.
LSTM displays a behavior close to the MLP, especially with a reduction in the recall
value for the malicious class. However, the overall performance remains the best between
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Class Leave One User Out (%) 80/20 Split (%)
Precision Recall Fl-score Precision Recall F1l-score

Malicious 61.00 60.26 58.02 90.18 63.69 74.65

Benign 92.22 92.67 91.49 77.15 94.64 85.01

Table 7.5. Comparison of MLP Classification Metrics: Leave One User Out vs 80/20 Split

the three models (all metrics above 70%), suggesting that the LSTM remains the most
suitable option for our purpose.

Class Leave One User Out (%) 80/20 Split (%)
Precision Recall Fl-score Precision Recall F1l-score

Malicious 80.37 77.49 77.68 81.40 84.34 82.84

Benign 95.43 94.84 94.40 93.95 92.66 93.30

Table 7.6. Comparison of LSTM Classification Metrics: Leave One User Out vs 80/20 Split

7.3 Classifiers and blocklists Comparison

Another desirable outcome would be the ability of the classifiers to anticipate the iden-
tification of malicious domains before the blocklists are updated. A preliminary study
of false positives generated by classifiers showed that some accesses would have been re-
ported as malicious by a blocklist within a few days. This result highlights the potential
of behavioral recognition models in anticipating threats.

The analysis was conducted on the false positive set since it comprises the accesses that
are classified as malicious by the classifiers, but benign during the labeling phase. Our
models were trained on a relatively small dataset, which limits the precision with which we
can quantify the anticipatory capability of the classifiers against blocklists. Nevertheless,
each model demonstrated the ability to predict at least one malicious access ahead of
its official classification. The analysis encompasses three principal aspects: the rational
behind the accesses are not labeled as malicious, the proportion of anticipated malicious
accesses, and the number of days in which the blocklist was anticipated. It should be
noted that the access classification method, better described in Chapter 4.6.2, considers
an access to be malicious solely if the domain was reported by at least two blocklists
on the day of access and it is not utilized by more than 10% of the population. None
of the reported false positives violate the popularity constraints, with the exceptions of
ad.doubleclick.net (141 users) and login.live.com (84 users), reported by both MLP
and RF. For definition, even if they these domains were reported by several blocklists, an
access to them is not labeled as malicious. For this reason we cannot consider them as a
result of the antcipatory capability of the classifiers.

As illustrated in Table 7.7, all classifiers have reported at least one access that has been
identified by a blocklist within the following days. The number of accesses anticipated
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with respect to at least one blocklist is relatively low with a value of 11.67% for Random
Forest, 4.91% for MLP, and 6.25% for LSTM.

Finally, if we focus on the only domains that are not considered malicious, but sub-
sequently they respect both maliciousness and popularity constraints.

e The RF model anticipates the blocklist rpiList-malware by classifying s.optnx.com
3 days earlier.

e The MLP model anticipates the blocklist rpiList-malware, classifying blockadsnot.com
and s.optnx.com approximately one and a half months and 3 days earlier, respec-
tively.

e The LSTM model anticipates the blocklists iam-py-test and rpilist-malware,
classifying ptaimpeerte.com 4 days earlier for both blocklists.

It is worth noting that only LSTM was able to anticipate both blocklists that would
render the access malicious after 4 days from the time of access. However, each classifier
has at least one instance of malicious classified access that anticipates the classification
of one or more blocklists. In addition, all classifiers anticipate accesses by only a few days
with respect to the blocklist.

Model URL Time of accesses Report date Blocklist
login.live.com 2022-07-03 16:21:14  2022-08-12 tweet-feed-today
jrpkizae.com 2022-06-20 00:11:54  2022-08-12 rpiList-malware

effusedprankle.com 2022-08-06 23:30:19  2022-08-12 rpiList-malware

Random Forest rtbrvdirect.com 2022-07-11 22:10:59  2022-08-12 rpiList-malware
s.optnx.com 2022-08-09 20:55:46  2022-08-12 rpiList-malware

www.safestgatetocontent.com 2022-07-11 22:11:09  2022-08-12 rpiList-malware
blockadsnot.com 2022-06-24 01:27:36  2022-08-12 rpiList-malware
login.live.com 2022-06-07 08:23:03  2022-06-10 tweet-feed-today
login.live.com 2022-06-10 07:52:33  2022-06-27 tweet-feed-today
login.live.com 2022-07-03 16:21:14  2022-08-12 tweet-feed-today
grandsupple.com 2022-09-16 23:29:00  2022-09-18 rpiList-malware
jrpkizae.com 2022-06-20 00:11:54  2022-08-12 rpiList-malware
effusedprankle.com 2022-08-06 23:30:19  2022-08-12 rpiList-malware
snoreempire.com 2022-07-05 02:36:24  2022-08-12 rpiList-malware
go.xlviirdr.com 2022-06-23 23:50:14  2022-07-01  ultimate-host-blacklist-1
MLP download-ready.net 2022-06-24 02:01:57  2022-08-12 rpiList-malware
rtbrvdirect.com 2022-07-11 22:10:59  2022-08-12 rpiList-malware
s.optnx.com 2022-08-09 20:55:46  2022-08-12 rpiList-malware
ad.doubleclick.net 2022-06-16 13:34:04  2022-08-12 rpiList-malware
ad.doubleclick.net 2022-07-14 03:11:22  2022-08-12 rpiList-malware
ptaimpeerte.com 2022-07-08 21:07:44  2022-07-12 iam-py-test
LSTM ptaimpeerte.com 2022-07-08 21:07:44  2022-08-12 rpiList-malware

Table 7.7. Summary Table of the anticipated domains.

7.4 Discussion

The experimental results demonstrate the varying behaviors of the evaluated classifiers
under different conditions. Firstly, in the 80/20 split, all models (with the exception
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of Random Forest) achieved good performance in distinguishing between benign and
malicious accesses. LSTM achieved the best overall performance thanks to its ability
to capture temporal dependencies in sequential accesses, confirming its suitability for
sequential data modeling. The MLP also demonstrated balanced precision and recall,
while the Random Forest exhibited a tendency to misclassify malicious accesses as benign,
but the cause can be attributed to a malicious 80/20 split as it later showed improvements
in both unbalance ratio and LOUOQO, bucking the trend of the remaining models.

In LOUO evaluation, all models experienced a decrease in performance, especially in
the recall of the malicious class. This is an expected outcome, as the LOUO scenario
introduces a more realistic condition where the model must generalize to users whose
behavior it has never seen before. Among the three models, the LSTM maintained the
most stable performance, showing that temporal models can better generalize across
users sequences of accesses by learning behavioral patterns rather than access-specific
features. The analysis of the unbalance ratio confirmed that the disproportion between
classes significantly affects classifier behavior. Excessive oversampling of the legitimate
class leads to an artificial bias that reduces the model’s ability to detect rare malicious
accesses. Finally, it is important to note that every model has demonstrated anticipatory
capabilities by detecting malicious accesses before the report date of the access domain
in a blocklist.

The results demonstrate that:

e LSTM is the most robust classifier across different testing conditions, maintaining
acceptable performance even in realistic scenarios.

e MLP provides a good trade-off between computational efficiency and accuracy, but
is more sensitive to data distribution variations.

e Random Forest. The preliminary results are not satisfactory, but , subsequently,
we have demonstrated that Random Forest is a valid solution that can be used to
train on a bigger set of data, because its light computational weight.

These findings suggest that temporal and sequential models such as LSTM are prefer-
able for real-world applications of malicious access detection, where user behavior and
access patterns play a crucial role.
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Chapter 8

Conclusions and future works

The objective of this thesis was to detect malicious web accesses through the analysis of
users’ browsing data. To this end, we label the Pimcity dataset’s accesses by limning them
with malicious domains reported by various open-source blocklists. Next, we researched
for relevant features in the literature, and validates the proposed approach through mul-
tiple experiments. To ensure a combination of results from different models, and to
guarantee a more reliable and accurate result, a total of three distinct machine learning
classifiers were developed based on Random Forest, Multilayer Perceptron (MLP), and
Long-Short Term Memory (LSTM) respectively. The experimental results demonstrated
that each model achieved a satisfactory level of accuracy in classifying malicious accesses.
In particular, the LSTM model outperformed both the MLP and the Random Forest clas-
sifiers, highlighting the importance of navigational patterns in such tasks. Subsequently,
the classifiers were examined under different conditions to make the classification task
more challenging. The results on the oversampling variations revealed a strong corre-
lation between label imbalance and the classifiers’ ability to correctly detect malicious
activity.

Moreover, we create a more challenging dataset (Leave One User Out (LOUQ) dataset)
to test all the classifiers. The LOUO dataset was constructed by removing all accesses
(or sequences) belonging to a single user from the original dataset and utilizing the re-
maining accesses for the training process. The objective of the experiment is to simulate
the behavior of a model that is installed on a machine as a countermeasure to malicious
accesses. Although performance experienced a slight decrease, experiments conducted
using the LOUO dataset consistently demonstrated that training on a proportionally im-
balanced dataset was sufficient to detect malicious accesses in an strongly unbalanced
test set.

Despite the promising results, limitations exist, and the outcomes could be further
improved. Firstly, analyzing and identifying an access only by the domain imposes a
restrictive condition. As discussed in Chapter 2.1.3, many hosts require additional in-
formation, resulting in extensive communication between clients and servers. The incor-
poration of more detailed access information would therefore be of crucial importance,
as it would enable the application of the classifier to the entire Internet communication,
and not only to direct requests. In addition, data on user-browser interactions — such
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as clicks, cursor movements, and information about open tabs — could provide a more
accurate representation of user behavior. Moreover, larger and updated datasets could
better investigate the anticipatory capabilities of the classifiers.

Encompassing the various limitations, however, the study shows that it is possible to
use users’ navigational patterns to achieve satisfactory levels of accuracy in the classifica-
tion of web accesses. The application of classifiers is multiple. For instance, the classifier
could be integrated with other security mechanisms for improving reliability during com-
munication. An Intrusion Detection System (IDS) could monitor the traffic of a network
through a behavioral recognition classifier to detect suspicious behavioral patterns and
select them for further analysis. In conclusion, this thesis represents a preliminary step
towards future research on adaptive, behavior-based cybersecurity systems.
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https://raw.githubusercontent.com/Ultimate-Hosts-Blacklist/Ultimate.Hosts.Blacklist/refs/heads/master/superhosts.deny/superhosts3.deny
https://raw.githubusercontent.com/Ultimate-Hosts-Blacklist/Ultimate.Hosts.Blacklist/refs/heads/master/superhosts.deny/superhosts3.deny
https://raw.githubusercontent.com/Ultimate-Hosts-Blacklist/Ultimate.Hosts.Blacklist/refs/heads/master/superhosts.deny/superhosts3.deny

8 — Conclusions and future works

[82] Hong Zhao, Zhaobin Chang, Weijie Wang, and Xiangyan Zeng. Malicious domain
names detection algorithm based on lexical analysis and feature quantification. IFEE
Access, 7:128990-128999, 2019.
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