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Abstract

In the context of the rapidly evolving New Space economy, this thesis was devel-
oped in collaboration with Kurs Orbital, a startup whose mission is to develop a
modular, plug-and-play payload for servicing satellites through proximity opera-
tions and autonomous capture. The payload, known as ARCap, integrates robotic
manipulators and a suite of relative navigation sensors, including vision-based
and radar technologies, relying heavily on commercial off-the-shelf (COTS) and
automotive-grade components. This approach promises faster development cycles
and cost-efficiency, drastically reduces cost and development time, but introduces
critical vulnerabilities with respect to radiation.

The goal of this work is to define and consolidate a structured, end-to-end frame-
work for Radiation Hardness Assurance (RHA) specifically tailored to COTS-based
architectures. From first principles of particle-matter interaction to the modeling
of complex space radiation environments and from the analysis of degradation
mechanisms (TID, SEE, DDD) to the selection of test methods and qualification
thresholds, the thesis constructs a unified body of knowledge aimed at guiding
future component choices and system-level risk assessments within the company.
Inspired by the "Careful COTS" methodology, the thesis proposes a pragmatic
RHA flow that integrates radiation environment modeling, component selection,
radiation testing and system-level mitigation strategies.

This thesis combines those insights with ECSS-compliant RHA processes, includ-
ing environment definition (ECSS-E-ST-10-04), dose and LET spectrum modeling
(via SHIELDOSE and CREME) and radiation test planning (e.g., Co-60, X-rays
screening).

Ultimately, this thesis demonstrates that with a disciplined, evidence-driven ap-
proach, COTS technologies can be effectively harnessed to deliver high-performance,
radiation-tolerant space systems. ARCap becomes a case study for how the agility
and innovation of the terrestrial tech sector, particularly automotive and indus-
trial electronics, can be safely and systematically transferred into the domain of
orbital robotics, unlocking new paradigms for satellite servicing, debris removal
and on-orbit autonomy.

The outcome is not limited to the analysis of a single mission case, but provides
the foundation for a generalized RHA reference architecture, an internal standard,
flexible and scalable, to be used across current and future Kurs missions.
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Objectives and Scope

ARCap System Overview and Radiation Hardness
Assurance Framework

ARCap is an advanced payload module under development by Kurs Orbital to
enable fully autonomous Rendezvous, Proximity Operations and Capture (RPOC)
of non-cooperative or tumbling targets in orbit. Designed as a key enabler for
On-Orbit Servicing (OOS), debris mitigation and satellite life extension missions,
ARCap integrates a suite of high-performance sensors and robotic systems to
execute proximity operations with minimal ground intervention.

The ARCap payload includes the following core subsystems:

« X-Band Radar: used for long-range target acquisition and relative navigation
during early-phase rendezvous.

« W-Band Radar Array: a cluster of high-resolution short-range radars
optimized for close proximity sensing, target characterization and situational
awareness.

« LiDAR-Based and Optical-Based Machine Vision System: provides
tracking and target recognition from raw data such as point clouds and images.

« Robotic Arms (x3): each arm is approximately 2 meters in length and is
used for mechanical capture or servicing actions.

o Distributed Data Processing Architecture: post-processing of sensor
data is performed within each sensor subsystem via dedicated Data Processing
Units (DPUs).

The module supports modular integration and scalability, allowing it to be
tailored to specific mission architectures and servicing objectives.

1



Objectives and Scope

Radiation Context and Motivation

As the concept of ARCap is to support autonomous rendezvous and capture in
increasingly complex orbital scenarios, including operations in harsh radiation envi-
ronments, it is crucial to ensure that all parties, involved in the design, deployment
and operation of the system, are cognizant of the risks posed by the requirements
derived from mission, environment, application and lifetime factors. Based on the
need to develop and implement timely and application-specific guidelines to ensure
that threats from the natural space radiation environment do not compromise the
operational reliability of the ARCap system, this thesis defines a methodology for
deriving Radiation Hardness Assurance (RHA) requirements. The objective is to

support the evaluation of avionics and sensor subsystems in terms of Total Ionizing
Dose (TID), Total Non-Ionizing Dose (TNID) and Single Event Effects (SEE).

Objectives and Contributions

The thesis surveys existing standards and methodologies with the aim of outlining
a theoretical and practical framework for Radiation Hardness Assurance (RHA).
The work draws from established literature, best practices and standards to de-
fine a structured qualification process that starts at the subsystem design phase.
The objective is to build an Engineering Model (EM) with the awareness that its
electronic components are destined for space operation. This approach aims to
reduce the gap between Engineering Models (EM) made with COTS components
and the final Flight Models (FM), accelerating the qualification timeline and min-
imizing the risk of unexpected failures. By integrating radiation considerations
from the earliest stages of design, components are selected with criteria aligned to
their end-use environment, promoting a more robust and predictable qualification
process. This thesis does not propose new technical standards or impose predefined
qualification flows; rather, it aims to serve as a practical and theory-grounded
guideline for implementing Radiation Hardness Assurance (RHA), in the context
of a space startup developing payloads under tight development timelines and
investor funding, in which there is a strong imperative to accelerate the path to
flight. With a mission planned within just a few years, the design approach must
integrate radiation assurance considerations from the outset to mitigate technical
risk and ensure timely qualification. The motivation behind this effort stems from
the need to enable true modularity in space systems, designing a payload that can
adapt seamlessly to a wide range of missions and orbital environments. This vision,
captured in the thesis title through the concept of "Plug-and-Play in Orbit', requires
a structured approach to radiation assurance that goes beyond single-mission tai-
loring. Instead, it demands a generalized, scalable methodology capable of guiding
component selection, system design and qualification across different operational
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Objectives and Scope

scenarios from the outset and in conditions where radiation exposure becomes
a critical design factor from the earliest phases. Unlike institutional programs,
where heritage and conservative margins often dominate component selection,
commercial space servicing platforms are under pressure to reduce development
time and cost. This creates a gap between the state of the practice (SOTP), what
has flown and is fully qualified and the state of the art (SOTA), which includes
emerging COTS-based solutions with promising performance but limited radiation
flight heritage. This work acknowledges that much of the know-how in the space
radiation assurance field is still highly experience-based and concentrated in a
limited number of experts. Therefore, a central goal is to aggregate, structure and
translate that knowledge into an accessible methodology for subsystem designers.
The proposed framework spans the primary radiation effects while also discussing
interaction particles-matter, shielding strategies, real effects on electronics, testing
approaches and early-phase screening of commercial components. Ultimately, the
thesis promotes a design-for-qualification mindset: building Engineering Models
(EMs) with radiation constraints already embedded in the design and part selection
process, accelerating the transition from development to deployment for space-based
subsystems.

Intended Use and Broader Impact

The goal of this technical memorandum is to document the state of NASA and ESA’s
current RHA best practices and making them accessible through a clear, application-
driven framework across a logical entry point and a coherent methodology, to
Kurs Orbital colleagues, so that engineers and system designers can navigate the
qualification process with clarity and purpose from the very first design decisions.
It is hoped that this document will serve not only as an aid and a reference, but
also as a body of knowledge to educate and inform to the challenges of radiation
assurance and methods to understand, mitigate and manage radiation effects in
avionics systems.



Expected Outcomes

This thesis is intended to support the Phase 0/A feasibility assessment of the
ARCAP module by providing a comprehensive, physics-based methodology for
evaluating radiation effects on spacecraft electronics in the context of a worst-case
orbital environment. The work will be structured in order to combine theoretical
analysis of radiation—matter interaction mechanisms with a practical implemen-
tation of environment modeling, requirement derivation and design evaluation.
Particular attention is given to the application of Radiation Hardness Assurance
(RHA) principles, including the derivation of critical parameters for Total Ionizing
Dose (TID), Displacement Damage Dose (DDD/TNID) and Single Event Effects
(SEE), as well as to the definition of early screening strategies for Commercial-Off-
The-Shelf (COTS) components. A key expected outcome is the development of a
radiation analysis workflow, where environmental particle fluxes will be derived in
order to characterize and specify the operative environment. This approach aims
to estimate radiation levels and threat to support both requirement definition and
design optimization. As such, the thesis promotes the use of fidelity-appropriate
simulation tools tailored to the goal of the characterization of the environment
under specific conditions and high-level definition of the radiation effects. Further-
more, the study aims to demonstrate that radiation is not merely a compliance
constraint but a fundamental design driver. The presence of increasingly integrated
COTS technologies introduces significant uncertainty and risk in long-duration
or harsh radiation environments. Therefore, the thesis is expected to provide not
only technical input to the ARCAP project but also a reusable methodology for
early-phase radiation engineering, integrating environment definition, parts screen-
ing, transport simulation and design feasibility assessment into a coherent and
traceable framework. In addition, the feasibility assessment, performed under con-
servative assumptions, is expected to rely on the extraction of a mission-integrated
accumulated dose value, the Total Ionizing Dose Level (TIDL) at end-of-life. This
reference dose, when compared with the radiation tolerance specifications of known
rad-hard technologies, allows identifying the minimum required hardness level and
technology class. At the same time, it defines a screening threshold for COTS
components: those intended for use must be tested at least up to this TIDL value.
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This dose threshold, together with the analysis of TID, TNID and SEE risks,
enables a conservative but practical definition of the feasibility boundary, consis-
tent with the available analysis tools, test facilities and programmatic constraints.
Finally, the study is also expected to explore shielding-based mitigation strategies
by assessing the impact of material configurations and placement on radiation
dose levels at sensitive component locations. However, for Displacement Damage
(DD) and Single Event Effects (SEE), the scope remains limited to the accurate
characterization of the environmental particle fluxes and the qualitative evaluation
of their expected impact on microelectronics. No device-level modeling of such
effects is foreseen at this stage, in line with the early-phase objective of system-level
feasibility assessment rather than detailed component qualification.



Chapter 1

Introduction to Space
Radiation

The impact and severity of radiation on electronic components are primarily deter-
mined by the specific characteristics of the devices and the radiation environment in
which they operate. This chapter provides an overview of the main radiation sources
found in space, particularly those encountered beyond the Earth’s atmospheric
shield. The subsequent chapters will explore how different types of radiation affect
various electronic devices.

Introduction to the Chapter

The information presented in this chapter has been adapted, reformulated and
summarized primarily from the Radiation Handbook for Electronics [6], the ECSS
standard ECSS-E-ST-10-04C — Space Environment [3] and the technical documen-
tation available for the SPENVIS [8] and OMERE [8] environmental modeling
tools. These sources provide the reference framework for describing the main space
radiation environments and the interaction mechanisms with the materials and
electronic technologies used onboard spacecraft.

The durability and reliability of microelectronic devices operating in the space
radiation environment is primarily influenced by the cumulative effects of ionizing
radiation and displacement damage, along with the occurrence of frequent single-
event effects. The level of radiation encountered by onboard electronics depends
on several factors: the spacecraft’s orbital path, the duration of the mission, the
thickness and material of protective shielding and the intensity and frequency of
solar disturbances such as flares and coronal mass ejections (CMEs). The protective
influence of Earth’s magnetic field against space radiation also varies based on the
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specific orbit.

Low Earth Orbits (LEOs), situated at relatively low altitudes, require less energy
to reach and maintain, making them cost-effective. These orbits offer minimal
signal latency, short communication paths and high-resolution Earth observations.
Medium Earth Orbit (MEO), located between LEO and Geostationary Orbit
(GEO) at an altitude of 35,786 km, is commonly utilized for applications like global
navigation systems (e.g., GPS), communication services and scientific monitoring.
Both GEO and Geosynchronous Orbit (GSO) match Earth’s rotation, resulting in
a 24-hour orbital period. While GEO satellites maintain a constant position above
the equator, those in GSO may oscillate north and south due to orbital inclination.
Any satellite positioned above GEO is classified as operating in Highly Elliptical
Orbit (HEO).

LEO missions, especially those near the equator, benefit most from the geo-
magnetic shielding provided by the Earth, effectively reducing radiation exposure.
Conversely, spacecraft in higher orbits such as GEO or those with highly inclined
or polar trajectories experience weaker magnetic protection or missions in MEQO,
passing through regions of the Van Allen belts, see a concentration of high-energy
particle fluxes significantly elevated. This leads to missions with a greater vulnera-
bility to energetic particles and, as consequence, a greater risk of radiation-induced
disturbances.

1.1 Natural Space Radiation Environment

On February 1st, 1958, following the launch of Explorer 1, scientific instruments
onboard the satellite detected the existence of high-energy charged particles, in-
cluding electrons and protons, trapped by Earth’s magnetic field. This discovery
marked the first recorded observation of radiation in space, a region now recognized
as the Van Allen radiation belts [9].

In the context of space environments, radiation refers specifically to the energetic
charged particles, such as electrons, protons and heavy ions, that pose a risk to
spacecraft. These particles originate from three principal sources:

» Galactic Cosmic Rays (GCRs): these are highly energetic protons (approxi-
mately 89%) and heavier ions (roughly 11%) that originate from outside our
solar system and arrive in a nearly uniform manner, as isotropic flux, from all
directions, according to [6].

« Radiation Belts: these consist of particles captured by the magnetic fields
surrounding planets, forming toroidal-shaped regions densely populated with
trapped particles.
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« Solar Energetic Particles (SEPs): these are intense bursts of high-energy
particles generated during solar events, such as solar flares and coronal mass
ejections (CMEs). The Sun also emits a continuous flow of lower-energy
particles, known as the solar wind, composed of plasma and magnetic flux,
which is occasionally intensified by solar storms.

Radiation in space not only affects the exterior surfaces of spacecraft but
can also penetrate their structure, causing ionization or atomic displacement
within materials. Such interactions can trigger transient signals, degrade material
properties or cause significant failures in electronic systems.

Broadly, the radiation environment near Earth is divided into two categories:
the trapped radiation environment, dominated by the Van Allen belts and the
transient radiation environment, which includes galactic cosmic rays and solar
event particles. While GCRs are present at low intensities, they carry extremely
high energy levels and include all known atomic nuclei. In contrast, solar events
release bursts of protons, alpha particles, electrons and heavy ions with significant
variability.

Furthermore, as reported by [10], a low-energy plasma consisting of electrons and
protons is also present in space, with fluxes reaching up to 10'2 particles per cm?
per second. In the trapped environment, this plasma component is generally below
0.1 MeV and does not typically affect internal electronics but can cause charging
effects on spacecraft surfaces, particularly contributing to discharges and material
damage.

1.2 Galactic Cosmic Rays (GCRs)

Interstellar gas usually tends to organize into massive clouds of neutral atoms or
molecules. When these clouds approach energetic regions, such as stars, they begin
to ionize. This gas is constantly in motion, compressing, dissipating and reacting to
the local balance of magnetic fields, temperature gradients, gravity and radiation.
These forces create turbulence that shapes how the gas evolves: it can slow down
large-scale collapse while simultaneously triggering localized compression that leads
to star formation. In this way, interstellar gas serves both as the foundation and
fuel for galaxies and stars.

The interplanetary medium, the space environment of our solar system, begins
where the interstellar medium ends. The solar wind, a continuous stream of charged
particles ejected from the Sun, travels outward in all directions until it eventually
slows to subsonic speeds at a boundary known as the termination shock. This
boundary lies roughly twice the distance of Pluto’s orbit from the Sun. Beyond this
point, the solar wind’s density drops so much that it can no longer push against
the interstellar medium effectively.
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Encasing the solar system is the heliosphere, a vast bubble formed by the Sun’s
magnetic field and the outward flow of the solar wind. The edge of this bubble,
called the heliopause, marks the boundary where the solar influence gives way to
the interstellar environment. The heliosphere acts as a shield, deflecting many
lower-energy cosmic rays. Particles with energies below around 50 MeV generally
can’t penetrate it, meaning that roughly three-quarters of GCRs are stopped before
reaching the inner solar system.

It’s believed that GCRs gain their incredible speeds through acceleration by
shock waves from supernova explosions. The galactic magnetic field then bends
and deflects their paths, scattering them until they arrive in our solar system from
all directions. Many of these particles have been traveling through space for tens of
millions of years and their direction has been randomized over time such that they
are isotropic. Most GCRs carry kinetic energies around 1 GeV, though some rare
particles reach energies exceeding 10?° eV. For comparison, even the most energetic
solar protons rarely exceed 1 GeV. The GCR flux below 100 MeV is deflected by
the heliosphere. Above 1 GeV, the cosmic ray flux decreases fairly consistently with
an increase in particle energy: the higher the energy of the particle, the rarer it is.

Within the heliosphere, the interplanetary magnetic field further deflects GCRs,
particularly those with lower energies. This deflection varies with the solar cycle:
during periods of high solar activity, the increased solar magnetic field strength
leads to greater shielding, reducing the GCR flux. When the Sun is quieter, GCR
fluxes rise. In fact, the intensity of GCRs can vary by a factor of five depending on
where we are in the 11-year solar cycle.

Sunspot numbers, which serve as a key indicator of solar magnetic activity, rise
and fall in this same cycle. During solar maximum, when sunspots are abundant,
the stronger magnetic fields provide better protection against GCRs, especially
those with lower rigidity. This inverse relationship, where GCR flux decreases as
solar activity increases is also accompanied by the great variability between a solar
minimum and maximum: the lower a particle’s rigidity, the more sensitive it is to
being deflected and therefore the more its flux changes between solar maximum
and minimum.

Although GCR flux is lower than that of trapped particles near Earth, the
danger they pose is considerable. Their high energies allow them to penetrate
deeply into spacecraft materials and electronics. They also deposit large amounts
of energy in a short distance, measured by their linear energy transfer (LET).
High LET particles are particularly problematic in space systems because they can
trigger single-event effects (SEEs), especially in orbits outside the magnetosphere’s
protective influence.

GCRs are mostly made up of ionized hydrogen (89%) and helium (9%), with
the remaining 2% being electrons and heavier nuclei, including trace amounts of
elements up to uranium (Z = 92). These particles are detected not just in space, but
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also indirectly on Earth: when GCRs strike the atmosphere, they create showers of
secondary particles that can be measured at the surface and even underground.

Given their intensity, energy and unpredictability, completely shielding a space-
craft from GCRs is practically impossible. The high costs and strict mass limitations
of space missions make such shielding unfeasible, so mitigation strategies focus on
minimizing exposure and hardening systems against their effects.

Before galactic cosmic rays (GCRs) can reach a spacecraft orbiting Earth, they
must first pass through the planet’s magnetic barrier, known as the magnetosphere.
This protective region surrounds Earth and is shaped by its magnetic field, which
originates from the dynamic flow of molten, electrically conductive materials in the
planet’s outer core. The magnetosphere isn’t static; it constantly responds to solar
activity, planetary motion and influences from the broader interstellar environment.

Shaped somewhat like a comet, the magnetosphere is compressed on the side
facing the Sun, extending around 6 to 10 Earth radii outward, while the opposite
side stretches far into space, forming a long magnetotail that can reach hundreds
of Earth radii in length. This structure acts as a powerful shield against many
incoming charged particles, including GCRs, which are deflected as they travel
through the magnetic field.

The motion of GCRs within the magnetosphere is governed by the Lorentz force,
which describes how charged particles are influenced by electric and magnetic fields.
The degree to which a particle is deflected depends on its charge, velocity and the
strength and direction of the magnetic field it encounters. One of the key properties
that defines how deeply a particle can penetrate a magnetic field is its rigidity, a
parameter that relates the particle’s momentum to its charge.

Because Earth’s magnetic field weakens with altitude and is more intense near
the equator than at the poles, the minimum energy a charged particle needs to
reach a specific location, called the geomagnetic cut-off rigidity, varies by location.
This threshold drops to nearly zero at the magnetic poles and at the outer edges of
the magnetosphere, making those regions more vulnerable to particle penetration.

This is why the orbit matters greatly when it comes to GCR exposure. LEO
orbits, especially near the equator, benefit from stronger magnetic shielding. In
contrast, spacecraft in GEO or beyond, as well as those in polar or highly inclined
orbits, receive much less protection and are far more exposed to high-energy cosmic
rays.

In addition to magnetic shielding, Earth’s physical presence offers another form
of protection, called the Earth shadow effect. At lower altitudes, the planet itself
blocks part of the sky, reducing the number of possible paths that cosmic rays can
take to reach a spacecraft: the presence of the solid Earth occults part of the solid
angle from which particles can arrive at a given location. This effect, combined
with magnetic shielding, plays a fundamental role in enabling humans to live and
work safely in space and in protecting technology in orbit.
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However, when we move beyond this protective envelope, for example, in missions
to Mars,the lack of natural shielding becomes a major concern. Shielding astronauts
and equipment from cosmic radiation in deep space is a challenging task. The levels
of protection required would require thick layers of material, such as aluminum,
which are often too heavy and costly to launch. This need for robust radiation
protection remains one of the key technical hurdles for long-duration human space
exploration.

1.3 Solar Particle Events (SPEs)

The Sun, through the continuous nuclear fusion of hydrogen into helium, acts as
the most powerful and persistent radiation source in the solar system, emitting
over 60 MW /m?2. Two prominent features associated with solar radiation are the
photosphere, a visible surface emitting light and the corona, a surrounding layer of
superheated plasma reaching temperatures of approximately one million Kelvin.

The photosphere is a huge network of relatively small, dynamic, cell-like granules
formed by localized convection cells. Convection granules and sunspots, appearing
in the images as black areas, are the primary features of the photosphere surface.
Convection is driven by heated plasma that rises from the interior and spreads
across the surface. As the plasma cools during the lateral spreading, it ultimately
sinks back to the cooler interior. Among the most distinctive features of the
photosphere are sunspots, which appear as dark patches in solar imagery. These
are regions where intense magnetic fields suppress convection, leading to lower
temperatures compared to the surrounding areas. Sunspots typically emerge in
pairs, representing opposite magnetic poles, such as the ends of a bar magnet.

Sunspots are not permanent; they form and dissipate over a span of days to
weeks. Their appearance follows an 11-year solar cycle that alternates between
periods of low and high activity. During the quieter phase, sunspots are few and
far. In contrast, during the active phase, their numbers increase significantly. This
rise in sunspot activity is closely linked to stronger solar magnetic storms, which,
in turn, are responsible for some of the most intense and potentially damaging
forms of solar radiation.

Solar radiation manifests itself in three principal forms: steady solar wind,
sudden solar flares and coronal mass ejections (CMEs). The solar wind, composed
of electrons, protons, helium nuclei and a few heavier ions, flows continuously from
the corona at speeds of 300-800 km/s. Although most of these particles have
relatively low energy and are largely deflected by planetary magnetic fields, they
can still cause magnetospheric disturbances and affect Earth’s magnetic storms.

Flares and CMEs are highly energetic and short-lived phenomena that signifi-
cantly impact spacecraft systems. Solar flares are abrupt increases in brightness
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that result from a sudden release of magnetic energy that has accumulated in
localized regions. Flares typically erupt near sunspots, where chaotic and sharply
changing magnetic fields destabilize the surrounding plasma. This instability can
trigger violent energy discharges, ejecting massive amounts of material from the
solar corona into space at extremely high speeds.

During these explosive events, the Sun releases energy across the full electro-
magnetic spectrum, from long-wavelength radio waves to highly energetic gamma
rays. The released magnetic energy also accelerates particles such as electrons,
protons and even heavier ions, pushing them to extreme kinetic energies that can
travel great distances through space and impact both spacecraft and planetary
environments.

CME:s involve the ejection of large quantities of plasma and magnetic fields from
the solar corona. Both events, solar flares and CMEs, are more frequent during
solar maximum and high solar activity periods and can accelerate particles to very
high energies. For instance, during solar minimum, CMEs typically occur around
once per week. At solar maximum, however, that rate increases dramatically to
several CMEs per day.

One of the most critical consequences of flares and CMEs is the generation of
solar energetic particles (SEPs), high-speed electrons, protons and heavier ions
accelerated by these explosive events or the shock waves they create. SEP intensities
can spike by factors of hundreds to even millions compared to background levels.
These particles can reach energies ranging from about 1 MeV to 1 GeV, making
them fast and highly penetrative.

Because these eruptions are highly directional, they tend to affect only specific
areas of space. Still, when a spacecraft is caught within the path of one, the particle
flux can exceed normal space radiation levels by several orders of magnitude.

It’s worth noting that due to their directional nature, CMEs don’t impact
all satellites equally. Many will never encounter a CME directly during their
operational lifetime. Nevertheless, these events are still of concern due to their
potential to deform Earth’s magnetic field. The massive magnetic shock waves
created during a CME can compress or stretch the magnetosphere, disturbing the
radiation belts and sometimes triggering powerful geomagnetic storms.

SEP events are far more frequent during solar maximum and their intensity and
composition vary significantly from one event to another. This variability makes
them notoriously difficult to model or predict: probabilistic tools and statistical
models based on historical data can offer statistical estimates of the likelihood of a
certain number of events occurring over a mission timeframe.

For spacecraft operating in orbits where SEPs are likely to strike, these particles,
in terms of peak fluxes and energy spectra, are often the main factor in defining
design limits and requirements for single-event effects (SEEs). Unfortunately,
the warning time before a flare or CME impacts a satellite is often very short
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and unreliable. SEEs have been recorded during both active and quiet periods,
underscoring the unpredictability of these phenomena.

Evaluating the radiation effects of solar protons is essential, not only for their
potential to cause ionization but also for their contribution to long-term degradation
through non-ionizing energy loss. Both types of damage must be considered when
assessing system longevity and resilience in space.

When charged particles from the solar wind reach Earth, they interact with its
magnetic field, compressing it on the side facing the Sun and forming the protective
bubble known as the magnetosphere. This compression results in a Bow Shock,
where the supersonic solar wind abruptly slows and deflects. On the opposite side,
the nightside, the magnetic field is stretched far into space, creating an elongated
region called the magnetotail. Although the magnetosphere is under constant
bombardment by solar particles, most of them are deflected away by the magnetic
field. However, some manage to enter through the polar regions, where the field
lines are open and become trapped in the Earth’s magnetic environment.
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Figure 1.1: Structure of Earth’s magnetosphere, showing the interaction with the
solar wind, the bow shock, the magnetopause, the Van Allen radiation belts, the
plasmasphere and the plasma sheet extending into the magnetotail [11].

For spacecraft that must continue operating during solar particle events, it’s
critical to account for the impact of both solar protons and solar heavy ions on
the likelihood of single-event effects (SEEs). While solar heavy ions contribute
minimally to total dose levels, they can cause severe SEEs because their flux during
events can be orders of magnitude higher than the background levels from galactic
cosmic rays. Peak flux conditions, though short-lived, can drive mission-critical
design requirements. It’s therefore essential to consider not just average conditions
but also peak event intensities when defining operational constraints and radiation
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risk assessment, due to their potential for disruption.

1.4 Trapped Radiation Belts

Radiation belts can develop around any planetary body with a sufficiently strong
magnetic field capable of deflecting and capturing charged particles before they
reach the atmosphere. These belts contain energetic particles from both the solar
wind and lower-energy galactic cosmic rays. While planets such as Mercury, Venus
and Mars lack significant magnetic fields and therefore do not exhibit radiation
belts, others like Jupiter possess intense magnetic fields and complex belt systems
far more powerful than Earth’s.

Earth’s radiation belts, known as the Van Allen belts, were discovered during
the Explorer I mission. These toroidal regions are filled with trapped protons and
electrons spiraling along the planet’s magnetic field lines. The severity of radiation
exposure from these belts depends on spacecraft orbit, solar activity and variations
in the magnetosphere.

Both protons and electrons trapped in Earth’s radiation belts play a significant
role in the accumulation of total ionizing dose (TID) within spacecraft systems.
In particular, energetic protons are capable of inducing single-event effects (SEEs)
in sensitive electronics and also contribute to long-term degradation through non-
ionizing energy loss (NIEL). Their high energy levels and strong penetration ability
make them especially challenging to shield against.

Lower-energy electrons, on the other hand, can cause electrostatic discharge
(ESD), which becomes a serious concern for spacecraft operating in high-altitude
orbits like geostationary orbit (GEQO), where exposure to electron-rich environments
is more intense. Higher-energy electrons are even more problematic, they can
penetrate spacecraft structures, accumulate in insulating materials and eventually
discharge, potentially damaging internal electronics.

The shape and thickness of the radiation belts are not uniform. They are thickest
near the equator, where the magnetic field lines run parallel to the Earth’s surface
and thin out toward the poles, where the field becomes perpendicular. The inner
belt typically spans altitudes between approximately 0.2 to 2 Earth radii (Mcllwain
L shells= 1 to 3, related to magnetic field lines), while the outer belt ranges from 3
to 7 Earth radii, L=2.8 to 8.

The inner belt contains a dense population of protons with energies exceeding
10 MeV up to 400 MeV and electrons ranging from few keV to 10 MeV. In contrast,
the outer belt is dominated by high energetic electrons and particle fluxes are
highly variable and strongly influenced by solar activity.

Because radiation exposure is significantly heightened within these belts, mission
planners aim to avoid or minimize time spent in these regions whenever possible.
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Low Earth Orbits (LEOs), which lie well below the radiation belts, are considered
relatively safe and exhibit much lower particle flux. Additionally, the belts them-
selves offer some shielding against galactic cosmic rays (GCRs), which partially
offsets radiation exposure in LEO.

Interestingly, scientists have observed the temporary formation of a third, tran-
sient radiation belt, which periodically detaches from the outer belt and later
dissipates. The traditional picture of Earth’s radiation environment consists of two
concentric belts of charged particles: a stable inner belt dominated by protons and
a highly dynamic outer belt dominated by relativistic electrons. This model was
fundamentally revised following the launch of NASA’s Van Allen Probes mission
in 2012, which provided high-resolution data enabling the observation and char-
acterization of a transient third radiation belt or so-called “storage ring”. While
transient in nature, these belts reveal fundamental aspects of particle transport and
acceleration that are essential for space weather forecasting and satellite mission
planning. The convergence of multiple independent studies, Pinto et al. (2018)
[12], Hao et al. (2020) [13] and Baker (2021) [14], provides a comprehensive and
compelling body of evidence confirming the physical reality and significance of
three-belt configurations in the near-Earth space environment.

Pinto et al. (2018) [12] presented the first comprehensive statistical analysis of
third-belt events based on five years of Van Allen Probes data. In their study, they
identified 30 three-belt structures occurring also in presence of geomagnetic storms.
These structures formed when a sudden depletion of the outer belt, typically due
to enhanced solar wind pressure or CME-driven shocks, left behind a remnant
population of ultra-relativistic electrons (around 5.2 MeV) between L = 2.8 and L
= 3.5. This remnant belt was subsequently isolated by the regeneration of the outer
belt at higher L-shells (L > 4), resulting in a distinct third belt. The longevity of
these remnant belts was found to depend on the energy and location of trapped
particles. Those located within the plasmasphere experienced slower decay due to
reduced interactions with scattering waves, allowing these belts to persist for weeks
or even months. The results confirm that the third belt is not a rare anomaly
but a frequent and physically meaningful structure under specific magnetospheric
conditions.

While previous observations focused on multi-MeV electrons, Hao et al. (2020)
[13] extended the analysis to sub-MeV populations ( 600 keV), revealing that
three-belt configurations also occur in this lower energy regime. Their case study,
focused on the September 2017 geomagnetic storms, showed a rapid formation
and decay of a third belt lasting only 2-3 days. In this scenario, a remnant belt
was again formed through partial dropout of the outer zone. However, due to the
greater sensitivity of sub-MeV electrons to wave-particle interactions, especially
with plasmaspheric hiss, the decay time was significantly shorter. The authors also
observed “V-shaped” and “bump-on-tail” features in the energy spectra, indicating
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complex acceleration and loss dynamics. Although short-lived, these belts exhibit
the same basic morphological pattern and formation mechanism as their higher-
energy counterparts, thus reinforcing the third-belt model as a general phenomenon
across energy ranges.

Baker (2021) [14] offered a broader perspective on third-belt formation within
the context of wave—particle interactions, particularly those triggered by solar
events like CMEs and substorms. The paper highlighted how interactions between
lower-band chorus waves and seed electrons ( 10-200 keV) can rapidly accelerate
particles to relativistic and ultra-relativistic energies, generating and sustaining
structures such as the storage ring. Through analysis of the March 2013 and March
2015 storm events, Baker showed that the third belt often survives the dramatic
losses suffered by the outer belt following CME shocks. The persistent remnant is
then encased between a depleted outer zone and a stable inner belt, completing
the three-belt structure. Moreover, the existence of an "impenetrable barrier" near
L 2.8 RE (Earth Radius) was found to confine relativistic electrons, contributing
to the stability and inner boundary of the third belt.

Across all three studies, several consistent themes emerge:

1. Formation Mechanism: all authors agree that the third belt results from a
two-step process: (1) dropout or loss of the outer belt population and (2)
partial recovery forming a new outer belt while a remnant belt remains trapped
closer to Earth.

2. Energy Dependence: while Pinto et al. (2018) [12] and Baker (2021) [14]
focused on ultra-relativistic electrons (>2 MeV), Hao et al. (2020) [13]
demonstrated that even sub-MeV populations ( 600 keV) exhibit similar
three-belt dynamics, though with faster decay due to stronger wave-particle
scattering.

3. Wave—Particle Interactions: chorus and hiss waves were identified as key
mechanisms governing both acceleration and loss processes. Particularly,
chorus waves accelerate seed populations, while hiss contributes to the decay
of remnant belts, especially at lower energies.

4. Geomagnetic Drivers: CME-driven shocks and substorms consistently act as
triggers for third-belt formation by modifying the global configuration of the
magnetosphere and injecting seed particles.

5. Persistence: the remnant belt’s stability is highly dependent on its location
relative to the plasmasphere and the energy of the trapped electrons. Ultra-
relativistic belts are more resistant to loss and can persist longer, especially
when shielded within the plasmasphere.
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Because the Earth’s magnetic field is tilted by about 11 degrees from the
rotational axis, the radiation belts don’t line up perfectly with Earth’s surface.
This misalignment leads to an important phenomenon known as the South Atlantic
Anomaly (SAA), a region off the coast of Brazil where the inner belt dips unusually
close to Earth, down to altitudes of 200 to 800 km. While the particle fluxes and as
consequence the radiation levels, in the SAA are lower than in deeper parts of the
belt, they are much higher than elsewhere at similar altitudes. For instance, the
International Space Station (ISS) receives most of its radiation dose while passing
through the SAA.

Although the energy of trapped particles is lower than that of GCRs or SEPs,
their sheer abundance makes them a major hazard. Prolonged exposure in these
regions can damage electronics and pose risks to human health. For this reason,
spacecraft are often routed to avoid the belts or limit exposure time. In some
cases, onboard electronics are powered down during belt crossings to mitigate TID
accumulation, especially in the presence of electric fields, which can worsen the
effects of radiation.

The behavior of charged particles entering Earth’s magnetosphere, either from
the solar wind or from secondary processes such as neutron decay caused by cosmic
ray interactions with the atmosphere, is largely controlled by Earth’s magnetic
field. Once within the magnetosphere, these energetic particles follow complex
motions made up of three key components:

o Gyration around magnetic field lines due to the Lorentz force;

o Bounce motion, where the center of this spiraling movement travels up and
down along the field lines (known as guiding center motion);

o Longitudinal drift, a slow movement of the guiding center around the planet:
westward for ions and eastward for electrons.

Together, these motions produce spiral-like orbits along toroidal surfaces called
drift shells, centered on Earth’s magnetic dipole. Particles that become confined
within these shells can remain trapped for extended periods, protons, for instance,
may stay bound for years at altitudes of several thousand kilometers. These
long-lived populations are what we refer to as trapped particles.

The majority of these stable, trapped particles consist of:

o Protons with energies between 100 keV and several hundred MeV;
o Electrons ranging from a few tens of keV up to 10 MeV.

There is also some observational evidence for a narrow region, located around
one Earth radius in altitude, that contains trapped heavy ions. These ions are
believed to be anomalous cosmic ray ions that have been decelerated and captured.
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However, their concentrations are many orders of magnitude lower than those of
protons in the same region.

High-energy protons (above 10 MeV) tend to be confined to low altitudes,
whereas lower-energy protons (<1 MeV) can reach much higher altitudes, including
geosynchronous orbit. The spatial region where these particles are found narrows
as energy increases and the zones of peak intensity shift inward toward Earth.

Electron populations follow a different pattern. They tend to concentrate in the
two distinct regions, the inner belt and the outer belt. Between these two regions
lies the slot region, a zone of relatively low particle density. The exact boundaries
and structure of these belts depend heavily on electron energy. Higher-energy
electrons are more tightly confined to the inner belt, while lower-energy electrons
extend into the outer belt, sometimes beyond geosynchronous orbit. Notably, at
high latitudes, the outer electron belt can reach much lower altitudes.

Our general understanding of the radiation belts relies heavily on NASA’s
AP-8 and AE-8 models, which provide average particle distributions. However,
these models represent a static snapshot and it is well understood that the actual
populations within the belts are highly dynamic, varying on multiple time scales.

One key source of this variability is the 11-year solar cycle. During solar
maximum, increased solar irradiance causes Earth’s upper atmosphere to expand.
This expansion brings neutral atoms into regions of the belts where particles are
trapped, resulting in increased particle loss, especially at low altitudes. This
atmospheric drag effectively erodes the lower edges of the radiation belts, especially
for protons. The erosion effect increases with decreasing altitude and the recovery
of the population shows a phase lag which also depends on altitude.

Model outputs show that solar activity has different effects depending on the
particle type and location. While the inner belt is generally stable, the outer belt
is extremely dynamic, with variations of up to several orders of magnitude possible
within hours, especially during periods of enhanced geomagnetic activity. The Van
Allen radiation belts are inherently dynamic structures, shaped by a complex balance
between particle acceleration and loss processes. Their variability, manifested
through spectral hardening, boundary motion and energy-dependent spatial shifts,
is influenced by internal magnetospheric dynamics and external drivers such as solar
wind, geomagnetic storms and the solar cycle. Recent studies leveraging long-term
satellite observations and advanced simulations have contributed significantly to
our understanding of these variations.

A major advancement in quantifying radiation belt variability is the identification
of a natural physical upper bound to electron flux levels, as articulated by Olifer
et al. (2022) [15]. Through the analysis of 133 geomagnetic storms during the
Van Allen Probes era, the authors observed a consistent spectral hardening of
electron populations below 2.6 MeV, corresponding with the predictions of the
Kennel-Petschek (KP) limit, a theoretical self-organizing process wherein increasing
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wave growth (driven by flux anisotropy) induces pitch-angle scattering that prevents
further particle accumulation. Crucially, their results showed that this energy-
dependent cap was frequently reached for sub-MeV populations within hours of
storm onset, whereas higher-energy electrons approached the limit only during the
most extreme events. This finding reveals that radiation belt variability is not
unconstrained but naturally regulated by wave—particle feedback mechanisms. The
Kennel-Petschek (KP) limit describes how many electrons can be stably confined
at a given location. This limit arises due to wave—particle interactions: when the
flux of energetic electrons becomes too high, due to geomagnetic storms, their
anisotropic distribution in pitch angle drives the generation and growth of plasma
waves, particularly chorus waves. These waves, in turn, scatter the electrons
into the loss cone (pitch angle scattering), causing them to precipitate into the
atmosphere. This feedback mechanism creates a dynamic balance, higher fluxes
generate stronger waves, which in turn enhance loss rates of electrons. As a result,
the electron population self-limits: any further increase in flux beyond a certain
threshold triggers more intense losses, effectively capping the maximum sustainable
electron flux. This process is energy-dependent and plays a key role in shaping the
spectral hardness and temporal evolution of the radiation belts during geomagnetic
storms.

While the KP limit constrains flux magnitude, the spatial structure of the
belts, particularly the slot region between the inner and outer belts, exhibits
significant temporal and energy-dependent variability. Mei et al. (2021) [16]
constructed an empirical model for the slot boundaries based on 2014-2018 Van
Allen Probes data. Their analysis demonstrated that the upper and lower bound-
aries of the slot vary non-linearly with energy, with the lower boundary scaling
logarithmically and the upper boundary governed by compression (Kp-dependent)
and recovery (time-dependent) processes. They further found that slot refilling
is energy-dependent: lower-energy electrons (<1 MeV) can penetrate the slot
more easily during geomagnetic disturbances, while higher-energy populations are
constrained by plasmaspheric hiss and other loss mechanisms. The model they
proposed reconstructs real-time boundary positions using only Kp and energy as
inputs, making it a useful tool for operational risk assessment.

Saikin et al. (2021) [17] reconstructed the evolution of Earth’s electron radiation
belts over eight complete solar cycles (1933-2017). The study provides several key
evidences of variability:

» Solar Cycle Dependence: the reconstructed belts showed strong correlation
with solar activity. Solar Cycle 24 (2008-2017), for instance, produced sig-
nificantly weaker relativistic electron fluxes than any of the previous seven
cycles. This confirms that low solar activity translates directly into suppressed
radiation belt dynamics.

19



Introduction to Space Radiation

« CME vs. Corotating Interaction Regions (CIR) Dominance: the analysis re-
vealed that CME-driven storms, more prevalent during solar maxima, caused
intense but short-lived flux enhancements, while CIR-driven storms,common
during solar minima, produced moderate but sustained enhancements, con-
tributing to prolonged outer belt persistence.

o Upper L-shell Sensitivity: the simulation showed that variability at L. > 5.5
was most affected by the solar cycle, with deep belt penetration into lower
L-shells occurring only during stronger cycles. In contrast, during Cycle
24, outer belt enhancements rarely reached L. < 4.5, demonstrating spatial
suppression under weak geomagnetic forcing.

This reconstruction highlights how electron flux enhancements and depletions
vary depending on the solar cycle phase (ascending, maximum, declining) and the
type of geomagnetic disturbances (CME-driven vs. CIR-~driven). Their reconstruc-
tion confirms that Solar Cycle 24 is an outlier in terms of radiation belt weakness
and should not be used as a reference for worst-case environment models. The
results reinforce the necessity of incorporating solar-cycle-aware dynamics into
predictive frameworks and demonstrate that historical geomagnetic indices (like
Kp) can be effectively used to model belt evolution over decadal timescales.

Adding further detail to short-term variability, Shi et al. (2020) [18] analyzed
Van Allen Probes data during 37 geomagnetic storms and documented the evolution
of the inner boundary of the outer radiation belt. Their observations revealed that
this boundary exhibits two dominant morphologies: a V-shape during the main
phase of storms (associated with kappa-like energy spectra) and an S-shape during
recovery (indicating reversed energy spectra or “bump-on-tail” distributions). This
morphological transformation is strongly energy-dependent, typically starting at
100-550 keV and occurs predominantly within the plasmasphere. The position and
energy threshold of the transition also correlated with storm intensity (SYM-H
index), emphasizing the role of geomagnetic forcing in reshaping belt boundaries.
These structural features reflect complex interplay between substorm injections,
chorus wave acceleration and scattering by plasmaspheric hiss.

All studies agree that radiation belt dynamics are inherently energy-dependent
and variability manifests across both spatial and temporal domains. From the
self-regulation of maximum fluxes [15], to dynamic slot and belt boundary motion
[16] and [18] and long-term solar modulation [17], the literature demonstrates that
no single process governs radiation belt behavior. Instead, a hierarchy of coupled
mechanisms: energy-dependent acceleration, transport and loss processes. This
variability is shaped by short-term geomagnetic activity, long-term solar cycles and
internal feedback mechanisms. In summary:

o The electron flux is naturally limited by a self-regulating mechanism known as
the Kennel-Petschek limit. During geomagnetic storms, low-energy electrons
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( 100 keV) reach this limit within a few hours, while higher-energy fluxes (<2.6
MeV) increase but never exceed the predicted physical cap.

« The slot region narrows during periods of high Kp (strong geomagnetic ac-
tivity), due to the compression of its upper boundary. It gradually expands
during quiet times as acceleration mechanisms weaken and recovery processes
dominate.

o Electron fluxes are lower and less variable during weak solar cycles (e.g.,
Solar Cycle 24), with few deep penetrations of the outer belt. In contrast,
strong solar cycles produce higher fluxes and deeper penetration toward lower
L-shells.

o The inner edge of the outer radiation belt exhibits a V-shaped structure during
the storm’s main phase (due to the penetration of hundreds of keV electrons)
and returns to an S-shape during the recovery phase, when loss mechanisms
dominate and reduce low-energy fluxes.

As it is well being underlined, proton and electron fluxes in Earth’s radiation
belts are strongly influenced by solar activity, especially during solar energetic
particle (SEP) events triggered by solar flares and coronal mass ejections (CMEs).
Although both protons and electrons are accelerated by similar processes, their
behavior relative to solar activity can differ markedly.

In the inner radiation belt, the main source of trapped protons originates
from neutron decay, neutrons produced when cosmic rays interact with Earth’s
atmosphere. The rate of neutron production and thus trapped proton generation,
is closely tied to cosmic ray flux, which itself depends on solar activity. During
periods of high solar activity (solar maximum), the intensified solar wind and
magnetic field form a stronger barrier against incoming cosmic rays, leading to
fewer cosmic rays reaching the atmosphere. This results in a reduction of secondary
neutrons and, consequently, a lower population of trapped protons in the inner
belt. Thus, inner belt proton fluxes are anti-correlated with the solar cycle, as
proved in [3]and [8]: they are higher during solar minimum and lower during solar
maximum. The anti-correlation is not instantaneous; there may be a lag (months to
years) between changes in galactic cosmic rays (GCRs) and the buildup/depletion
of trapped protons. This delay arises due to neutron decay timescales and loss
processes (e.g., scattering with plasmaspheric hiss waves). While neutron decay
is the dominant source of protons in the inner belt, at higher altitudes (outer
belt), protons can also originate from other processes, such as acceleration during
geomagnetic storms. These findings, about the proton belt, represent a general
conclusion drawn from studies reported in [19], [20] and [21].

Meanwhile, the behavior of electrons in the outer radiation belt is very different.
This population is highly dynamic and heavily influenced by geomagnetic storms and
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substorms driven by disturbances in the solar wind [22]. During solar maximum, the
frequency and intensity of geomagnetic storms increase, injecting and accelerating
electrons from the magnetotail into the outer belt. As a result, electron fluxes in
the outer belt are positively correlated with solar activity: higher solar activity
leads to stronger electron populations, as proved in [3] and [8].

This contrasting behavior, inner belt protons decreasing and outer belt electrons
increasing with solar activity, is crucial to consider when modeling the radiation
environment for mission planning, particularly in worst-case scenario analyses.

In addition to variations driven by solar activity, the low-altitude trapped particle
environment is gradually evolving due to secular changes in Earth’s magnetic field.
Over time, the center of the planet’s geomagnetic dipole is drifting away from
the geographic center at a rate of about 2.5 km per year, as reported in [8] and
the overall strength of the magnetic moment is slowly declining. Together, these
changes cause the inner edges of the radiation belts to migrate inward.

One consequence of this drift is the formation of a local weakening of the magnetic
field at low altitudes, giving rise to the SAA. Outside of the SAA, proton fluxes
at these altitudes are negligible. However, electron fluxes can become significant
at high latitudes, where field lines from the outer belt dip down closer to Earth.
Moreover, the SAA itself is slowly drifting westward, at an estimated rate of about
0.3 degrees per year [8], a movement that must be accounted for in long-duration
satellite missions.

At lower altitudes, typically below 2,000 kilometers, trapped charged particles
begin to interact with the neutral atmosphere. For trapped protons with energies
greater than 1 MeV, the size of their gyroradius becomes comparable to the
atmospheric scale height. As these protons spiral along magnetic field lines, they
pass through regions of varying atmospheric density depending on their position
during each rotation. Consequently, the proton flux at a given location depends
not only on energy but also on the arrival direction relative to the local magnetic
field and the particle’s pitch angle. This leads to an asymmetry known as the
East-West effect [8], where proton fluxes arriving from different azimuths can differ
by factors of three or more. This angular dependence is an important feature when
calculating the integrated proton flux experienced by a satellite along its orbit.

Beyond the slow, long-term trends in trapped particle populations, short-term
variations are also significant. In the outer radiation belt, for instance, electron
fluxes can fluctuate by several orders of magnitude within just a few hours. Data
collected by the Combined Release and Radiation Effects Satellite (CRRES), as
described in [8] and [23], revealed that both the intensity and spatial distribution
of outer belt electrons can change dramatically, often in response to variations in
magnetospheric activity. CRRES measurements also showed that magnetic storms
can heavily impact the trapped proton population, as discussed in this chapter.

The ability of energetic particles to enter the magnetosphere from outside is
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fundamentally limited by Earth’s magnetic shielding. Whether a particle can
penetrate to a specific point depends on its rigidity, the ratio of its momentum
to its charge. For every location and every possible approach direction, there is a
geomagnetic cutoff rigidity: a threshold below which particles cannot penetrate.
Since the cutoff rigidity varies with arrival direction, the geomagnetic transmission
(the probability that a particle of a given energy can reach a location) must
be averaged over all possible directions. For a particular particle energy, the
attenuation factor, the fraction of incoming flux allowed through, is calculated by
integrating over solid angle and normalizing by 47 [8]. This factor, when multiplied
by modeled interplanetary proton fluence and integrated over the spacecraft’s orbit,
determines the effective exposure time to energetic particles.

During magnetic storms, the geomagnetic cutoff can shift, temporarily lowering
the energy threshold for particle penetration. This allows lower-energy particles,
normally excluded, to enter regions of the magnetosphere they wouldn’t typically
reach. Solar events, though not always accompanied by magnetic storms, often
trigger them. In fact, the variability of the near-Earth space environment is largely
driven by two major forces: solar storms and magnetic storms.
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Chapter 2

Interaction of Radiation
with Matter

A comprehensive understanding of how radiation affects spacecraft requires insight
into the fundamental processes governing interactions between particles and matter.
Once the radiation environment was characterized in the previous chapter, this
section focuses specifically on electronic materials and systems, though many of
the principles discussed also apply to other materials. The technical framework
adopted in this chapter have been developed primarily based on the guidance and
models provided in references [2] and [6], which served as foundational sources
for interpreting radiation—matter interaction mechanisms in the context of space
electronics.

Radiation refers to the transfer of energy via photons, electrons, ions, muons
or nucleons (such as protons and neutrons). In the early 20th century, it became
evident that particles at the quantum scale could exhibit both wave-like and particle-
like characteristics, a concept known as wave-particle duality. This duality means
that a particle’s wavelength is inversely related to its momentum or, equivalently,
to the square root of its kinetic energy. As a particle’s energy increases, both its
velocity and momentum rise accordingly, while its associated wavelength becomes
smaller. This relationship is critical, because the wavelength of an incoming particle
determines what kinds of interactions it can undergo with matter. Although
radiation traveling through a perfect vacuum moves unimpeded and defines much
of the space radiation environment, it is the interaction between radiation and
materials that ultimately gives rise to the radiation effects that concern spacecraft
electronics.

When a flux of energetic particles strikes a material, referred to as the target,
each particle can experience one of three possible outcomes:

(a) The particle may pass through the material without any interaction at all,
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emerging from the opposite side completely unchanged, with no loss of energy or
change in direction.

(b) The particle may interact with the target, losing a portion of its kinetic
energy through numerous small collisions. As a result, it exits the material with a
lower energy and a deflected trajectory.

(c) The particle may be fully absorbed within the material, losing all of its
energy inside the slab and failing to exit the target.

Radiation exists in many forms, including electromagnetic waves and various
types of energetic particles. Electromagnetic radiation is characterized by three
fundamental properties: frequency, wavelength and photon energy, with photons
being the basic particles of electromagnetic energy. The wavelength and frequency
are inversely related: longer wavelengths correspond to lower frequencies and lower
photon energies, while shorter wavelengths are associated with higher frequencies
and higher photon energies. The way electromagnetic waves interact with matter
strongly depends on their wavelength.

The electromagnetic spectrum is typically divided into broad categories based
on wavelength: radio waves, microwaves, infrared, visible light, ultraviolet, X-
rays and finally, at the shortest wavelengths and highest energies, gamma rays.
In the context of microelectronics, especially in industrial, medical and defense
applications, the main concern regarding electromagnetic radiation usually focuses
on X-ray and gamma-ray exposures. Lower-frequency radiation such as radio
waves or electromagnetic interference (EMI) is generally not problematic, thanks
to standardized shielding practices in commercial design, packaging and layout
techniques and therefore is not discussed further here.

Beyond electromagnetic radiation, space environment also presents a variety
of particle radiation. These include different atomic and subatomic particles,
encountered naturally or in man-made settings. The primary types of particle
radiation ordered from largest to smallest, are heavy and light ions (ionized atoms),
nucleons (protons and neutrons) and electrons. When energetic particles encounter a
material, several different outcomes are possible, ranging from complete transmission
with no interaction, to full absorption within the material. The actual result depends
on the interactions between the incoming particle and the electrons and nuclei of
the target atoms, as illustrated in Figure 2.1. Diagram illustrating the possible
outcomes when particle radiation strikes a thin slab of material

In some cases, particularly when the thickness of the target slab is small compared
to the typical range of the incoming particle, the particle can pass through the
material without undergoing any interactions at all, resulting in full transmission. A
good example is neutrinos: these chargeless and nearly massless particles interact so
weakly with matter that they can travel through massive amounts of dense material
without interacting, making them irrelevant from a microelectronics reliability
perspective. On the other end of the spectrum, alpha particles, which are much
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Figure 2.1: Diagram illustrating the possible outcomes when particle radiation
strikes a thin slab of material [6].
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heavier and carry an electric charge, are easily absorbed; even a thin sheet of paper
is enough to stop them completely. The degree of attenuation, reduction in particle
flux, depends on two mechanisms: direct absorption of the particle within the
material and collisions with the electrons or nuclei of the target atoms.

As a result of these interactions, some particles are scattered, that is, deflected
from their original path. The angle of scattering depends on several factors,
including the particle’s energy, its incident angle and the material properties of the
target. Broadly speaking:

o If a particle is scattered back in the direction it came from, it is called
back-scattered.

« If it continues moving forward but at a different angle, it is considered forward-
scattered (as illustrated in Figure 2.1-¢).

o In some cases, the incident particle itself may be absorbed and a different
particle type may be emitted instead, through a nuclear or subatomic trans-
formation (see Figure 2.1-f).

Looking more closely, for photons, some interactions involve complete absorption
in a single event, for instance, the creation of a single electron-hole (e-h) pair.
However, for ions, nucleons and electrons, most interactions involve a gradual loss
of energy through many small collisions with the material’s atoms. It typically
takes multiple successive collisions for an energetic particle to fully dissipate its
kinetic energy and come to rest.

The distance travelled between each collision is known as the free path, while
the average distance between all collisions is referred to as the mean free path. A
higher probability of interaction shortens the mean free path, meaning the particle
loses more energy over a smaller distance and its overall range within the material
becomes shorter.

This behavior is closely tied to the density of the material:

o In denser materials, particles experience more frequent interactions, leading
to a shorter mean free path and reduced range.

o In less dense materials, particles can travel farther between interactions.

Since energy loss occurs gradually through numerous small interactions rather
than one major collision, each particle’s journey is stochastic, subject to randomness,
resulting in variations known as range straggling. This means that even particles
of the same type and energy can follow slightly different paths and lose energy at
different rates as they pass through a material. Ultimately, if the thickness of the
target is greater than the average range of the particles, most will be absorbed
before exiting the slab.
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At the core of all scattering and absorption processes lies the fundamental
concept of particle collisions. These collisions are the primary way radiation
interacts with matter. In general, collisions can be classified as either elastic or
inelastic, depending on how energy is exchanged during the interaction. While in
reality most collisions involve a mix of elastic and inelastic effects, they are typically
categorized based on which form of energy transfer dominates. In an elastic collision,
the incident particle and the target particle interact and then separate without any
creation, destruction or transformation of particles. No energy is lost to internal
excitations or radiation; instead, the total kinetic energy and momentum of the
system are conserved. Although the individual energies of the particles may change
after the collision, the combined kinetic energy and momentum before and after
the interaction remain constant. By contrast, in an inelastic collision, the total
kinetic energy is not conserved. A portion of the initial kinetic energy is converted
into other forms, such as excitation energy, radiation or even the creation of new
particles. In inelastic processes, the incoming and outgoing particles may differ: for
example, the incoming particle might be absorbed by the target, leading to nuclear
reactions or fragmentation.

A typical example is a nuclear reaction where an incoming neutron or proton
is absorbed by an atomic nucleus. The kinetic energy and mass of the incoming
particle contribute to the excitation of the nucleus, which then de-excites by
emitting secondary particles or by breaking apart into fragments. In such cases,
some of the system’s initial kinetic energy is "used up" to facilitate these changes,
fundamentally altering both the energy distribution and the particle makeup of
the system.

In essence, particle interactions with matter are fundamentally about energy
transfer, where energetic particles lose energy to the material they pass through.
These interactions can take many forms, depending on the type of particle, its
energy and the physical properties of the material involved. The key point is that
radiation dissipates energy into matter through a variety of interaction processes.
In some cases, a particle may deposit all of its energy in a single interaction,
being completely absorbed in one event. More often, however, energy loss occurs
gradually over many successive interactions, with the particle slowly losing kinetic
energy until it eventually comes to rest within the material.

The rate of energy loss per unit distance directly affects how far a particle can
travel:

o Particles that lose energy quickly have shorter ranges.

o Particles with higher initial energies can penetrate farther before coming to a
stop.

e In denser materials, where more interaction sites are available, particles
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experience more frequent collisions, leading to greater energy loss over shorter
distances and thus a reduced range.

For microelectronic devices, this energy transfer presents a critical challenge.
Most of the energy deposited by radiation gets converted into electrical charge.
Since the correct operation of microelectronics relies on carefully controlling the
generation, movement and storage of charge, any excess or non-equilibrium charge
produced by localized radiation events can disrupt device function. These disrup-
tions may manifest as transient errors (brief malfunctions) or as more persistent
shifts in circuit behavior, leading to parametric changes or even functional failures
over time.

2.1 Photon Interactions

Photons are the basic units of electromagnetic radiation, encompassing a wide
range of wavelengths and energies, from long-wavelength radio waves to high-
energy gamma rays. Being electrically neutral, photons do not experience the same
interactions as charged particles, which significantly influences how they interact
with matter.

There are three primary ways in which photons lose energy when passing through
a material: the photoelectric effect, Compton scattering and pair production, as
illustrated in Figure 2.2. Each of these mechanisms depends on the energy of the
photon and the atomic structure of the material it encounters.

When an incident photon has enough energy to liberate an electron from its
valence band or bound state, the photon is completely absorbed in the process,
transferring all of its energy to the electron. The result is an excited photoelectron
and the creation of a positively charged vacancy, often referred to as a hole.

At even higher photon energies, the photon can interact and excite tightly
bound inner-shell electrons instead. In such cases, when an outer-shell electron
subsequently fills the vacancy left behind, i.e. created during the original photon
absorption event, a secondary X-ray photon, called a characteristic X-ray, is emitted.
The energy of this secondary X-ray is unique to the specific element, reflecting the
difference in energy between the involved electron shells. This phenomenon, known
as the photoelectric effect, is an inelastic interaction because the photon’s energy
is entirely consumed in exciting or ejecting an electron. The amount of energy
transferred is directly proportional to the frequency of the photon, higher-frequency
(and thus shorter-wavelength) photons carry more energy.

If a photon’s energy is too low to excite or free an electron, meaning it cannot
generate an electron-hole pair, then the material appears transparent to that
photon and it will pass through without any interaction. The likelihood of a
photoelectric interaction occurring depends strongly on the relationship between
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the incoming photon’s energy and the binding energy of electrons in the target
material. In materials like silicon, the photoelectric effect dominates the interaction
between photons and matter across a wide range of photon energies—from optical
wavelengths up to X-rays around 100 keV.

Photoelectric effect
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Figure 2.2: The three primary mechanisms by which photons lose energy when
interacting with matter: the photoelectric effect, Compton scattering and pair
production [6].

The three primary mechanisms by which photons lose energy when interacting
with matter: the photoelectric effect, Compton scattering and pair production

At higher photon energies, a different interaction mechanism becomes dominant.
In Compton scattering, the incoming photon collides with a single electron, trans-
ferring part of its energy to the electron and losing some of its own in the process.
This interaction produces a recoil electron and a scattered photon, which travels
in a new direction with reduced energy (and thus a lower frequency) compared to
the original photon. Depending on how much energy is transferred, the impacted
electron may either be promoted to a higher bound state or, if the energy transferred
exceeds its binding energy, the electron may be ejected entirely, gaining enough
kinetic energy to interact with other atoms or electrons in the material.

At even higher photon energies, another process called pair production becomes
possible and eventually dominates the energy-loss mechanisms for high-energy
gamma rays. In pair production, a gamma-ray photon interacts with the electric
field of a nucleus and transforms into two particles: an electron and a positron (the
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electron’s antiparticle, with a positive charge). For pair production to occur, the
photon’s energy must be at least equal to the total resting mass of the two particles
created. Any excess energy is distributed as kinetic energy between the newly
formed electron and positron. Below the threshold energy, pair production cannot
happen; once the threshold is crossed, the likelihood of pair production increases
with rising photon energy. Furthermore, the probability of pair production scales
approximately with the square of the atomic number (Z) of the target material,
meaning heavier, denser nuclei are much more effective at absorbing gamma rays
through this process.

These three mechanisms, the photoelectric effect,; Compton scattering and
pair production, collectively determine how much of an incoming photon beam
is absorbed or transmitted through a material. As the beam passes through the
material, its intensity decreases exponentially based on the attenuation coefficient,
which is expressed in units of cm~!. The attenuation coefficient depends on both the
energy of the photons and the composition of the material, as different mechanisms
dominate at different energy levels.

Often, it’s more practical to use the mass attenuation coefficient, which is the
linear attenuation coefficient divided by the material’s density, expressed in units
of cm?/g. The mass attenuation coefficient provides a clearer comparison between
different materials. Figure 2.3 illustrates the mass attenuation coefficient of silicon
as a function of photon energy, highlighting how the total absorption behavior
results from the combined contributions of the three primary photon energy-loss
mechanisms.

Plot of the total mass attenuation coefficient as a function of photon energy,
highlighting the contributions from the three main energy absorption mechanisms:
the photoelectric effect, Compton scattering and pair production.

Since most microelectronics are encapsulated in opaque packages (plastic, ce-
ramic and/or metal), photons in the visible spectrum are typically not a concern.
Photons of higher energy, such as X-ray and gamma photons, can easily pene-
trate packaging materials and are thus the primary photons of concern from the
microelectronics point of view. However, in the space environment, direct fluxes
of X-rays and gamma rays are generally minor compared to the radiation levels
produced by other particle sources.

2.2 Electron Interactions

Electrons interact with matter primarily through the Coulomb force, engaging with
both atomic electrons and nuclei within the target material. These interactions
result in energy loss and directional changes, with or without the emission of a
photon.
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Figure 2.3: Plot of the total mass attenuation coefficient as a function of photon
energy, highlighting the contributions from the three main energy absorption
mechanisms: the photoelectric effect, Compton scattering and pair production [6].
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In electron-electron interactions, as two negatively charged electrons approach
each other, the repulsive Coulomb force between them increases sharply. This
growing repulsion causes the incoming electron to be deflected from its original
path, while the target electron typically remains bound to its atom. As a result,
the incident electron exits the collision region at a different angle.

In contrast, during an electron-nucleus interaction, the situation is reversed: a
strong attractive force develops between the negatively charged electron and the
positively charged atomic nucleus as they get closer. This attraction causes the
electron to decelerate and deviate from its original trajectory. Due to the large
mass difference, the nucleus remains largely unaffected by the encounter, while the
electron’s path is altered significantly.

In some instances, the incoming electron may carry enough energy to displace a
nucleus from its position within the atomic lattice, causing displacement damage.
However, ionization, energy loss due to interactions with atomic electrons, is far
more common than displacement events.

Both electron-electron and electron-nucleus interactions are classified as types

of scattering and the main categories of electron scattering are illustrated in Figure
2.4.

\ Elastic electron-electron
Incident electrons - . scattering

~
. 2!
I | - VA »

VA Vi *') ' Bremsstrahlung
haracterisitics - (braking radiation)

Inelastic electron-nucleus

Inelastic electron-electron -.‘ scattering

scattering

Figure 2.4: Diagram of the three primary mechanisms for electrons interacting
with matter: elastic electron-electron, inelastic electron electron and inelastic
electron-nucleus scattering [6].

The two most common interaction types for electrons traveling through matter
are electron-electron scattering and electron-nucleus scattering. In electron-electron
collisions, because both particles have relatively small mass, the resulting scattering
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angles, the angle between the electron’s incoming and outgoing paths, tend to
be smaller compared to electron-nucleus collisions. In contrast, electron-nucleus
interactions often produce larger scattering angles and are typically associated with
inelastic processes, where part of the incident electron’s energy is lost to excitation
or radiation.

The scattering behavior during electron-nucleus interactions is heavily influenced
by the atomic number (Z) of the target material. Higher-Z materials, with their
greater electron densities, enhance the probability and severity of scattering events.

In an inelastic electron-electron collision, the incoming electron transfers part
or sometimes all, of its kinetic energy to a bound target electron, exciting it to a
higher energy state. If the transferred energy is sufficient to eject an inner-shell
electron, it creates a vacancy. This vacancy is quickly filled by an electron from a
higher energy level, releasing a photon whose energy corresponds to the difference
between the two energy states. In elements with high atomic numbers, the emitted
photon typically falls within the X-ray range, producing a characteristic X-ray
similar to those generated by the photoelectric effect. In lighter elements (low-Z
materials), where electrons are more weakly bound, the energy released during
these transitions often falls within the visible spectrum instead of the X-ray range.

In some cases, if a target electron gains enough energy, it may become unbound,
effectively freed from its atom and can, if sufficiently energized, trigger additional
ionizations before eventually losing energy and being recaptured.

Another important inelastic process involves Bremsstrahlung or braking radia-
tion, i.e. direct emission of a photon. As an incoming electron is attracted to a
nucleus, it experiences direction change by decelerating, causing it to emit part
of its kinetic energy in the form of a photon. The closer the electron passes to
the nucleus, the stronger the electrostatic force it experiences, resulting in greater
deceleration and the emission of higher-energy photons. Because there are many
possible trajectories and encounter distances, Bremsstrahlung radiation exhibits a
continuous spectrum of photon energies, with the maximum photon energy limited
by the initial kinetic energy of the incident electron.

Figure 2.5 presents the range of electrons in silicon (blue curve) and tungsten
(red curve) as a function of their kinetic energy, illustrating how material properties
affect electron penetration.

Because most microelectronic components are enclosed within opaque packaging
materials, only high-energy electrons, those with kinetic energies greater than
approximately 300 keV, are capable of penetrating the package and reaching the
sensitive internal die.

In space environments, electron fluxes can be particularly intense, especially
inside radiation belts, where the density of energetic electrons is significantly
elevated. Given these energetic environment, the likelihood to encounter electrons
is greater, in order to easily penetrate packaging materials and deposit energy
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Figure 2.5: Electron range as a function of energy in silicon (blue curve) and
tungsten (red curve). Due to tungsten’s higher density and greater atomic number
(Z) compared to silicon, electrons have a significantly shorter range in tungsten [6].
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within the device, leading to total ionizing dose (TID) effects that can degrade the
performance and reliability of electronic systems over time.

2.3 Nucleons and Nuclear Reactions

Nucleons, comprising protons and neutrons, are the fundamental components of
atomic nuclei. Although they are nearly identical in mass, the proton carries a
positive electric charge, while the neutron is electrically neutral. This key difference
significantly affects how these particles interact with matter.

Because neutrons carry no electric charge, they do not experience Coulomb
interactions as they pass through matter. This means that neutrons are unable to
cause direct ionization while traveling through a material. Instead, the only way
neutrons can lose energy is through nuclear reactions, which can be either elastic
or inelastic in nature. Due to the limited number of interactions they undergo,
neutrons are highly penetrating particles, capable of traveling significant distances
through matter before interacting. As illustrated in Figure 2.6, the two primary
ways neutrons interact with materials are via elastic collisions, where the neutron
scatters off a nucleus and inelastic collisions, where the neutron is absorbed or
excites the nucleus, often leading to the emission of secondary radiation.

In an elastic nuclear reaction, a neutron collides with a target nucleus, trans-
ferring a portion of its kinetic energy to the nucleus before continuing on with
reduced energy. From the perspective of microelectronics, if the neutron transfers
enough energy, typically at neutron energies exceeding 100 keV, the nucleus can be
displaced from its original lattice position, becoming a recoil nucleus.

In semiconductor devices, these displaced atoms can create localized defects in
the crystal structure, leading to dramatic changes in the electrical properties of
the material. As neutron or proton impacts accumulate over time, these individual
displacements combine to produce what is known as displacement damage dose
(DDD). Furthermore, once a nucleus is knocked out of its lattice position, it often
loses some of its electrons, becoming a heavy charged ion. As this recoil nucleus
moves through the material, it generates substantial direct ionization, contributing
additional disruption. Each recoil nucleus, therefore, has the potential to trigger
single-event effects (SEEs), which can compromise device functionality.

In contrast, inelastic nuclear reactions occur when the incident neutron is
absorbed by the target nucleus, with the neutron’s mass and energy being converted
into nuclear excitation. This highly excited nucleus may then release its excess
energy through various secondary processes, such as the emission of radiation or
fragmentation into lighter particles.

The excess energy released after an inelastic nuclear reaction is emitted through
one of four primary pathways, depending on the energy of the incoming neutron
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Figure 2.6: Elastic (top) and inelastic (bottom) nuclear reactions between an
energetic neutron and a silicon target nucleus.In an elastic collision, the neutron
"bounces" off the nucleus without being absorbed, transferring some energy and
creating a recoil nucleus. In an inelastic collision, the neutron is absorbed by the
nucleus, leaving it in a highly excited state [6]
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Figure 2.7: Immediately following an inelastic nuclear reaction, the nucleus
remains in a highly excited state. It subsequently releases its excess energy through
one of four possible pathways [6]
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and the nature of the target nucleus:

At low neutron energies, typically up to a few tens of kiloelectron volts, the
incident neutron is usually captured by the nucleus. The resulting excess energy is
then released in the form of gamma-ray photons.

When the neutron energy lies between roughly one and several tens of mega-
electron volts, the absorbed energy is generally distributed among all the nucleons
inside the nucleus. In response, the nucleus typically breaks apart, ejecting one
or more light fragments (such as nucleons or light ions) along with gamma-ray
emissions. The emitted fragments typically carry kinetic energies in the MeV range
and can cause direct ionization, making them a major contributor to single-event
effects (SEEs) in microelectronics. An exception to this are secondary neutrons
produced in the breakup, which themselves are not directly ionizing, but can lead
to secondary nuclear reactions that do produce ionizing radiation.

In certain cases, particularly with specific heavy elements, the nucleus undergoes
nuclear fission, splitting into two recoil fragments of nearly equal mass while
emitting one or more neutrons. Nuclear fission is the same process that underpins
nuclear reactors. However, in the context of microelectronics, materials that can
undergo fission are present only in trace impurity levels (parts per billion), making
fission an insignificant contributor to total ionizing dose (TID) or SEE concerns.

At very high neutron energies, above approximately 100 MeV, the neutron’s
wavelength becomes small enough that it no longer interacts with the nucleus as
a whole. Instead, it transfers most or all of its energy to an individual nucleon
inside the nucleus. This leads to a reaction known as spallation, where a single
high-energy nucleon is ejected. The ejected particle can then travel through the
material, potentially triggering additional nuclear reactions and contributing further
to radiation effects.

Although protons and neutrons have nearly identical masses, they behave quite
differently when interacting with matter because protons carry a positive electric
charge. In addition to causing many of the same nuclear reactions as neutrons,
protons can also engage in Coulomb interactions, allowing them to directly ionize
materials.

While the amount of charge generated by protons in typical device-sensitive
volumes is relatively small, in advanced digital circuits, especially those with very
low critical charge thresholds, proton-induced single-event effects (SEEs) have been
observed. Protons, being positively charged, are attracted to electrons but repelled
by other positively charged nuclei. At proton energies below 50 MeV, Coulombic
forces dominate, meaning that protons are generally repelled from nuclei before a
nuclear reaction can occur. However, when proton energies exceed 50 MeV, they
possess enough kinetic energy to overcome the repulsive Coulomb barrier, allowing
nuclear interactions similar to those triggered by neutrons.

For microelectronics applications, understanding the fluence, the number of
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particles per area and energy spectrum of incident protons or neutrons, along with
the corresponding nuclear reaction cross-section, enables predictions of the number
of nuclear interactions likely to occur within a given material. This information is
essential for estimating single-event rates and evaluating radiation doses within
sensitive components.

In the space environment, protons represent one of the most significant radiation
threats. A considerable fraction of spaceborne protons have sufficient energy to
penetrate shielding and packaging materials, depositing substantial energy directly
into microelectronic systems. As a result, protons are a major source of SEEs in
space-based electronics and at high enough fluences, they can also contribute to
total ionizing dose (TID) and displacement damage dose (DDD) effects.

On Earth, neutrons are the primary concern at altitudes ranging from sea
level to flight altitudes. The natural terrestrial neutron spectrum, created when
cosmic-ray protons interact with the atmosphere, includes neutrons with energies
ranging from tens to hundreds of MeV. These high-energy neutrons are capable
of causing significant SEEs in terrestrial applications. However, because neutron
fluences at ground level are relatively low over typical product lifetimes, TID and
DDD effects from terrestrial neutrons are generally not a major concern for most
electronic systems.

2.4 lIon Interactions

lons are energetic particles that consist of atomic nuclei stripped of some or all of
their electrons, resulting in a net positive charge. These particles, which include
both light and heavy ions, travel at high velocities defined by their kinetic energy
and interact with matter primarily through two mechanisms: electronic interactions,
where energy is transferred to atomic electrons and nuclear interactions, which
involve collisions with atomic nuclei.

As an ion penetrates a material, it continuously loses kinetic energy by ionizing
surrounding atoms and displacing nuclei. This energy deposition process is charac-
terized by the linear energy transfer (LET), which quantifies the amount of energy
imparted per unit distance traveled. A representative simulation of the LET for a
Xenon ion passing through Silicon, as a function of the ion’s energy, is shown in
Figure 2.8. At higher ion energies, the LET is dominated by electronic stopping,
where energy loss occurs via direct ionization of the material. In contrast, at lower
ion energies, a second, smaller peak appears, corresponding to nuclear stopping,
where energy is lost due to displacement of target nuclei.

As the ion moves through the material, it continually loses kinetic energy,
gradually slowing down as it undergoes multiple elastic and inelastic collisions
with both electrons and nuclei. Because of their positive charge, energetic ions are
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highly effective in ejecting nearby electrons from their orbits, creating a dense trail
of electron-hole pairs along their path.

Heavier ions, which carry more positive charge, are significantly more efficient
at causing direct ionization. In fact, at any given energy, heavier ions generate
more charge over a given distance than lighter ions, resulting in a higher LET.
Additionally, energetic ions also interact directly with atomic nuclei. As a charged
ion approaches an atom, its electric field is partially screened by the atom’s bound
electrons, which reduce the Coulomb repulsive force between the ion and the
nucleus. However, as the ion comes closer, this screening effect diminishes and the
full repulsive force between the ion and nucleus becomes significant.
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Figure 2.8: Linear energy transfer (LET) of a Xenon ion in silicon as a function of
ion energy, illustrating the two distinct energy-loss mechanisms: electronic stopping
(at higher energies) and nuclear stopping (at lower energies) [6].

As the energetic ion, approaching closer to the nucleus, experiences the full
Coulomb repulsive force, this repulsive force, which is inversely proportional to
the distance between the two charged bodies, causes the ion to be scattered or
deflected onto a new trajectory. During this scattering event, the ion also loses
kinetic energy. Through a multitude of successive collisions and interactions with
the target material, the ion continues to gradually lose energy until it ultimately
comes to rest within the material.

Compared to photons, electrons and nucleons, energetic ions deposit much higher
densities of energy along their paths. They leave behind localized, filament-like
cylindrical tracks of highly ionized charge in the material. A comparison of different
types of radiation and the amount of charge they deposit along their trajectories is
illustrated in Figure 2.9.

Because lighter ions and electrons cause much less disturbance than heavy ions,
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it is heavy ion strikes that dominate the occurrence of single-event effects (SEES)
in microelectronics, rather than other types of radiation.
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Figure 2.9: Comparison of the linear charge generated per distance traveled
(dQ/dx) by various radiation types in silicon as a function of the incident particle
energy. Note that heavier ions are orders of magnitude more disruptive than other

particles [6].

When a heavy ion strikes a microelectronic device, it deposits a large amount of
excess charge into a very small volume of silicon over an extremely short timescale,
typically on the order of femtoseconds to picoseconds. From the perspective of
the device, the impact appears as an almost instantaneous injection of ambipolar
charge (a combination of electrons and holes) along the ion’s path, occurring before
any significant charge separation or recombination can take place. Initially, the
electron-hole (e-h) pairs remain in close proximity, meaning the overall disturbance
appears quasi-neutral until the charges begin to separate.

These events create narrow cylindrical tracks of excess charge, often micrometers
in length but only nanometers in radius. If the ion passes through non-sensitive
areas of the device, it typically has no noticeable effect. However, when it intersects
active regions, such as sensitive device layers, the sudden, localized injection of
charge can trigger serious malfunctions, affecting device behavior and reliability.
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In addition to the abundant fluxes of protons (hydrogen ions) and alpha particles,
heavier ions are primarily encountered in space originating mostly from galactic
cosmic rays. These high-energy ions can easily penetrate shielding and packaging
materials, depositing more energy and generating more charge than any other type
of particle.

In the space environment, heavy ions are a major cause of single-event effects
(SEEs) due to their very high linear energy transfer (LET). Their energy deposition
can induce a wide range of both nondestructive and destructive SEEs in microelec-
tronics. However, even in space, heavy ions are relatively rare and their fluences
are generally too low to cause significant total ionizing dose (TID) or displacement
damage dose (DDD) effects.

On Earth, heavy ions pose virtually no threat to microelectronics because they
are quickly absorbed by the atmosphere and do not reach ground level.

2.5 Summary of Radiation Effects

Radiation effects on spacecraft systems can be broadly categorized into long-term
and short-term impacts. Long-term effects result from the cumulative exposure
to radiation, including both ionizing and non-ionizing interactions. In contrast,
short-term effects are typically the result of single-particle events, which may still
lead to permanent damage depending on their severity.

From a radiation effects perspective, three main mechanisms are considered in
space electronics: Total Ionizing Dose (TID), Displacement Damage Dose (DDD)
and Single Event Effects (SEE). Each of these mechanisms arises from distinct
physical interactions and requires different mitigation strategies.

TID reflects the gradual accumulation of energy deposited in insulating layers or
substrates due to prolonged exposure to ionizing radiation. This process can alter
key electrical parameters, such as threshold voltage, leakage current and timing
characteristics, ultimately degrading circuit performance or causing outright failure.
TID is primarily caused by electrons and protons trapped in the Van Allen belts,
as well as protons from solar particle events.

DDD arises from the displacement of atoms within a crystal lattice due to
collisions with energetic particles like protons and neutrons. This structural
disruption leads to material defects that degrade electrical or optical performance
over time. Importantly, devices that are tolerant to TID are not necessarily immune
to DDD, as the two mechanisms operate independently.

SEE refers to the interaction of a single high-energy particle with a sensitive
volume of a device, potentially triggering a transient or permanent malfunction.
SEEs are further classified into soft errors, like bit flips in memory and hard errors,
which may result in latch-up, burnout or irreversible damage. These effects can
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be induced by heavy ions, solar protons or secondary particles generated from
interactions with high-energy neutrons or protons.
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Chapter 3

Synthetic Worst-Case Orbit
Definition for Radiation
Environment Analysis

The main objective of this section is to identify the worst-case radiation environment
by constructing a synthetic orbit. In the absence of a specific mission profile,
various orbital conditions were analyzed with the aim of creating an artificial worst-
case orbit that combines the most severe environmental factors. This synthetic
orbit is designed to represent the most extreme radiation conditions, merging
contributions from multiple particle populations and geophysical models. This
approach ensures that the analysis encompasses the full range of potential hazards,
thereby supporting the development of robust satellite systems capable of operating
across any terrestrial orbit, from Low Earth Orbit (LEO) to Geostationary Orbit
(GEO). The methodology adopted in constructing this worst-case scenario is
grounded in established best practices and internationally recognized standards,
which define the appropriate procedures for assessing the diverse radiation effects
encountered in space environments, as outlined in ECSS and industry references
such as [1], [3] and [5].

As highlighted in [5], the goal of an environment specification is to comprehen-
sively define the severity of the space environment in which the mission must operate,
incorporating an appropriate level of conservatism consistent with the mission’s
risk tolerance. The reference used also provides a description of current-generation
tools and methodologies, along with worked examples, aimed at supporting the
development of preliminary space environment specifications for satellite system
acquisitions. This material serves both as an introductory guide for survivability
engineers new to space vehicle design and as a practical reference for experienced
professionals seeking to familiarize themselves with updated tools and best practices.
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The synthetic orbit was defined through a detailed study of different orbital
regimes, namely LEO, Medium Earth Orbit (MEO), Highly Elliptical Orbit (HEO)
and GEO, selecting the specific conditions that lead to the maximum radiation
exposure. The primary objective is to provide support for the design of a sensor
module capable of ensuring reliable operation throughout the mission duration,
without failures or malfunctions induced by radiation effects. In this framework, the
analysis considers the key radiation contributors: trapped particles, solar energetic
particles and galactic cosmic rays (GCRs), evaluating their impact on the Total
Tonizing Dose (TID), the Total Non-Ionizing Dose (TNID) and Single-Event Effects
(SEE). The results derived from this study will serve as a reference for defining
the necessary Radiation Hardness Assurance (RHA) strategies and the required
Radiation Design Margin (RDM) for onboard electronics and materials.

The mission analysis focuses on evaluating both the long-term and short-term
environmental effects that spacecraft experience during their operational lifetime.
The main environmental factors considered include:

o Trapped particle fluences, comprising both electrons and protons in the Earth’s
magnetosphere;

o Solar particle fluences, namely protons accelerated during Solar Energetic
Particle (SEP) events;

« Galactic Cosmic Rays (GCRs), constituting a continuous and pervasive back-
ground radiation originating from outside the Solar System.

In order to mitigate the impacts of these environmental factors on satellite
systems, the analysis computes several worst-case quantities:

» Worst-case solar particle flux: this is particularly important for addressing
Single-Event Effects (SEE). If the spacecraft is designed to operate beyond the
peak flux, operational continuity is ensured. A worst-case five-minute proton
flux was selected, corresponding to the shortest practical timescale within the
SEP environment, where elevated fluxes are observed. This selection is justified
because spacecraft in most Earth orbits, such as GEO, HEO and polar LEO,
are periodically or continuously exposed to interplanetary proton fluxes for
durations of at least five minutes. In particular, GEO orbits are permanently
exposed, HEO orbits spend considerable time beyond the geomagnetic cutoffs
and even polar LEO orbits encounter direct flux exposure when transiting the
polar regions.

e Stormy conditions of the magnetosphere: severe geomagnetic storms
can cause a displacement of the geomagnetic cutoffs equatorward, exposing
regions of the orbit that would otherwise be shielded.
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« Confidence-level approach for SEP flux modeling: a 95% confidence-
level flux was adopted to conservatively account for the inherent uncertainties
related to solar dynamics and SEP modeling.

The radiation hazards posed by the space environment are intrinsically linked
to distinct particle populations, characterized by specific energy ranges, temporal
behaviors and spatial distributions. These populations are modeled using geophysi-
cal tools, forming the basis for accurate environment specification necessary for
satellite system design.

It is important to emphasize that spacecraft frequently sample multiple particle
populations during each orbit or episodically over the mission duration. Further-
more, the relationship between environmental sources and resulting satellite hazards
is not uniquely defined. For instance, both trapped protons and solar proton events
contribute to the total ionizing dose accumulation, while single-event effects can
originate from various environmental sources such as GCRs, trapped particles and
SEPs.

Table 3.1 summarizes the contributions of each particle environment to the
radiation effects considered in this analysis.

Table 3.1: Contribution of each environment to different radiation effects

Environment TID | TNID | SEEs
Trapped protons X X X
Solar protons X X X
Solar heavy ions X
Galactic cosmic rays X
Trapped electrons X X

3.1 Methodology and Considerations

This section describes the methodology adopted for the analysis and definition
of the synthetic worst-case orbit. Different orbital regimes were examined to
identify and capture the most severe radiation conditions. For each orbit type,
a systematic approach was applied: the relevant radiation environments were
characterized, representative altitudes and inclinations were selected and specific
modeling assumptions were introduced to ensure conservative and realistic worst-
case estimates. The assessment was conducted using two different software tools,
SPENVIS (developed by ESA) and OMERE (developed by FASTRAD). This
choice was made to gather a broader set of information from independent sources,
thereby improving the understanding of the worst-case scenario. It is important to
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note that, in the context of modeling and simulation, the definition of a worst case
inherently depends on the underlying physics models and mathematical approaches
adopted. The following subsections provide a detailed discussion for each orbital
regime considered.

3.1.1 Low Earth Orbit (LEO)

LEO presents a highly variable radiation environment due to its position relative
to the Earth’s radiation belts. The following key features were considered:

1. Environment Characterization:

e Inner Belt: high-energy proton environment, with localized intensifications
such as the South Atlantic Anomaly (SAA).

e Quter Belt: dominated by high-energy electrons, where the geomagnetic
field lines bring to low altitudes at “auroral” latitudes above about 50°.

e Cosmic Rays and Solar Particles: almost unattenuated fluxes of cosmic
rays and solar energetic particles contribute to the overall radiation
environment on the high-latitude parts of the orbit.

2. Orbit Selection:

o Altitude. Two representative altitudes were analyzed:

— 400 km: close to the edge of the inner belt and more influenced by
the SAA.

— 800 km: higher exposure to outer belt electrons.
e Inclination: Four inclinations were examined:
— 20° and 40°: representative of regions with significant SAA contribu-
tion.
— 60° and 80°: capturing auroral and polar radiation environments.
o Fxclusion of Equatorial Orbits: Equatorial inclinations were excluded
because the primary radiation contribution at low inclinations comes from

the SAA. Higher inclinations were selected to account for auroral-polar
environments, which present more challenging radiation conditions.

o Sun-Synchronous Orbit (SSO): an SSO at 894 km altitude and 99° incli-
nation was included due to its high commercial relevance and its repre-
sentation of a polar orbit.

3. Output:
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o The output of the LEO environment analysis is represented by the worst-
case curve, referred to as the LEO Maximum Envelope, encompassing
contributions from scenarios at 400 km, 800 km and SSO. This envelope
serves as a unified worst-case baseline and critical input for the definition
of the synthetic orbit.

3.1.2 Medium Earth Orbit (MEO)

MEO encompasses regions within or across the radiation belts, where the environ-
ment is dominated by trapped protons and electrons.

1. Environment Characterization:

e Orbits near the peaks of the inner and outer belts encounter the most
severe trapped particle fluxes.

e The inner belt is primarily composed of high-energy protons, while the
outer belt contains energetic electrons.

2. Orbit Selection:

o Altitude. Two altitudes were selected:

— 3000 km: near the peak of the inner belt proton flux.
— 17000 km: near the peak of the outer belt electron flux.

o Inclination:
— Equatorial orbits were selected to maximize exposure to trapped
particles, as the geomagnetic field is strongest near the equator.
o Fxclusion of Higher Inclinations: Higher inclinations were excluded be-
cause trapped particle fluxes decrease with increasing inclination.

3. Exclusion of Solar and Cosmic Ray Analysis:

e Solar and cosmic ray analysis was deemed unnecessary for MEO be-
cause geomagnetic shielding significantly reduces their contributions; the
worst-case scenarios for these components are better represented by GEO
analysis.

3.1.3 Highly Elliptical Orbit (HEO)

HEO traverses the full range of radiation environments, making it critical for
worst-case analysis. A major limitation of Molniya-type orbits is the hazardous
radiation environment, with high concentrations of energetic trapped protons and
electrons encountered during each perigee pass. HEO satellites generally require
more shielding compared to LEO and GEO satellites.
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1. Orbit Selection:

o A Molniya orbit was selected with the following parameters:

— Perigee altitude: 538 km.
— Apogee altitude: 39906 km.
— Inclination: 63.4°.

— Argument of perigee: 270°.
2. Assumptions:

» For conservative analysis and comparison with GEO, geomagnetic shield-
ing was disregarded.

3.1.4 Geostationary Orbit (GEO)

GEO is characterized by a radiation environment dominated by trapped electrons,
cosmic rays and solar particles.

1. Environment Characterization:
e The analysis focused on high-energy electrons in the outer belt.
2. Orbit Selection:

o Inclination: only 0° was analyzed, as trapped particle flux decreases with
increasing inclination.

o Geomagnetic shielding effects were disregarded to ensure conservative
results.

3. Models Used:

o IGE2006-upper case for trapped electron fluxes, as recommended by
ECSS-E-ST-10-04C.

o AP8-MIN model for trapped proton fluxes.

« allows the use of IGE2006 only for equatorial inclinations (0°); OMERE,
instead, enables inclination variation with IGE2006.

4. Main Assumptions:

« By removing geomagnetic shielding, solar particle and GCR fluxes become
independent of inclination, ensuring a conservative evaluation focused
solely on trapped particle variations.

5. Observations with OMERE:
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o Trapped electrons: fluxes remain constant regardless of inclination.

o Trapped protons: fluxes are higher at 0° inclination due to stronger
magnetic confinement at the equator.

o TID: remains unchanged across different inclinations.
6. Adopted Strategy:

o To ensure direct comparison between SPENVIS and OMERE, the analysis
was restricted to 0° inclination (equatorial), representing a worst-case
condition and ensuring consistent and comparable results.

tabularx

3.1.5 Summary of Selected Orbits

Table 3.2 summarizes the different orbits chosen for the analysis.

Table 3.2: Summary of selected orbits

Orbit Type Altitude (km) Inclination (°) | Rationale
LEO 400, 800 20, 40, 60, 80 Capture SAA and
auroral-polar envi-
ronments.
SSO 894 99 Representative of

polar orbits; com-
mercially relevant.
MEO 3000, 17000 0 Near inner and
outer belt peaks;
equatorial worst-
case fluxes.

HEO 538 (perigee), 39906 (apogee) 63.4 Covers full radia-
tion environment;
conservative  as-
sumptions.

GEO 36000 0 Outer belt elec-
trons; conservative
analysis.

The selection of synthetic orbits for radiation analysis was guided by the need to
capture worst-case scenarios across different orbital environments. Special attention
was paid to:

o The variability of LEO, including the influence of the South Atlantic Anomaly
(SAA) and polar regions.
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e Peak radiation environments in MEO and HEO.

o Unique considerations for GEO, including the application of ECSS-recommended
models.

o The simulations were conducted assuming a mission duration of five years,
specifically from January 1, 2025 to January 1, 2030. According to data
from the NOAA Space Weather Prediction Center!, as illustrated in Figure
3.1, this period spans the peak of Solar Cycle 25, expected to occur in 2025
and includes its descending phase toward the next solar minimum, projected
to occur around 2030. As such, the radiation environment modeled reflects
both the heightened activity typical of solar maximum conditions and the
gradual decline toward lower flux levels, ensuring a comprehensive assessment
across varying space weather intensities. Solar Cycle 26 is projected to begin
sometime between January 2029 and December 2032, although no specific
predictions are currently available.

SOLAR CYCLE PROGRESSION

Zoom: | Default Al Numbering On/Off

Solar Cycle Sunspot Number Progression

TN
M TS
.AM \¥
e LM -

2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029
350 900

1800 1950 2000
W\/\/J\\/\

=+ Monthly Values — Smoothed Monthly Values 75th Percentile Predicted Range 50th Percentile Predicted Range Updated: 2025-05-02

mm 25th Percentile Predicted Range  — Prediicted Values o
<& S

Ssunspot Num ber

Figure 3.1: Solar Cycle 25 progression as reported by NOAA Space Weather
Prediction Center. The plot shows the observed and predicted monthly sunspot
numbers, highlighting the current solar maximum phase expected to peak in 2025,
followed by a gradual decline toward the next solar minimum around 2030, as
reported in [24].

"https://www.swpc.noaa.gov/products/solar-cycle-progression [24]
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Chapter 4

Modeling of the Space
Radiation Environment

This chapter describes the models and methods adopted for the radiation analysis.
The results presented are the outcome of simulations performed using two different
software tools, following a structured approach to ensure reliable comparison across
outputs. The selection of environmental models was guided by the recommendations
provided in the ECSS standard [1] and [3], ensuring methodological consistency with
recognized space engineering practices. In parallel, the worst-case design philosophy
was applied to drive the construction of conservative radiation environments,
maximizing robustness in the absence of specific mission constraints.

4.1 Environment — Trapped Particles

4.1.1 LEO and MEO

Table 4.1 presents the key analytical and numerical models for characterizing
trapped particles in Low Earth Orbit (LEO) and Medium Earth Orbit (MEO)
regimes.

4.1.2 GEO

As previously stated, for the geostationary orbit there is an exception in the model
used. Table 4.2 lists the models used to analyze trapped particle populations in
the Geostationary Orbit (GEO) environment.
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Table 4.1: Models for trapped particles in LEO and MEO environments

SPENVIS OMERE
Electrons | AE-8 MAX: AE-8 MAX:
- Solar activity: maximum - Solar activity: maximum
- Magnetic field: Jensen & Cain |- Magnetic field: Jensen & Cain
(standard) (standard)
- Confidence level: 50%
Protons | AP-8 MIN: AP-8 MIN:
- Solar activity: minimum - Solar activity: minimum
- Magnetic field: Jensen & Cain |- Magnetic field: Jensen & Cain
(standard) (standard)

Table 4.2: Models for trapped particles in GEO environment

SPENVIS OMERE
Electrons | IGE 2006: IGE 2006:
- Upper case - Upper case
Protons | AP-8 MIN: AP-8 MIN:
- Solar activity: minimum - Solar activity: minimum
- Magnetic field: Jensen & Cain |- Magnetic field: Jensen & Cain
(standard) (standard)

4.2 Environment — Solar Particles

4.2.1 Average Statistical Models

Table 4.3 presents the models used for Solar Energetic Particle (SEP) analysis in
space environments.

4.2.2 Solar Particle Peak Flux During a Solar Flare

Table 4.4 presents current methodologies for modeling upper-bound SEP conditions,
including event selection criteria and spectral extrapolation techniques.

In SPENVIS, the interface does not explicitly separate protons from heavier ions
when configuring a solar particle event (SPE) analysis. Instead, by selecting ions in
the range from hydrogen (H) to uranium (U) using the CREME-96 model, protons
are inherently included in the analysis, since hydrogen corresponds to a single
proton. As a result, the output includes both proton and ion fluxes across different
energy levels, even if the configuration appears to treat them collectively.

On the other hand, OMERE provides a clear distinction between protons and
heavier ions within its interface. However, to ensure consistency between the tools,
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Table 4.3: Models for solar energetic particles (average statistical models)

SPENVIS OMERE

Protons | ESP: ESP:
- Confidence level: 95% - Confidence level: 95%
- Geomagnetic shielding: Stgrmer up- | - Geomagnetic shielding: Stgrmer
grade theory theory
- Magnetospheric condition: stormy |- Magnetospheric condition: stormy
- Arrival direction: all - Magnetospheric cutoff: vertical
- Applied shielding for LET calcula- | - Applied shielding for LET calcula-
tion: 3 mm of Al tion: 3 mm of Al

Tons PSYCHIC: PSYCHIC:

- Elements considered: from He to U
- Geomagnetic shielding: Stgrmer up-
grade theory

- Magnetospheric condition: stormy
- Arrival direction: all

- Applied shielding for LET calcula-
tion: 3 mm of Al

- Elements considered: from He to U
- Geomagnetic shielding: Stgrmer
theory

- Magnetospheric condition: stormy
- Magnetospheric cutoff: vertical

- Applied shielding for LET calcula-
tion: 3 mm of Al

Table 4.4: Models for solar particle peak flux during a solar flare

SPENVIS

OMERE

Protons

none

Worst 5 min October 1989:

- Peak 5-minute-averaged fluxes

- Geomagnetic shielding: Stgrmer
theory

- Magnetospheric condition: stormy
- Magnetospheric cutoff: vertical

- Applied shielding for LET calcula-
tion: 3 mm of Al

Tons

CREME-96:

- Peak 5-minute-averaged fluxes

- Ton range: from H to U

- Geomagnetic shielding: Stgrmer up-
grade theory

- Magnetospheric condition: stormy
- Arrival direction: all

- Applied shielding for LET calcula-
tion: 3 mm of Al

CREME-96:

- Peak 5-minute-averaged fluxes

- Ton range: from H to U

- Geomagnetic shielding: Stgrmer
theory

- Magnetospheric condition: stormy
- Magnetospheric cutoff: vertical

- Applied shielding for LET calcula-
tion: 3 mm of Al

the same modeling assumptions were selected for both particle types: peak 5-minute-
averaged fluxes during the October 1989 event, Stgrmer theory for geomagnetic
shielding, stormy magnetospheric conditions, vertical cutoff geometry and 3 mm of
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aluminum shielding for LET calculations.

Despite this difference in how particle types are categorized in the setup, the
resulting outputs are effectively equivalent: both tools provide spectral fluxes for
protons and for ions (from H to U) as a function of energy. The distinction is
mainly in the user interface and input structure, not in the physical content of the
results.

4.3 Environment — Galactic Cosmic Rays (GCR)

Table 4.5 summarizes current models for galactic cosmic ray (GCR) fluxes and
their energy spectra across different space environments.

Table 4.5: Models for galactic cosmic rays (GCR)

SPENVIS OMERE

GCRs | ISO-15390 standard model: ISO-15390 standard model:
- Solar activity: solar minimum - Solar activity: solar minimum
- Ion range: from H to U - Ion range: from H to U
- Geomagnetic shielding: Stgrmer up- | - Geomagnetic shielding: Stgrmer the-
grade theory ory
- Magnetospheric condition: stormy |- Magnetospheric condition: stormy
- Arrival direction: all - Magnetospheric cutoff: vertical
- Applied shielding for LET calcula- | - Applied shielding for LET calcula-
tion: 3 mm of Al tion: 3 mm of Al

4.4 Total Ionizing Dose (TID) and Total Non-
Ionizing Dose (TNID)

4.4.1 TID Evaluation

Table 4.6 lists the radiation transport codes and environment-to-dose conversion
methods for TID assessment in different orbital regimes.

Table 4.6: Models for TID evaluation

SPENVIS OMERE
Total Ionizing Dose | SHIELDOSE-2: SHIELDOSE-2:
- Target material: Silicon - Target material: Silicon

- Geometry: centre of Al sphere | - Geometry: centre of Al sphere
- Shielding depths: from 0.05 | - Shielding depths: from 0.05
to 20 mm to 20 mm
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4.4.2 Displacement Damage Dose (DDD)

Table 4.7 compares non-ionizing energy deposition models for predicting displace-
ment damage effects in electronic devices.

Table 4.7: Models for the Displacement Damage Dose (DDD)

NIEL Damage Curve

SPENVIS

OMERE

10 MeV

- Aluminium

shielding
depths: from 0.05 to 20 mm

Silicon Akkerman Theory: Nemo-Onera Theory:
- Damage factor: 1E-11 |- Proton equivalent energy:
g(Si)-MeV~! 10 MeV
- Proton equivalent energy: | -  Aluminium  shielding

depths: from 0.05 to 20 mm
- Incidence: omnidirectional

Gallium Arsenide

Summers Theory:
- Damage factor:
g(Si)-MeV 1

10 MeV

1E-11

- Proton equivalent energy: | -

Nemo-Onera Theory:

- Proton equivalent energy:
10 MeV

Aluminium  shielding
depths: from 0.05 to 20 mm

- Aluminium shielding | - Incidence: omnidirectional

depths: from 0.05 to 20 mm

4.5 Shielded Fluxes

Table 4.8 reports the boundary conditions defined for the shielded fluxes analysis.

Table 4.8: Models for shielded fluxes calculation

SPENVIS

OMERE

Shielded Fluxes

MFLUX + MULASSIS look-up
tables:

- Shielding thickness: 3.705 mm
of Aluminium

- Contribution: solar protons and
trapped protons

CREMESG6:

- Shielding thickness: 3 mm of
Aluminium

- Contribution: solar protons and
trapped protons

It is worth noting the reasoning behind the selection of the 3.0 mm value used
for calculating the LET and proton flux behind a given shielding thickness. Based
on a preliminary analysis of space debris particle impacts, a minimum shielding
thickness of 3.0 mm was determined to be required. This value was chosen to
provide adequate protection against the mechanical impacts from small debris
particles in orbit, mitigating the risk of penetration from space debris.
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Chapter 5

Synthetic Orbit and
Worst-Case Scenario

Once all boundary conditions that influence the results in terms of radiation effects
have been defined and described, this chapter presents the results obtained by
following the evaluation logic depicted in Figure 5.1. The selection, organization
and presentation of the results are structured according to the guidelines provided in
Annex A of the ECSS standard [4], referred to as the Mission Radiation Environment
Specification. This ensures consistency with recognized practices for documenting
space environment assessments in support of system-level requirements.

The results will be presented from different software applying the same models
in terms of:

a. Radiation sources
b. Magnetic field
c. Particles interactions with matter

In our case, since two different software tools were used, the results are presented
following a systematic format: for each type of output, the tables containing
the numerical results obtained from both tools are shown first, followed by the
corresponding plots that graphically represent the tabulated data. This structure
is repeated consistently across all result categories.

5.1 TID and TNID Environment

In this chapter, the results obtained through the use of OMERE and SPENVIS
are presented.

58



Synthetic Orbit and Worst-Case Scenario

Mission Mission orbit and
o duration
Definition
Radiation 11D and TNID
. an .
Enwronn}ent environment SEE environment
Analysis
. Total dose curve in GCR fluxes versus LET| | Solar Particle event fluxes
High energy electrons o
. Silicon versus spectrum calculated for versus LET spectrum
and protons: trapped . ) . . .
and solar Aluminium shield a given Aluminium calculated for a given
thickness shield thickness Aluminium shield thickness
Total non-ionizing dose curves Trapped and solar
for Silicon and GaAs materials pp
. . protons fluxes versus
versus Aluminium shield
thickness energy spectra

Figure 5.1: Schematic representation of the evaluation path for the characteriza-
tion of teh space radiation environment.

5.1.1 Protons Incident Fluence versus Energy Spectra

Tables 5.1 and 5.2 show the trapped proton integral fluence over a 5-year mission
for different energy bins, as computed using OMERE and SPENVIS respectively.
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Table 5.1: OMERE — Trapped Proton Integral Fluence for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

ENERGY ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[MeV] [#/cm’] [#/cm?’] [#/cm?] | [#/cm’] [#/cm’] [#/cm?]
0.10 2.08E+412 4.65E+13 3.06E+16 4.38E+12 1.37TE+15 3.06E+416
0.25 8.82E+11 4.60E+13 1.61E+16 5.37TE+11 7.72E+14 1.61E+16
0.50 3.63E+11 4.53E+13 6.38E+15 5.51E+10 3.83E+14 6.38E+15
0.75 2.15E+11 4.46E413 2.64E+15 0.00E4-00 2.27E+14 2.64E+15
1.00 1.54E+11 4.40E+13 1.07TE+15 0.00E4-00 1.47E+14 1.07TE+15
2.00 9.12E410 4.11E413 3.36E413 0.00E+4-00 4.53E+13 4.53E+4+13
3.00 7.91E410 3.86E+4+13 3.18E+412 0.00E+4-00 2.44E+4+13 3.86E+4+13
4.00 7.08E+410 3.62E+4+13 3.03E+11 0.00E+-00 1.45E+13 3.62E+13
5.00 6.53E+10 3.30E+13 6.50E+10 0.00E+00 9.46E+12 3.30E+13
6.00 6.11E+10 3.01E+13 1.40E+10 0.00E+00 6.32E+12 3.01E+413
8.00 5.54E+10 2.35E+13 1.39E4-09 0.00E4-00 3.10E+12 2.35E+13
10.00 5.15E+10 1.82E+413 1.50E+08 0.00E4-00 1.67E412 1.82E+13
12.00 4.90E+10 1.44E+13 9.50E4-06 0.00E+400 1.00E+12 1.44E+13
15.00 4.58E+10 1.02E+13 0.00E+00 0.00E+4-00 4.70E+11 1.02E+13
17.00 4.42E+10 8.73E+12 0.00E+00 0.00E+00 3.34E+11 8.73E+12
20.00 4.20E+10 6.92E+12 0.00E+00 0.00E+00 2.02E+11 6.92E+12
25.00 3.97E+10 5.66E412 0.00E4-00 0.00E4-00 1.24E411 5.66E+12
30.00 3.75E+10 4.64E412 0.00E4-00 0.00E4-00 7.75E4+10 4.64E412
35.00 3.57TE+10 4.20E412 0.00E+00 0.00E+400 6.26E410 4.20E+412
40.00 3.40E410 3.81E412 0.00E+00 0.00E+4-00 5.08E410 3.81E+4+12
45.00 3.24E410 3.46E4+12 0.00E+00 0.00E+-00 4.15E+10 3.46E+12
50.00 3.09E+10 3.14E+12 0.00E+00 0.00E+00 3.40E+10 3.14E+12
60.00 2.81E+10 2.76E+12 0.00E+00 0.00E+00 2.64E+10 2.76E+12
70.00 2.53E+10 2.45E412 0.00E4-00 0.00E4-00 2.14E4+10 2.45E+412
80.00 2.29E+10 2.18E+12 0.00E4-00 0.00E4-00 1.74E410 2.18E+12
90.00 2.06E+410 1.94E+12 0.00E+00 0.00E+4-00 1.45E+10 1.94E+12
100.00 1.86E+10 1.73E+12 0.00E+00 0.00E+4-00 1.20E+10 1.73E+12
125.00 1.43E+10 1.30E+12 0.00E+00 0.00E+-00 7.99E4-09 1.30E+12
150.00 1.14E+10 9.81E+11 0.00E+00 0.00E+00 5.32E4-09 9.81E+11
175.00 9.16E+09 7.39E+11 0.00E+00 0.00E+00 3.54E+-09 7.39E+11
200.00 7.35E409 5.56E+11 0.00E4-00 0.00E4-00 2.36E4-09 5.56E+11
300.00 3.00E+-09 2.03E+11 0.00E4-00 0.00E4-00 6.52E4-08 2.03E+11
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Table 5.2: SPENVIS — Trapped Proton Integral Fluence for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

ENERGY ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[MeV] [#/cm’] [#/cm”’] [#/cm?] | [#/cm’] [#/cm’] [#/cm?]
1.00E-01 1.81E+12 4.68E+13 2.99E+16 4.38E+12 1.30E+15 2.99E416
1.50E-01 1.30E+12 4.66E+13 2.38E+16 0.00E+00 1.05E+15 2.38E+16
2.00E-01 9.62E+11 4.65E+13 1.90E+16 0.00E+00 8.56E+14 1.90E+16
3.00E-01 6.15E+11 4.62E413 1.30E+16 0.00E4-00 6.16E+14 1.30E+416
4.00E-01 4.18E+11 4.59E+13 8.92E+15 0.00E4-00 4.54E414 8.92E+15
5.00E-01 3.18E+11 4.56E+13 6.21E+15 0.00E+4-00 3.50E+14 6.21E4+15
6.00E-01 2.51E+11 4.53E+13 4.32E+15 0.00E+4-00 2.75E+14 4.32E+15
7.00E-01 2.10E+11 4.50E+13 3.056E+15 0.00E+-00 2.23E+14 3.06E+15
1.00E+00 1.42E+11 4.42E+13 1.03E+15 0.00E+00 1.28E+14 1.03E+15
1.50E+00 1.03E+11 4.28E+13 1.80E+14 0.00E+00 6.33E+13 1.80E+14
2.00E+00 9.12E+10 4.14E413 3.16E+13 0.00E4-00 3.60E+13 4.14E413
3.00E+00 7.97E+10 3.88E+13 2.95E+12 0.00E4-00 1.87E+413 3.88E+13
4.00E+00 7.19E410 3.64E413 2.76E411 0.00E+400 1.09E+13 3.64E413
5.00E4-00 6.67E410 3.32E+13 5.85E410 0.00E+4-00 7.16E412 3.32E+13
6.00E4-00 6.27E+10 3.03E+13 1.24E+10 0.00E+00 4.86E+12 3.03E+13
7.00E+-00 5.99E+10 2.67TE+13 3.80E+-09 0.00E+00 3.46E+12 2.67TE+13
1.00E4-01 5.38E+10 1.83E+13 1.10E4-08 0.00E4-00 1.41E412 1.83E+13
1.50E+01 4.84E410 1.02E413 0.00E4-00 0.00E4-00 4.39E411 1.02E+13
2.00E4-01 4.48E+10 6.89E+412 0.00E+00 0.00E+400 2.10E+11 6.89E+412
3.00E4-01 4.056E+10 4.63E+12 0.00E+00 0.00E+4-00 9.71E410 4.63E4+12
4.00E+01 3.67TE+410 3.81E+4+12 0.00E+00 0.00E+-00 6.96E410 3.81E+412
5.00E4-01 3.34E+10 3.14E+12 0.00E+00 0.00E+00 5.11E+410 3.14E+12
6.00E+-01 3.03E+10 2.76E+12 0.00E+00 0.00E+00 4.22E+10 2.76E+12
7.00E+01 2.73E4+10 2.46E412 0.00E4-00 0.00E4-00 3.58E+10 2.46E+12
1.00E+02 2.04E+10 1.74E412 0.00E4-00 0.00E4-00 2.27E+10 1.74E+12
1.50E+02 1.30E+10 9.82E+11 0.00E+00 0.00E+4-00 1.16E+10 9.82E+11
2.00E4-02 8.28E4-09 5.56E+11 0.00E+00 0.00E+4-00 6.01E4-09 5.56E411
3.00E4-02 3.32E4-09 2.03E+11 0.00E+00 0.00E+-00 2.01E4-09 2.03E+11
4.00E+02 1.35E+09 7.40E+410 0.00E+00 0.00E+00 6.80E4-08 7.40E4-10
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Figure 5.2: Trapped proton environment: results from OMERE are shown on the
left, while SPENVIS results are shown on the right

A comparison between the results obtained from OMERE and SPENVIS

shows a generally consistent trend in the identification of worst-case environments:

61




Synthetic Orbit and Worst-Case Scenario

« Both tools agree that the outer MEO region (17000 km) dominates for
low-energy protons (<1 MeV), due to the intense population in the outer
radiation belt.

« For medium energies (1-10 MeV), both tools confirm that the inner
Van Allen belt (near 3000 km) represents the primary source of high proton
fluence.

« Minor discrepancies arise at select energies (e.g., 1.5-2.0 MeV) where SPENVIS
reports slightly higher contributions from Molniya orbit, whereas OMERE
favors MEO.

« For high energies (>100 MeV), the differences become less significant due to
the low overall trapped population at these energies and both tools converge
on similar values and dominant environments.

Despite using the same underlying AP-8 model, minor discrepancies between
SPENVIS and OMERE are attributed to different implementation details, spatial
resolution, orbit propagation assumptions and averaging methodologies. These
differences highlight the importance of cross-validating results with multiple tools
when designing radiation-hardened systems for space missions.

5.1.2 Electrons Incident Fluence versus Energy Spectra

Since different models were used to characterize the electron environment across
the orbits under analysis, each model produced flux values at different energy levels,
which are not directly comparable. For example, certain energy bins considered in
the GEO model may not be available for LEO. In the case of OMERE, the electron
environment has been reported using three distinct tables. Table 5.3 presents the
results obtained using the AE8 model, while Table 5.4 shows the fluxes derived from
the IGE2006 model, which was applied specifically for the GEO orbit. Table 5.5
summarizes the electron fluxes corresponding to the synthetic orbit across the full
energy range of interest.

In contrast, SPENVIS provided a single dataset reported in Table 5.6, where
all orbital environments are compiled under a unified energy scale. In this table,
the notation n.a. (not available) indicates that the electron flux at a given energy
could not be provided by the selected model due to a lack of data in the original
model formulation for that specific energy bin.

As a consequence of using different models with varying energy resolutions and
ranges, the flux values are not always directly comparable across tools and orbits.
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Table 5.3: OMERE — Trapped Electron Integral Fluence for a 5-year mission in
LEO, MEO and Molniya orbits

LEO MAX | 3000 km | 17000 km
ENERGY | (o OpE 00 e MOLNIYA
[MeV] [#/cm?] [#/cm?] [#/cm?] [#/cm?]
4.00E-02 1.34E+14 2.96E+16 | 9.75E+15 4.36E+15
1.00E-01 8.80E+13 2.16E+16 | 6.00E+15 2.94E+15
2.50E-01 2.36E+13 7.35E+15 | 2.49E+15 8.91E+14
5.00E-01 4.23E+12 6.85E+14 | 1.12E+15 1.59E+14
7.50E-01 1.86E+12 2.30E+14 | 6.30E+14 5.32E+13
1.00E+00 1.09E+12 1.09E+14 | 4.13E+14 2.96E+13
1.50E+00 4.59E+11 4.40E+13 | 2.07E+14 1.19E+13
2.00E+00 1.97E+11 2.00E+13 | 9.68E+13 4.92E+12
2.50E+00 8.80E+10 9.36E+12 | 4.86E+13 2.10E+12
3.00E4-00 3.26E410 1.35E+12 | 1.91E+13 8.19E+11
3.50E4-00 1.23E+10 1.13E+11 | T7.28E+12 3.12E+11
4.00E4-00 4.21E409 9.55E4+09 | 2.31E+12 1.04E+11
4.50E400 1.27E+09 7.96E+08 | 6.41E+11 3.10E410
5.00E+00 3.62E408 0.00E+00 | 1.48E+11 8.61E409
5.50E+00 8.15E407 0.00E+00 | 2.85E+10 2.07E+09
6.00E4-00 1.20E+07 0.00E+00 | 4.43E409 4.56FE4-08
6.50E4-00 2.50E+05 0.00E+00 | 6.52E+08 8.46E407
7.00E400 0.00E4-00 0.00E+00 | 0.00E400 1.00E+07

Table 5.4: OMERE — Trapped Electron Integral Fluence for a 5-year mission in
GEO orbit

ENERGY GEO
[MeV] [#/cm?]
9.17E-04 1.59E+17
2.01E-03 1.32E+17
1.06E-02 5.03E+16
2. 76 E-02 2.04E+16
3.91E-02 1.44E+16
2.06E-01 9.90E+14
5.86E-01 1.09E+14
1.29E+00 1.61E+13
1.99E+00 3.95E+12
2.17E+00 2.85E+12
2.37TE+00 2.04E+12
2.58E+00 1.42E+12
2.82E+00 9.7TE+11
3.08E+00 6.38E+11
3.36E+00 4.05E+11
4.00E+00 1.47E+11
4.76E+00 3.16E+10
5.20E+00 0.00E+00
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Table 5.5: OMERE — Trapped Electron Integral Fluence for a 5-year mission in
the Synthetic orbit

SYNTHETIC
ENERGY ORBIT
[MeV] [#/cm?]

9.170006-04 1590006+ 17
1.00000e-03 1.57000e+17
1.19000e-03 1.51093e+17
1.30000e-03 1.48162e+17
1.55000e-03 1.41953e+17
1.69000e-03 1.38667e+17
2.01000e-03 1.31719e+17
2.40000e-03 1.24266e+17
2.61000e-03 1.20347e+17
3.11000e-03 1.12156e+17
3.71000e-03 1.03524e+17
4.04000e-03 9.90857¢-+16
4.82000e-03 8.99879¢+16
5.26000e-03 8.53906¢+16
6.26000e-03 7.61652e+16
7.45000e-03 6.71108¢-+16
8.13000e-03 6.26921¢+16
9.68000e-03 5.42554¢+16
1.06000e-02 5.02549¢+16
1.26000e-02 4.28811e+16
1.50000e-02 3.63798¢+16
1.63000e-02 3.35003¢-+16
1.95000e-02 2.83942¢+16
2.32000e-02 2.40673e+16
2.53000e-02 2.21536e+16
2.76000e-02 2.03968¢+16
3.29000e-02 1.72535e+16
3.59000e-02 1.57704e+16
3.91000e-02 1.43711e+16
4.66000e-02 1.17082e+16
5.09000e-02 1.04403¢+16
6.06000e-02 8.07381e+15
6.61000e-02 6.99841e+15
7.21000e-02 6.04769+15
8.59000e-02 4.47474e+15
9.37000e-02 3.83215¢+15
1.02000e-01 3.20000e+15
1.22000e-01 2.44658¢+15
1.45000e-01 1.83052¢+15
1.58000e-01 1.57746e+15
1.88000e-01 1.15995e+15
2.06000e-01 9.90125¢+14
2.24000e-01 8.42542¢+14
2.67000e-01 6.03808¢+14
2.91000e-01 5.07960e+14
3.18000e-01 4.25166e+14
3.47000e-01 3.53862e+ 14
4.13000e-01 2.39393e+14
4.92000e-01 1.60912e+14
5.37000e-01 1.32307e+14
6.39000e-01 9.01502¢+13
6.98000e-01 7.44028¢+13
8.31000e-01 4.99899¢+13
9.07000e-01 4.05423¢+13
9.89000e-01 3.27187e+13
1.08000e+00 2.61201e+13
1.29000e-+00 1.60624e+13 64
1.53000e+00 9.44385¢+12
1.67000e4-00 7.156250+12
1.99000e-+00 3.94774e+412
2.17000e+00 2.85376e+12
2.58000e+00 1.42314e+12
2.82000e+00 9.77243¢+11
3.36000e+00 4.05311e+11
4.00000e+00 1.46686e+11
4.36000e+00 7.70025¢-+10
4.76000e+00 3.16238¢+10
5.20000e-00 0.00000e+00
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Table 5.6: SPENVIS — Trapped Proton Integral Fluence for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

ENERGY ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[MeV] [#/cm?] [#/cm?] [#/cm®] | [#/cm?] [#/cm?] [#/cm?]
9.20E-04 n.a. n.a. n.a. 1.38E+17 n.a. 1.38E+17
1.20E-03 n.a. n.a. n.a. 1.31E+4+17 n.a. 1.31E+4+17
1.60E-03 n.a. n.a. n.a. 1.23E+17 n.a. 1.23E+4+17
2.10E-03 n.a. n.a. n.a. 1.15E4+17 n.a. 1.15E4+17
2.70E-03 n.a. n.a. n.a. 1.06E417 n.a. 1.06E417
3.50E-03 n.a. n.a. n.a. 9.60E+16 n.a. 9.60E+16
4.50E-03 n.a. n.a. n.a. 8.54E+16 n.a. 8.54E+16
5.90E-03 n.a. n.a. n.a. 7.34E+16 n.a. 7.34E+16
7.70E-03 n.a. n.a. n.a. 6.15E+16 n.a. 6.15E+16
1.00E-02 n.a. n.a. n.a. 5.05E+16 n.a. 5.05E+16
1.30E-02 n.a. n.a. n.a. 4.07TE+16 n.a. 4.07TE+16
1.70E-02 n.qa. n.a. n.q. 3.25E+16 n.qa. 3.25E+16
3.00E-02 n.a. n.a. n.a. 1.98E+16 n.a. 1.98E+16
4.00E-02 1.37E+14 2.95E+16 9.79E+15 n.a. 3.74E+15 2.95E+16
6.10E-02 n.a. n.a. n.a. 8.61E+15 n.a. 8.61E+15
8.90E-02 n.a. n.a. n.a. 4.65E+15 n.a. 4.65E+15
1.00E-01 8.93E+13 2.15E+16 6.03E+15 n.a. 2.50E+15 2.15E+16
1.30E-01 n.a. n.a. n.a. 2.50E+15 n.a. 2.50E+15
1.80E-01 n.a. n.a. n.a. 1.47E+15 n.a. 1.47E+15
2.00E-01 3.57TE+13 1.05E+416 3.36E+15 n.a. 1.13E+15 1.05E+416
2.70E-01 n.a. n.a. n.a. 7.12E+14 n.a. 7.12E+14
3.00E-01 1.62E+13 4.55E4+15 2.14E+15 n.a. 5.29E+14 4.55E+15
4.00E-01 7.95E+12 1.76E+15 1.55E415 3.22E414 2.66E+14 1.76E+415
5.00E-01 4.33E+12 6.82E+14 1.13E+15 n.a. 1.45E+14 1.13E+15
6.00E-01 3.07TE+12 4.40E+14 8.97E+14 n.a. 9.14E+13 8.97E+14
6.10E-01 n.a. n.a. n.a. 1.30E+14 n.a. 1.30E+14
7.00E-01 2.23E+12 2.84E+14 7.12E+14 n.a. 6.21E+13 7.12E+14
8.00E-01 1.71E+12 1.97E+14 5.83E+14 n.a. 4.63E+13 5.83E+14
9.10E-01 n.a. n.a. n.a. 5.49E+13 n.a. 5.49E+13
1.00E4-00 1.12E+412 1.09E+14 4.17TE+14 n.q. 2.94E+13 4.17E4+14
1.25E400 7.22E+11 6.89E+13 2.94E+14 2.38E+13 1.85E+13 2.94E+14
1.28E4-00 n.a. n.a. n.a. n.a. n.a. 2.38E+13
1.50E400 4.69E+11 4.37E+13 2.07TE+14 n.a. 1.18E+13 2.07E+14
1.75E400 3.07TE+11 2.95E+13 1.42E+14 5.95E+12 7.58E+12 1.42E+414
1.99E+400 n.a. n.a. n.a. n.a. n.a. 5.95E+12
2.00E+00 2.01E+11 1.99E+13 9.71E+13 n.a. 4.88E+12 9.71E+13
2.25E+00 1.34E+11 1.36E+13 6.88E+13 2.76E+12 3.18E+12 6.88E+413
2.44E+00 n.a. n.a. n.a. n.a. n.a. 2.76E+12
2.50E+00 9.08E+10 9.31E+12 4.87TE+13 n.a. n.a. 4.87TE+13
2.75E+00 5.57TE+10 3.53E+12 3.05E+13 n.a. 1.28E+12 3.056E+13
3.00E+00 3.47E+10 1.34E+12 1.91E+13 9.96E+11 7.92E+11 1.91E+13
3.07E+00 n.a. n.a. n.a. n.a. n.a. 9.96E+11
3.25E+00 2.13E+10 3.88E+11 1.17E+413 n.a. 4.84E+11 1.17E+413
3.50E+00 1.32E4+10 1.13E+11 7.23E+12 n.a. 2.98E+11 7.23E+12
3.75E+00 7.71E+09 3.27E+10 4.06E+12 n.a. 1.71E+11 4.06E+12
3.97E+00 n.a. n.a. n.a. 2.31E+11 n.a. 2.31E+11
4.00E4-00 4.53E4-09 9.49E+09 2.28E+12 n.a. 9.89E+10 2.28E+12
4.25E4-00 2.48E+09 2.74E+09 1.20E+12 n.a. 5.35E+10 1.20E+12
4.50E4-00 1.37E+409 7.91E+08 6.33E+11 n.a. 2.92E+10 6.33E+11
4.75E4-00 7.27TE+08 2.17E408 3.03E+11 n.a. 1.49E410 3.03E+11
5.00E+00 3.90E+08 0.00E+400 1.45E+11 0.00E4-00 7.96E+09 1.45E+11
5.20E+00 n.a. n.a. n.a. n.a. n.a. 0.00E+00
5.50E+00 8.64E+07 0.00E+4-00 2.78E+10 n.a. 1.88E+09 2.78E+10
6.00E+00 1.03E+07 0.00E+4-00 4.29E409 n.a. 4.06 E+408 4.29E+09
6.50E+00 0.00E+00 0.00E+00 6.15E+08 n.a. 7.38E+07 6.15E4-08
7.00E+00 0.00E+00 0.00E+-00 0.00E4-00 n.a. 8.15E+06 8.15E4-06
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Figure 5.3: Trapped electron environment: results from OMERE are shown on
the left, while SPENVIS results are shown on the right

A high-resolution comparison of trapped electron integral fluence spectra was
carried out between OMERE and SPENVIS for a 5-year mission duration. The
data span energies from ~1 keV up to 7 MeV, with fine binning to capture spectral
trends.

» Both tools show excellent agreement in identifying the GEO orbit as the dom-
inant contributor to trapped electron fluence in the lower energy range (from
~1 keV to ~0.1 MeV), with peak fluence levels exceeding 10'7 electrons/cm?
at ~1 MeV.

« In the mid-energy range (0.1-1 MeV), OMERE and SPENVIS show consis-
tent spectral shapes, but OMERE reports slightly higher fluences in the
MEQO region, possibly due to differences in spatial averaging or drift-shell
interpolation.

At higher energies (>1 MeV), the total fluence drops off by several orders of
magnitude in both tools. However, SPENVIS includes several additional data
points above 4 MeV not fully covered in OMERE’s table. These points show
the presence of residual high-energy electrons in GEO and 17000 km orbits,
relevant for TID and deep penetration effects in shielding design.

o Across all energies, the worst-case values remain consistent between the two
tools in terms of orbital origin: GEO for low energies, 17000 km MEO for
moderate energies and negligible flux for LEO across the entire spectrum.
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5.1.3 Total dose curve

Table 5.7 and Table 5.8 show the accumulated total dose in Silicon versus Aluminium
shield thickness for a solid sphere geometry over a 5-year mission.

Table 5.7: OMERE — TID results for a 5-year mission

l, LEO MAX 3000 km 17000 km SYNTHETIC
SHIELDING| ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[mm] [rad] [rad] [rad] [rad] [rad] [rad]

0.05 6.22E4-06 1.51E4-09 4.46E4-08 2.49E+08 2.76E4-08 1.51E4-09
0.1 3.28E4-06 9.01E4-08 2.16E+08 9.90E4-07 1.40E4-08 9.01E4-08
0.2 1.30E+06 3.87TE4-08 1.21E+08 3.77TE4-07 6.22E4-07 3.87E4-08
0.3 6.68E4-05 1.84E+08 8.38E4-07 2.03E4-07 3.31E4-07 1.84E+4-08
0.4 4.04E+05 1.02E+08 6.33E4-07 1.26E+07 1.94E407 1.02E+4-08
0.5 2.74E4-05 6.37E+4-07 5.02E4-07 8.51E+06 1.22E+07 6.37E+4-07
0.6 2.01E+405 4.36E+07 4.12E+-07 6.13E+06 8.19E+4-06 4.36E+-07
0.8 1.28E4-05 2.45E4-07 2.97E+07 3.67E4-06 4.37TE4-06 2.97E+07
1 9.21E+04 1.60E4-07 2.2TE+07 2.46E+06 2.75E+06 2.27TE+07
1.5 5.25E4-04 7.75E4-06 1.38E+07 1.12E+4-06 1.28E4-06 1.38E+07
2 3.47TE4-04 4.79E+06 9.14E4-06 5.87TE4-05 7.46E405 9.14E4-06
2.5 2.45E4-04 3.33E4-06 6.19E+06 3.36E4-05 4.69E4-05 6.19E4-06
3 1.82E+04 2.52E4-06 4.24E+06 2.06E4-05 3.06E+4-05 4.24E4-06
4 1.13E+04 1.53E+06 1.99E4-06 8.87TE4-04 1.40E4-05 1.99E+06
5 7.86E403 9.90E4-05 8.69E+05 4.36E4-04 7.06E+4-04 9.90E4-05
[§ 6.20E+4-03 7.81E+05 3.52E+05 2.42E+04 4.12E4-04 7.81E+05
7 5.25E4-03 6.89E4-05 1.36E+05 1.47E+04 2.75E4-04 6.89E4-05
8 4.73E+03 6.29E4-05 5.23E4-04 1.01E+04 2.09E4-04 6.29E4-05
9 4.32E+03 5.63E4-05 2.26E4-04 7.43E4-03 1.66E+04 5.63E4-05
10 4.04E403 5.04E+05 1.27E4+04 | 6.00E+403 1.38E+404 5.04E+05
12 3.78E403 4.32E4-05 8.29E+03 4.60E4-03 1.07E4-04 4.32E4-05
14 3.53E403 3.84E4-05 7.36E+03 3.78E4-03 8.80E+03 3.84E4-05
16 3.31E4-03 3.52E4-05 6.81E4-03 3.20E+403 7.53E403 3.52E4-05
18 3.13E4-03 3.29E4-05 6.37TE4-03 2.77TE4-03 6.62E4-03 3.29E4-05
20 2.95E4-03 3.07E4-05 5.94E4-03 2.42E4-03 5.86E4-03 3.07E+4-05
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Table 5.8: SPENVIS — TID results for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC
ENERGY ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[mm] [rad] [rad] [rad] [rad] [rad] [rad]
5.00E-02 6.55E+4-06 1.44E+09 5.84E4-08 2.73E4-08 2.55E4-08 1.44E+09
1.00E-01 3.65E4-06 9.09E+4-08 2.49E4-08 1.12E+08 1.30E+08 9.09E+4-08
2.00E-01 1.55E+06 4.61E+08 1.31E+08 4.45E+07 5.72E+07 4.61E+08
3.00E-01 8.21E405 2.45E4-08 8.82E+07 2.47E+07 3.08E4-07 2.45E+08
4.00E-01 4.84E4-05 1.35E4-08 6.61E+07 1.55E+07 1.86E4-07 1.35E+4-08
5.00E-01 3.11E4-05 7.83E4-07 5.23E4-07 1.06E+07 1.21E4-07 7.83E4-07
6.00E-01 2.18E4-05 4.92E4-07 4.27E4-07 7.70E4-06 8.38E4-06 4.92E4-07
8.00E-01 1.34E405 2.66E4-07 3.08E4-07 4.69E+4-06 4.65E+06 3.08E4-07
1.00E+-00 9.56E+04 1.78E+07 2.35E+07 3.20E+06 2.97E+06 2.35E+07
1.50E+00 5.34E+04 8.71E+06 1.40E+07 1.51E+06 1.37E+06 1.40E+07
2.00E+00 3.49E4-04 5.26E4-06 9.31E+06 8.17E4-05 7.90E+405 9.31E4-06
2.50E+00 2.45E4-04 3.60E4-06 6.33E+06 4.76E4-05 4.93E4-05 6.33E4-06
3.00E4-00 1.80E+4-04 2.63E4-06 4.29E+06 2.89E4-05 3.20E4-05 4.29E4-06
4.00E+00 1.11E404 1.59E+06 2.01E4-06 1.18E+05 1.48E405 2.01E4-06
5.00E4-00 7.79E+4-03 1.07E+06 8.88E4-05 5.19E4-04 7.50E+-04 1.07E+06
6.00E+-00 6.20E+03 8.23E+05 3.59E+05 2.37E+04 4.33E+04 8.23E+05
7.00E+00 5.32E403 7.05E4-05 1.40E4-05 1.15E4+04 2.90E+4-04 7.05E+05
8.00E+00 4.94E4-03 6.33E4-05 5.47E+04 7.29E+03 2.22E4-04 6.33E+05
9.00E4-00 4.75E+03 5.82E4-05 2.41E4-04 5.85E4-03 1.84E4-04 5.82E4-05
1.00E+-01 4.55E+03 5.32E4-05 1.37E+04 5.13E4-03 1.58E4-04 5.32E4-05
1.20E+01 4.25E+03 4.58E+05 8.70E4-03 4.16E+403 1.26E+4-04 4.58E+4-05
1.40E+01 3.98E+4-03 4.06E+05 7.65E+4-03 3.46E+03 1.05E+04 4.06E+4-05
1.60E+01 3.76E+03 3.73E+05 7.07E+03 2.95E+03 9.19E+03 3.73E+05
1.80E+01 3.57TE+03 3.50E+-05 6.60E+03 2.57E+03 8.24E+03 3.50E+05
2.00E+01 3.37E+03 3.27E4-05 6.20E+03 2.26E+03 7.47TE403 3.27E4-05
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Figure 5.4: Dose depth curve: results from OMERE are shown on the left, while
SPENVIS results are shown on the right

The TID analysis shows more evident discrepancies between OMERE and
SPENVIS, especially at specific shielding levels:

+ At low shielding (e.g., 0.05 mm Al), both tools predict extreme values above
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10° rad(Si) in MEO (3000 km), but OMERE consistently reports slightly
higher values (up to +5% at 1 mm and +10% at 2 mm).

 In the intermediate shielding range (4-10 mm), both tools identify the
same worst-case orbit (3000 km) and show converging values (e.g., at 10 mm,
SPENVIS gives 5.32 x 10° rad vs 5.04 x 10° rad from OMERE). Discrepancies
remain within ~10% and are acceptable for most shielding assessments.

o At high shielding levels (>12 mm), the tools converge more closely, as
shielding capability decreases and both tools show this saturation trend.

o For LEO, GEO and Molniya environments, both tools agree that these
contribute less to TID compared to MEO, especially around 3000 km.

5.1.4 On the "100 krad(Si)" Threshold as a Reference for
TID Tolerance

The value of 100 krad(Si) is frequently regarded as a “magic number” [50] in
radiation tolerance analysis for a multi-year mission. This threshold is often used
as a benchmark for assessing the survivability of electronic components in the
presence of cumulative radiation effects. For a first-order analysis, let us consider
this 100 krad(Si) tolerance over a mission duration of 60 months (5 years). Dividing
the total TID tolerance by the mission duration gives an allowable dose rate of
approximately: 1.6 krad/month.

However, when evaluating specific orbital environments, it becomes evident that
this threshold can be exceeded. For instance, at an altitude of 3000 km, which is
near the peak of the inner radiation belt, the cumulative dose over 5 years behind a
shielding of 5 mm aluminium, as obtained with Omere, is approximately 990 krad.
Dividing this cumulative dose by the mission duration yields: 16.5 krad/month.
This dose rate exceeds the “magic number” by a factor of more than 10. Similarly,
the threshold is also exceeded at 17000 km, , near the peak of the outer radiation
belt. This significant discrepancy highlights the unsuitability of long-duration
missions in such an orbit without implementing additional radiation mitigation
strategies.

Given the high dose rates encountered in these environments, it is clear that
operational constraints must be placed on mission duration for spacecraft operating
at these altitudes. For instance:

e Mission Duration Limitation: reducing the total time spent in such orbits
to ensure that the cumulative TID remains below the acceptable threshold for
onboard electronics.
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« Increased Shielding: employing thicker shielding (e.g., beyond 5 mm of
aluminum) to reduce the radiation dose rate. This, however, must be balanced
with mass constraints of the satellite. It is true that it is possible to reduce TID
with an increased shielding, but as shielding is increased, shielding effectiveness
decreases because of the difficulty in slowing down the higher energy protons.
A shielding material absorbs most electrons and lower energy protons.

o Alternative Orbital Strategies: avoiding prolonged exposure to radiation
belt peaks by using transfer orbits or partial mission phases at lower radiation
environments.

Alternative Shielding Materials for Radiation Protection In space mission
design, aluminum (Al) has traditionally been the material of choice for spacecraft
shielding due to its availability, well-understood properties and balance between
structural and radiation shielding performance. However, emerging studies, as
reported in [25], [26] and [27], have explored alternative materials that could
achieve equivalent or better shielding performance while offering weight savings
and improved adaptability to specific radiation environments.

Potential competitors could be polymeric materials (low atomic number, 7)
such as polyethylene (PE) and epoxy and metallic materials (high Z) such as
tantalum (Ta) and tungsten (W). By analyzing shielding efficiency, weight savings
and performance trade-offs, it is possible to identify optimal materials for specific
orbital environments.

Shielding Performance in Different Environments

o High-Z materials: high-Z materials like tantalum and tungsten are highly
effective in electron-dominated radiation environments. Their superior shield-
ing performance makes them the preferred choice for orbits where trapped
electrons are the primary radiation source [2]. While these materials offer
effective radiation attenuation, their high density (16.65 g/cm? for Ta and 19.3
g/cm?® for W) makes them less advantageous for weight-sensitive missions.

o Low-Z materials: in proton-dominated environments, low-Z polymeric
materials like polyethylene (0.94 g/cm?) and epoxy (1.28 g/cm?®) demonstrate
better shielding efficiency [2] and can provide significant weight savings over
traditional aluminum shielding.

Practical Considerations

1. Structural Properties: PE has inherently weaker structural properties
compared to aluminum. To address this, the material can be reinforced with
fibers to create PE-based composites. Such composites are being actively de-
veloped to enhance mechanical strength while retaining the radiation shielding
advantages of polyethylene.
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2. Material Compatibility: any shielding material must satisfy additional
requirements for spacecraft applications, including resistance to:
e Outgassing: To prevent contamination of sensitive spacecraft instruments.

o Atomic Oxygen (AO): Particularly in low Earth orbit (LEO), where AO
can erode surfaces.

e Thermal Cycling: Ability to withstand extreme temperature variations in
space.

» Space Charging: Mitigating the buildup of electrostatic charges that can
interfere with spacecraft operations.

5.1.5 Total non-ionizing dose

Table 5.9 and Table 5.10 show total non-ionizing dose for Silicon and GaAs materials
versus Aluminium shield thickness for a solid sphere geometry

Table 5.9: OMERE - displacement damage dose for Silicon for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

SHIELDING | o0 el OPE 0° 0° GEO MOLNIYA ORBIT
[mm] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g]
0.05 3.89E+09 4.99E+11 9.63E+11 1.53E+10 1.24E+12 1.24E+12
0.1 2.01E409 4.16E+11 6.67E+10 9.18E+4-09 4.30E+11 4.30E+11
0.2 1.06E+09 3.17E+11 2.21E+10 5.16E+09 1.42E+11 3.17E+11
0.3 7.43E4-08 2.46E+11 1.67E+10 3.56E+09 6.93E+10 2.46E+411
0.5 4.84E+08 1.57E+11 1.12E+10 2.12E409 2.64E+10 1.57TE+11
1 2.77TE408 6.89E+10 5.20E4-09 9.28E4-08 6.31E4-09 6.89E+410
3 1.23E+08 1.80E+10 4.55E4+08 2.11E+08 7.20E408 1.80E+10
5 8.91E+07 1.15E+10 3.76E+07 1.10E+4-08 3.27E+08 1.15E+10
6 7.97E4+07 1.01E+10 9.77E+06 8.71E+07 2.60E+08 1.01E+10
7 7.43E4-07 9.12E+09 2.26E+06 7.16E407 2.15E4+08 9.12E4-09
8 7.03E4-07 8.29E+409 4.63E+05 6.06E+07 1.82E+408 8.29E4-09
9 6.68E4-07 7.59E-+09 7.85E404 5.21E407 1.57E+08 7.59E+09
10 6.36E4+07 7.00E+09 1.07E+04 4.54E4+07 1.37E+08 7.00E+09
12 5.81E407 6.14E+09 6.10E+01 3.57E+07 1.09E+4-08 6.14E+09
14 5.34E+07 5.51E+09 0.00E+00 2.89E+07 9.08E+07 5.51E+09
16 4.91E+07 5.01E+09 0.00E+00 2.41E407 7.78E407 5.01E409
18 4.39E+07 4.45E409 0.00E+00 2.04E+407 6.78E+07 4.45E409
20 4.10E+07 4.12E+09 0.00E+00 1.75E+07 5.97E4+07 4.12E+09
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Table 5.10: SPENVIS — displacement damage dose for Silicon for a 5-year mission

LEO MAX 3000 km | 17000 km SYNTHETIC
SHIELDING | oo o 00 00 GEO MOLNIYA ORBIT
[mm] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g]
0.05 3.24E+09 5.54B+11 8.00E+11 8.45E+09 9.93E+11 9.93E+11
0.1 2.01E+09 5.07E+11 5.07E+10 5.46E+09 4.23E+11 5.07E+11
0.2 1.19E+09 4.34E+11 1.82E+09 3.31E4+09 1.59E+11 4.34E+11
0.3 8.74E+08 3.75E+11 2.41E+08 2.41E409 8.66E410 3.75E+11
0.4 7.09E+08 3.07E+11 5.85E+07 1.92E+09 5.56E+10 3.07E+11
0.5 6.11E+08 2.60E+11 1.69E+07 1.60E+09 3.94E410 2.60E+11
0.6 5.30E+08 2.20E4+11 4.60E-+06 1.38E409 2.79E+10 2.20E+11
0.8 4.29E+08 1.66E+11 1.51E+06 1.07E409 1.67E+10 1.66E+11
1 3.69E+08 1.30E+11 1.11E+06 8.71E+08 1.12E+10 1.30E+11
1.50 2.72E+08 7.19E+10 1.25E+04 5.97E408 4.63E+09 7.19E+10
2.00 2.26E408 5.05E+10 1.26E4+04 | 4.54E+08 2.83E+09 5.05E+10
2.50 1.91E+08 3.56E+10 1.28E+04 | 3.57E+08 1.80E+09 3.56E+10
3.00 1.72E+08 3.07E+10 1.30E+04 2.96E+08 1.44E+09 3.07E+10
4.00 1.43E+08 2.26E+10 1.33E+04 2.12E+08 9.12E+08 2.26E4+10
5.00 1.24E+08 1.70E+10 1.36E+04 1.63E+08 6.10E+08 1.70E+10
6.00E 1.13E+08 1.54E+10 1.39E+04 1.33E+08 5.20E+08 1.54E+10
7.00E 1.04E+08 1.39E+10 1.42E+04 1.10E+08 4.38E4-08 1.39E+10
8.00E 9.84E+07 1.25E+10 1.46E404 | 9.16E+07 3.71E408 1.25E410
9.00E 9.49E+07 1.15E+10 1.49E+04 7.95E+07 3.26E-+08 1.15E+10
10 9.12E+07 1.04E+10 1.52E404 | 6.93E+07 2.83E+08 1.04E+10
12 8.46E+07 8.67E+09 1.58E+04 5.36E+07 2.18E408 8.67E-+09
14 7.97E+07 7.93E409 1.65E4+04 | 4.36E-+07 1.88E+08 7.93E409
16 7.49E+07 7.23E409 1.71E4+04 | 3.57E+07 1.62E+08 7.23E409
18 7.08E+07 6.77E+09 1.77E4+04 | 3.03E+07 1.45E+08 6.77E+09
20 6.65E-+07 6.28E-+09 1.83E+04 2.55E+07 1.29E+08 6.28E-+09
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Figure 5.5: Non-ionizing dose depth curve for Silicon target material: results
from OMERE are shown on the left, while SPENVIS results are shown on the right
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The Displacement Damage Dose (DDD) in silicon was estimated for a 5-year
mission across a wide range of aluminum shielding thicknesses, using both OMERE
and SPENVIS. The comparison reveals a high-level agreement in overall trends and
worst-case orbital contributors, with some tool-dependent differences in numerical

output:

For minimal shielding (< 0.1 mm), both tools predict extremely high DDD
values in MEO regions. The discrepancies may be linked to differences in
energy bin resolution or NIEL interpolation within the tools.

In the intermediate range (1-10 mm), both tools consistently identify
3000 km as the dominant environment. OMERE tends to predict higher
contributions from proton-dominated inner belt, while SPENVIS includes
more structured attenuation with increasing shielding.

For high shielding (>10 mm), both tools show strong convergence, with dose
values flattening and becoming limited by high-energy proton components.

Notably, GEO and Molniya orbits consistently result in significantly lower
DDD compared to MEQO, as expected due to geomagnetic shielding and
electron-dominated environments.

Table 5.11: OMERE - displacement damage dose for Gallium Arsenide (GaAs)
for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

SHIELDING | o0 el OPE 0° 0° GEO MOLNIYA ORBIT
[mm] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g] [MeV /g]
0.05 3.22E+09 4.40E+11 7.25E+11 1.17E+10 9.83E+11 9.83E+11
0.1 1.74E+09 3.71E+11 5.01E+10 7.07E+09 3.49E+11 3.71E+11
0.2 9.66E+08 2.85E+11 1.65E+10 4.11E409 1.18E+11 2.85E411
0.3 7.05E4-08 2.24E+11 1.27E+410 2.92E+409 5.85E+10 2.24E+11
0.5 4.84E+08 1.46E+11 8.73E409 1.81E409 2.28E+10 1.46E+11
1 2.99E4-08 6.82E410 4.12E+409 8.47E+408 5.71E+09 6.82E410
3 1.51E4+08 2.12E+10 3.60E+08 2.20E+408 7.46E408 2.12E+10
5 1.16E+08 1.45E+10 2.90E407 1.21E+08 3.66E+08 1.45E+10
6 1.08E+08 1.30E+10 7.39E+06 9.76E+07 2.97E408 1.30E+10
7 1.02E+08 1.19E+10 1.67E+406 8.15E+07 2.50E408 1.19E+10
8 9.73E4-07 1.09E+10 3.34E405 6.98E+07 2.15E408 1.09E+10
9 9.28E4-07 1.01E+10 5.49E4-04 6.07E+07 1.88E+08 1.01E+10
10 8.87E+07 9.45E+09 7.16E+03 5.34E+07 1.66E+08 9.45E409
12 8.14E407 8.41E409 3.36E+01 4.28E+07 1.36E+408 8.41E+09
14 7.50E+07 7.61E409 0.00E+00 3.52E+07 1.15E+4-08 7.61E409
16 6.92E+07 6.94E+09 0.00E+00 2.97E+07 9.97E4+07 6.94E409
18 6.06E4-07 6.07E+09 0.00E+00 2.54E407 8.78E+07 6.07E+09
20 5.68E+07 5.65E+09 0.00E+00 2.21E407 7.82E407 5.65E+09
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Table 5.12: SPENVIS - displacement damage dose for Gallium Arsenide (GaAs)
for a 5-year mission

LEO MAX 3000 km 17000 km SYNTHETIC

SHIELDING ENVELOPE 0° 0° GEO MOLNIYA ORBIT
[mm] [MeV/g] [McV/g] | [MeV/g] | [MeV/g] [MeV/g] [MeV/g]
5.00E-02 3.67TE+09 4.89E+11 1.49E+12 9.28E+09 1.28E+12 1.49E+12
1.00E-01 2.10E+09 4.33E+11 8.50E+10 5.48E+09 4.84E+11 4.84E+11
2.00E-01 1.15E+09 3.73E+11 2.43E+09 3.04E+09 1.59E+11 3.73E+11
3.00E-01 8.41E+08 3.32E+11 2.91E+4+08 2.13E+09 8.38E+10 3.32E+11
4.00E-01 6.82E+08 2.7T1E+11 7.08E+07 1.68E+409 5.19E+10 2.71E+11
5.00E-01 5.90E+08 2.28E+11 2.17TE+07 1.36E4-09 3.61E+10 2.28E+11
6.00E-01 5.23E+08 1.95E+11 8.04E+06 1.17E409 2.59E+10 1.95E+11
8.00E-01 4.28 408 1.47E+11 3.81E+06 8.95E+08 1.47E4+10 1.47TE4+11
1.00E+400 3.75E+08 1.15E+11 3.47TE+06 7.18E+408 9.75E+09 1.15E+11
1.50E+00 2.94E+08 6.61E+10 2.47TE+06 4.91E+08 3.91E+09 6.61E+10
2.00E+00 2.58E+08 4.92E+10 2.47E+06 3.78E+08 2.44E+09 4.92E+10
2.50E+00 2.28E+08 3.58E+10 2.47TE+06 3.00E+08 1.53E+409 3.58E+10
3.00E+00 2.13E+08 3.22E+10 2.47TE+06 2.51E+08 1.26E+409 3.22E+10
4.00E+00 1.91E+408 2.60E+10 2.46E+06 1.84E408 8.52E+08 2.60E+10
5.00E+00 1.83E4-08 2.10E+10 2.46E+06 1.44E408 5.93E+08 2.10E+10
6.00E+00 1.77TE+08 1.97E+10 2.45E+406 1.21E+408 5.21E+408 1.97E+10
7.00E+400 1.71E+08 1.84E+10 2.44E+06 1.03E+408 4.57TE+08 1.84E+10
8.00E+00 1.65E+08 1.72E+10 2.44E+06 8.72E+07 4.00E+08 1.72E+10
9.00E+00 1.61E+4+08 1.63E+10 2.43E+06 7.73E4+07 3.64E-+08 1.63E+10
1.00E401 1.57E+408 1.54E+10 2.43E+06 6.90E+07 3.30E+08 1.54E+10
1.20E401 1.50E4-08 1.38E+10 2.42E+06 5.57TE+07 2.73E+08 1.38E+10
1.40E+01 1.43E+08 1.30E+10 2.41E+06 4.70E+07 2.46E+08 1.30E410
1.60E+01 1.37E+08 1.23E+10 2.39E+06 4.01E+07 2.21E+408 1.23E+10
1.80E+01 1.32E+08 1.17E+10 2.38E+06 3.52E+07 2.04E+408 1.17E+10
2.00E+01 1.27E+08 1.12E+10 2.37TE+06 3.09E+07 1.88E+408 1.12E+10
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Figure 5.6: Non-ionizing dose depth curve for GaAs target material: results from
OMERE are shown on the left, while SPENVIS results are shown on the right

In addition to silicon, Gallium Arsenide (GaAs) was also evaluated in terms
of Displacement Damage Dose (DDD) across the same orbital configurations and
shielding thicknesses, using both OMERE and SPENVIS. The goal was to assess
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whether tool discrepancies persist when shifting to alternative target materials and
how they influence technology selection during radiation hardness assurance.

As observed for Si, both tools consistently identify MEO orbits as worst-case
environments for GaAs as well, with negligible contribution from GEO or

LEO.

For minimal shielding (<0.1 mm), the values diverge more strongly: SPEN-
VIS consistently reports higher peak values (up to +30%) compared to
OMERE in the unshielded case. For example, at 0.05 mm, SPENVIS reports
1.49 x 10'2 MeV /g, while OMERE gives 9.83 x 10 MeV /g.

Between 1 and 10 mm, both tools converge around similar DDD trends,
with OMERE generally slightly more conservative below 3 mm and SPENVIS
dominating above 4 mm in some cases.

For higher shielding (>10 mm), DDD values flatten and both tools become
consistent within ~10%, with slightly lower absolute values for GaAs compared
to Si due to differences in NIEL curve normalization.

This section presents a comparative analysis of the Displacement Damage Dose
(DDD) experienced by two key semiconductor materials, Silicon (Si) and Gallium
Arsenide (GaAs), over a 5-year mission, under solar minimum conditions, using
results obtained from the OMERE simulation tool. The data are provided as a
function of aluminum shielding thickness across representative orbital environments

(LEO, MEO, GEO, Molniya).
Common Trends Observed in Both Materials:

The 3000 km orbit (MEO) consistently emerges as the dominant source of
DDD for both Si and GaAs across all shielding levels. This orbit lies within
the heart of the inner Van Allen belt, where high-energy trapped protons are
densely concentrated.

For both materials, the damage dose decreases monotonically with
increasing shielding, confirming the effectiveness of aluminum in attenuating
the low- to mid-energy proton fluxes responsible for displacement damage.

GEO and LEO contributions remain marginal in all cases, with DDD
levels typically one to two orders of magnitude lower than those found in MEO
or Molniya orbits.

The Molniya orbit, due to its repeated traversal of the inner belt, contributes
significantly at low shielding thicknesses (e.g., 9.83 x 10! MeV /g for GaAs at
0.05 mm), but its influence quickly diminishes with increased shielding.
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« At high shielding levels (above 12 mm), both materials show saturation
behavior, with DDD values flattening around 10% MeV /g. This indicates
that additional shielding yields marginal improvements, as most low- and
medium-energy particles have already been absorbed.

Material-Specific Differences:

o Across all environments and shielding levels, GaAs consistently exhibits
lower DDD values than Si. This is attributed to the inherently lower NIEL
sensitivity of GaAs compared to silicon, especially at low-to-intermediate
energies.

o The difference in damage levels is most apparent at intermediate shielding
levels (1-5 mm), where GaAs can show up to 20-30% lower dose than Si.
For instance, at 1 mm, the dose is 6.82 x 10’ MeV /g for GaAs and 6.89 x 10'°
MeV /g for Si.

e While the overall trend in DDD reduction vs. shielding is nearly
identical between the two materials, Si remains the more conservative choice
for bounding analysis, especially in critical subsystems where displacement
damage may affect lifetime.

5.2 SEE Environment

5.2.1 GCR fluxes versus LET spectrum calculated for an
Aluminium shield thickness of 3 mm

In order to assess the impact of galactic cosmic rays (GCRs) on spacecraft electronics,
it is essential to characterize the integral particle fluxes as a function of the linear
energy transfer (LET) spectrum. This characterization enables the estimation
of single-event effect (SEE) rates and the evaluation of shielding effectiveness.
Tables 5.13 and 5.14 present the GCR integral fluxes computed using OMERE and
SPENVIS respectively, for an isotropic environment and an aluminium shielding
thickness of 3 mm.
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Table 5.13: OMERE — GCR integral fluxes

LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
[MeV-cm®/g] | [#/cm?/s] | [#/cm’/s] | [#/cm?/s] [#/cm?/s]
1.61B+00 1.65E+00 4.59E+00 4.59E+00 4.50E+00
2.63E+00 3.56E-01 1.11E+00 1.11E+00 1.11E+00
3.21E+00 2.81E-01 8.36E-01 8.36E-01 8.36E-01
4.64E+00 2.19E-01 6.02E-01 6.02E-01 6.02E-01
1.00E+01 5.63E-02 1.77E-01 1.77E-01 1.77E-01
5.56E-+01 1.49E-02 3.81E-02 3.81E-02 3.81E-02
2.16E+02 3.78E-03 9.99E-03 9.99E-03 9.99E-03
6.03E+02 1.16E-03 3.08E-03 3.08E-03 3.08E-03
8.61E+02 8.58F-04 2.23E-03 2.23E-03 2.23E-03
1.31E403 3.30E-04 9.99F-04 9.99F-04 9.99E-04
1.96E+03 1.17E-04 3.91E-04 3.91E-04 3.91E-04
3.20E+03 3.90E-05 1.35E-04 1.35E-04 1.35E-04
4.63E+03 1.70E-05 5.96E-05 5.96E-05 5.96E-05
1.54E+04 8.89E-07 3.15E-06 3.15E-06 3.15E-06
2.20E+04 2.78E-07 9.83E-07 9.83E-07 9.83E-07
2.84E+04 1.26E-08 4.44F-08 4.44E-08 4.44F-08
3.14E+04 4.60E-10 1.55E-09 1.55E-09 1.55E-09
3.63E+04 1.94E-10 6.44F-10 6.44F-10 6.44F-10
5.93E+04 2.97E-11 9.74F-11 9.74E-11 9.74F-11
8.ATE+04 2.63E-12 8.60E-12 8.60E-12 8.60E-12
9.26E+04 2.47E-13 8.02E-13 8.02E-13 8.02E-13
1.02E405 2.12F-14 6.85F-14 6.85F-14 6.85E-14
1.06E+05 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Table 5.14: SPENVIS — GCR integral fluxes
LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
MeVem?/g] | [#/cm?/s] | #jow’/s] | _[#/om®/s] | [#/om?/s]
1.61B+00 1.61E+00 4 45E+00 4 45E+00 4455400
2.63E+00 3.53E-01 1.09E+00 1.09E+00 1.09E+00
3.21E+00 2.81E-01 8.22F-01 8.22E-01 8.22E-01
4.64E+00 2.19E-01 5.85E-01 5.85E-01 5.85E-01
1.00E+01 5.55E-02 1.69E-01 1.69E-01 1.69E-01
5.56E+01 1.49E-02 3.66E-02 3.66E-02 3.66E-02
2.16E+02 3.72E-03 9.57E-03 9.57E-03 9.57E-03
6.03E+02 1.16E-03 3.00E-03 3.00E-03 3.00E-03
8.61E+02 8.49F-04 2.16E-03 2.16E-03 2.16E-03
1.31E+03 2.87E-04 8.77TE-04 8.7TE-04 8.77TE-04
1.96E+03 1.12E-04 3.69E-04 3.69E-04 3.69E-04
3.20E+03 3.85E-05 1.33E-04 1.33E-04 1.33E-04
4.63E+03 1.71E-05 5.98E-05 5.98E-05 5.98E-05
1.54E404 9.44E-07 3.35E-06 3.35E-06 3.35E-06
2.20E+04 3.28E-07 1.16E-06 1.16E-06 1.16E-06
2.84E+04 6.24F-08 2.20E-07 2.20E-07 2.20E-07
3.14E+04 2.23E-09 7.70E-09 7.70E-09 7.70E-09
3.63E+04 2.61E-10 8.36E-10 8.36E-10 8.36E-10
5.93E+04 5.30E-11 1.69E-10 1.69E-10 1.69E-10
8.ATE+04 9.02E-12 2.86E-11 2.86E-11 2.86E-11
9.26E+04 4.50E-12 1.43E-11 1.43E-11 1.43E-11
1.02E+05 7.32E-13 2.32E-12 2.32E-12 2.32E-12
1.06E+05 1.59E-13 5.04E-13 5.04F-13 5.04E-13
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Figure 5.7: GCR Fluxs: results from OMERE are shown on the left, while
SPENVIS results are shown on the right
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A comparison of the results obtained using SPENVIS and OMERE for Galactic
Cosmic Ray (GCR) integral fluxes was carried out across four orbital environments:
LEO, GEO, Molniya and a synthetic orbit identified as the worst-case scenario.
These environments were analyzed assuming the same solar minimum conditions
and using the same LET bins. However, slight discrepancies may arise due to
interpolation procedures and differences in the resolution of the LET grid between
the two tools.

The synthetic orbit, intended to model an unshielded trajectory with constant
exposure to cosmic rays, is considered the worst-case scenario for GCRs. It is worth
noting that the Molniya orbit was modeled to represent a completely unshielded
case for GCRs and this assumption led to obtain the same results as for GEO, while
the MEO orbit, omitted here, was modeled as fully shielded by the geomagnetic
field, resulting in negligible GCR exposure.

A careful comparison of the results reveals the following:

o Across all LET values, OMERE systematically reports slightly higher flux
values than SPENVIS, with differences generally within 10%, especially for
lower LET values. This difference becomes progressively more significant
at higher LET values, particularly in the LEO environment. For instance,
beyond 20,000 MeV - em?/g, OMERE begins to diverge from SPENVIS more
sharply, reaching an order-of-magnitude difference at very high LETs (e.g.,
above 80,000 MeV - cm?/g).

e In the GEO, Molniya and synthetic orbits, where GCR exposure is not
mitigated by Earth’s magnetic field, both tools yield very similar results across
most LET bins, although OMERE still maintains slightly higher flux values.

o The maximum relative difference is observed in the LEO environment due to
the stronger effect of the geomagnetic cutoff. In this case, OMERE seems
to model a slightly less effective shielding, resulting in higher GCR fluxes,
especially in the tail of the LET distribution.

It is worth noting that both tools agree on the shape of the integral flux curves
and the relative dominance of each orbit. The synthetic orbit, Molniya and GEO
environments all converge to similar flux values, confirming their comparable
exposure to cosmic radiation. LEO remains the most shielded, with the lowest
GCR fluxes, especially for higher LETs.

Overall, despite the minor discrepancies, most likely due to differences in ge-
omagnetic shielding modeling, interpolation methods or integration of the GCR
spectra, both tools provide consistent outputs that allow for a robust evaluation
of worst-case scenarios. OMERE tends to provide slightly more conservative esti-
mates, which could be beneficial in critical applications such as Radiation Hardness
Assurance.
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5.2.2 Solar particle event fluxes versus LET spectrum for
a given Aluminium shield thickness of 3 mm

To evaluate the vulnerability of spacecraft electronics during solar particle events
(SPEs), it is crucial to model the integral particle fluxes as a function of the
linear energy transfer (LET) spectrum. This enables accurate predictions of
the probability and severity of single-event effects (SEEs) in different mission
environments. Tables 5.15 and 5.16 present the SEP integral fluxes obtained using
OMERE and SPENVIS, respectively, for an aluminium shielding thickness of 3 mm.

In addition, Tables 5.17 and 5.18 report the worst-case 5-minute integral flux
levels derived from each tool, representing extreme short-duration SEP events.
These brief but intense fluxes are particularly relevant for evaluating peak SEE
rates and for determining the resilience of spacecraft systems to transient, high-
radiation bursts.

Table 5.15: OMERE — solar energetic particle (SEP) integral fluxes

LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
[MeV-em?/g] | [#/em?/s] | [#/em?/s] | [#/em?/s] | [#/cm?/d]

1.61E400 8.54E+01 3.42E+02 3.42E+02 3.42E+02
2.63E+00 8.54E+01 3.42E+02 3.42E+02 3.42E+02
3.21E+00 8.52E+01 3.41E+02 3.41E+02 3.41E+02
4.64E+00 8.29E+01 3.33E+02 3.33E+02 3.33E+02
1.00E401 6.41E+01 2.60E+02 2.60E+02 2.60E+02
5.56E+01 5.00E+00 2.06E+01 2.06E+01 2.06E+01
2.16E+02 2.17E-01 9.03E-01 9.03E-01 9.03E-01
6.03E+02 5.88E-03 2.59E-02 2.59E-02 2.59E-02
8.61E+02 2.93E-03 1.29E-02 1.29E-02 1.29E-02
1.31E403 1.15E-03 5.05E-03 5.05E-03 5.05E-03
1.96E403 3.97E-04 1.74E-03 1.74E-03 1.74E-03
3.20E+03 1.63E-04 7.19E-04 7.19E-04 7.19E-04
4.63E+03 7.55E-05 3.32E-04 3.32E-04 3.32E-04
1.54E+04 1.82E-06 8.02E-06 8.02E-06 8.02E-06
2.20E+04 6.16 E-07 2.71E-06 2.71E-06 2.71E-06
2.84E+04 3.52E-08 1.55E-07 1.55E-07 1.55E-07
3.14E+04 4.31E-10 1.89E-09 1.89E-09 1.89E-09
3.63E+04 1.08E-10 4.73E-10 4.73E-10 4.73E-10
5.93E+04 1.49E-11 6.54E-11 6.54E-11 6.54E-11
8.47TE+04 2.26E-12 9.93E-12 9.93E-12 9.93E-12
9.26E+04 2.07E-13 9.10E-13 9.10E-13 9.10E-13
1.02E4-05 2.94E-15 1.29E-14 1.29E-14 1.29E-14
1.06E+405 0.00E+00 0.00E+00 0.00E+00 0.00E+00
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Table 5.16: SPENVIS — solar energetic particle (SEP) integral fluxes

LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
[MeV-cm? /g] [#/cm?/s] | [#/cm?/s] | [#/cm?/s] [#/cm?/s]
1.61E400 6.72E+01 2.74E+402 2.74E4-02 2.74E+02
2.63E+00 6.71E+01 2.73E+402 2.73E402 2.73E+02
3.21E4-00 6.67TE+01 2.72E402 2.72E4-02 2.72E+02
4.64E+00 6.50E+01 2.65E+02 2.65E+02 2.65E+02
1.00E4-01 5.02E+01 2.07TE+02 2.07E+02 2.07E+02
5.56E401 3.84E+00 1.63E+401 1.63E+01 1.63E+401
2.16E+4-02 1.75E-01 7.33E-01 7.33E-01 7.33E-01
6.03E4-02 5.86E-03 2.26E-02 2.26E-02 2.26E-02
8.61E+02 2.90E-03 1.11E-02 1.11E-02 1.11E-02
1.31E+403 1.08E-03 4.15E-03 4.15E-03 4.15E-03
1.96E4-03 4.14E-04 1.58E-03 1.58E-03 1.58E-03
3.20E+03 1.75E-04 6.64E-04 6.64E-04 6.64E-04
4.63E403 8.02E-05 3.02E-04 3.02E-04 3.02E-04
1.54E+404 2.05E-06 7.27E-06 7.27E-06 7.27E-06
2.20E+04 7.60E-07 2.68E-06 2.68E-06 2.68E-06
2.84E+04 1.83E-07 6.44E-07 6.44E-07 6.44E-07
3.14E+04 6.04E-09 2.11E-08 2.11E-08 2.11E-08
3.63E+04 1.71E-10 5.56E-10 5.56E-10 5.56E-10
5.93E+404 3.04E-11 9.70E-11 9.70E-11 9.70E-11
8.47E+404 6.46E-12 2.05E-11 2.05E-11 2.05E-11
9.26E+4-04 3.92E-12 1.24E-11 1.24E-11 1.24E-11
1.02E4-05 1.02E-12 3.22E-12 3.22E-12 3.22E-12
1.06 E4-05 2.35E-13 7.45E-13 7.45E-13 7.45E-13
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Figure 5.8: SEP Fluxes: results from OMERE are shown on the left, while
SPENVIS results are shown on the right
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Table 5.17: OMERE - Solar Particle Worst-Case 5-Minute Integral Flux

LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
[MeV-cm®/g] [#/cm®/s] | [#/cm?/s] | [#/cm?/s] [#/cm?/s]

1.61E+00 7.53E+4-04 3.11E4-05 3.11E4-05 3.11E4-05
2.63E+4-00 7.51E+4-04 3.11E4-05 3.11E+4-05 3.11E4-05
3.21E+4-00 7.47TE+04 3.09E+-05 3.09E+-05 3.09E+4-05
4.64E4-00 7.33E404 3.04E4-05 3.04E4-05 3.04E4-05
1.00E4-01 6.10E+-04 2.55E4-05 2.55E4-05 2.55E4-05
5.56E4-01 5.52E4-03 2.32E4-04 2.32E4-04 2.32E4-04
2.16E4-02 2.22E4-02 9.32E4-02 9.32E4-02 9.32E4-02
6.03E+4-02 2.22E4-00 8.72E+4-00 8.72E+4-00 8.72E4-00
8.61E+402 1.03E+00 4.00E+00 4.00E+4-00 4.00E+-00
1.31E4-03 3.58E-01 1.37E+00 1.37E+00 1.37E+00
1.96E4-03 1.07E-01 3.93E-01 3.93E-01 3.93E-01
3.20E+03 5.09E-02 1.86E-01 1.86E-01 1.86E-01
4.63E+03 2.73E-02 9.87E-02 9.87E-02 9.87E-02
1.54E+04 1.49E-03 5.27E-03 5.27E-03 5.27E-03
2.20E+4-04 5.02E-04 1.77E-03 1.77E-03 1.77E-03
2.84E+-04 2.65E-05 9.35E-05 9.35E-05 9.35E-05
3.14E4-04 3.30E-07 1.13E-06 1.13E-06 1.13E-06
3.63E4-04 8.68E-08 2.91E-07 2.91E-07 2.91E-07
5.93E4-04 8.99E-09 2.95E-08 2.95E-08 2.95E-08
8.47E4-04 1.29E-09 4.22E-09 4.22E-09 4.22E-09
9.26E+4-04 1.15E-10 3.75E-10 3.75E-10 3.75E-10
1.02E+05 3.84E-12 1.24E-11 1.24E-11 1.24E-11
1.06E+05 0.00E+-00 0.00E+-00 0.00E+-00 0.00E+-00

Table 5.18: SPENVIS — Solar Particle Worst-Case 5-Minute Integral Flux

LEO MAX SYNTHETIC
LET ENVELOPE GEO MOLNIYA ORBIT
[MeV-em?/g] | [#/em?/s] | [#/em?/s] | [#/em?/s] | [#/cm?/s]

1.61E400 3.59E+04 1.47E+405 1.47E405 1.47E+405
2.63E+00 3.59E+04 1.47E405 1.47E405 1.47E+405
3.21E+00 3.58E+04 1.47E405 1.47E405 1.47E+405
4.64E+00 3.53E+04 1.45E405 1.45E405 1.45E4-05
1.00E401 2.92E+04 1.21E405 1.21E405 1.21E4-05
5.56E+01 2.46E+03 1.05E+04 1.05E+04 1.05E+04
2.16E+02 1.06E+02 4.47TE+02 4.47E+02 4.47TE+02
6.03E+02 2.17E+00 8.37TE+00 8.37TE+00 8.37E+00
8.61E+02 9.65E-01 3.71E+00 3.71E+00 3.71E+00
1.31E403 2.88E-01 1.10E4-00 1.10E4-00 1.10E+400
1.96E403 8.37E-02 3.14E-01 3.14E-01 3.14E-01
3.20E+03 4.13E-02 1.52E-01 1.52E-01 1.52E-01
4.63E+03 2.24E-02 8.18E-02 8.18E-02 8.18E-02
1.54E+04 1.53E-03 5.41E-03 5.41E-03 5.41E-03
2.20E+04 5.79E-04 2.04E-03 2.04E-03 2.04E-03
2.84E+04 1.38E-04 4.88E-04 4.88E-04 4.88E-04
3.14E+04 2.99E-06 1.04E-05 1.04E-05 1.04E-05
3.63E+04 1.23E-07 4.04E-07 4.04E-07 4.04E-07
5.93E+04 1.86E-08 5.95E-08 5.95E-08 5.95E-08
8.47TE+04 3.18E-09 1.01E-08 1.01E-08 1.01E-08
9.26E+04 1.94E-09 6.17E-09 6.17E-09 6.17E-09
1.02E4-05 4.62E-10 1.46E-09 1.46E-09 1.46E-09
1.06E405 1.07E-10 3.39E-10 3.39E-10 3.39E-10
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SOLAR PARTICLE WORST-CASE SOLAR PARTICLE WORST-CASE 5min FLUX
S5min FLUX LEO MAXIMUM ENVELOPE GEO
LEO MAXIMUM ENVELO