
DEPARTMENT OF MECHANICAL AND AEROSPACE ENGINEERING
MASTER OF SCIENCE IN AEROSPACE ENGINEERING

Infrared Thermography-Based Heat Transfer
Analysis and Thermal Boundary Layer

Evaluation on Upscaled Models of Additively
Manufactured Rough Surfaces

Supervisor Candidate

Prof. Gaetano IUSO Fabio GISSI

Dr.-Ing. Mats KINELL

In collaboration with

24th July 2025





Stay hungry.
Stay foolish.





Abstract

Additive Manufacturing (AM), and in particular Laser Powder Bed Fusion (L-PBF),
enables the fabrication of complex internal geometries that are not feasible with tra-
ditional manufacturing techniques such as casting or milling. This capability is espe-
cially beneficial for gas turbine components, where advanced cooling channel designs
are required to sustain high thermal loads and improve overall engine efficiency. How-
ever, a direct consequence of the AM process is the formation of unique surface rough-
ness (SR) patterns, which affect both pressure loss and convective heat transfer (HT)
mechanisms. In particular, AM-induced SR tends to be irregular and highly stochastic
in nature, deviating from traditional roughness characterizations based on sand grain
analogs.

To better understand the effect of such SR on local heat transfer behavior, a dedicated
experimental rig—the Surface-Roughness-Heat-Transfer (SRHT) rig—was developed at
the Fluid Dynamics Laboratory of Siemens Energy AB. The rig enables the study of con-
vective heat transfer on upscaled physical models of AM surfaces using infrared (IR)
thermography, with air as the working fluid. Upscaled geometries are modeled from
real AM surfaces using scanning electron microscopy and surface topography data,
allowing detailed spatial evaluation of the local heat transfer coefficient (HTC).

In this study, the SRHT rig was extended to promote fully developed channel flow
conditions and improved thermal diagnostics. With the upgraded facility, existing
upscaled Aluminium and Inconel test objects were retested to re-evaluate previously
obtained heat transfer data. A comprehensive repeatability analysis was conducted by
varying the infrared camera positions to verify the robustness and spatial consistency
of the HTC measurements.

Additionally, this work introduces—for the first time within the project—a system-
atic investigation of the thermal boundary layer development along the flow direction
over AM-induced surface roughness. Boundary layer profiles were obtained through
distributed surface temperature measurements and analyzed in conjunction with spa-
tial HTC maps. This dual approach allowed deeper insight into the interplay between
local flow behavior and convective heat transfer augmentation due to roughness fea-
tures.

The results confirm the combined influence of increased effective surface area and
roughness-induced turbulence on the heat transfer enhancement observed on AM sur-
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faces. This study consolidates the infrared thermography methodology, validates the
robustness of the experimental process, and extends the project’s scope by integrat-
ing thermal boundary layer analysis into the heat transfer characterization frame-
work.
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Chapter 1

Introduction

This introductory chapter presents the motivation for the current study, followed by a
review of the state-of-the-art research in the field. The chapter concludes by outlining
the objectives of the thesis.

1.1 Motivation

Global energy consumption has nearly doubled over the past three decades and it is
predicted it will keep on rising [89]. Fig. 1.1 illustrates that the majority of the world’s
energy production still relies on non-renewable sources such as coal, which signifi-
cantly contribute to atmospheric pollution through the emission of greenhouse gases
and nitrogen oxides. Tomitigate climate change, global efforts are increasingly focused
on expanding the share of renewable energy and minimizing the environmental foot-
print of existing energy sources, with the ultimate goal of achieving net-zero emissions
by 2050.

Figure 1.1: Global primary energy consumption by source [89]

Total energy demand spans three key sectors: electricity, heating, and transportation.

1



Chapter 1. Introduction

In this context, Land-Based Gas Turbines (LBGTs) play a pivotal role in energy sup-
ply, serving applications such as peak load coverage and baseload power generation.
As internal combustion engines, gas turbines are used extensively across all three sec-
tors. In gas-steam and combined heat and power plants, they are core components for
electricity and thermal energy production. Additionally, gas turbines are employed
in aircraft propulsion and marine power systems. Their widespread adoption stems
from their high power density, broad power range, fuel flexibility, operational relia-
bility, and low pollutant emissions. In line with these benefits, Siemens Energy AB is
actively pursuing improvements in turbine efficiency while incorporating renewable
and alternative fuels.

Over the past decade, the performance of Industrial Gas Turbines (IGTs) has signifi-
cantly advanced, narrowing the gap with cutting-edge aerospace turbine technology.
These improvements are largely driven by the development of high-temperature mate-
rials, advanced coatings, and innovative cooling designs, which together enable higher
pressure ratios and turbine inlet temperatures (TITs) [33]. Modern gas turbines can
now achieve TITs exceeding 2000K, therefore they require efficient internal blade cool-
ing systems. The advent of Additive Manufacturing (AM), particularly Laser Powder
Bed Fusion (L-PBF), has further enabled the design and fabrication of complex internal
cooling geometries to meet these stringent thermal requirements.

Despite the advantages of AM, the L-PBF process inherently produces rough and irreg-
ular surface finishes [82]. While external surfaces can often be post-processed through
machining, internal features, such as narrow cooling channels, are generally inacces-
sible for such treatments [84]. These rough surfaces can trigger early boundary layer
transition, increase momentum losses, and induce flow separation, all of which can
contribute to elevated pressure losses [86, 88]. However, the same surface roughness
may enhance convective heat transfer within cooling channels, potentially improving
overall turbine thermal performance. While extensive research has been conducted on
friction factors and momentum transfer in rough AM channels, the specific effects on
convective heat transfer are less comprehensively understood. Addressing this knowl-
edge gap is the primary objective of this study.

1.2 Literature Review

Extensive research has been devoted to investigating the relationship between surface
roughness, flow properties, and heat transfer. Foundational studies by Hagen [1] and
Darcy [2] revealed that surface roughness increases pressure losses due to elevated
drag forces and blockage effects [7]. Building on these observations, Darcy introduced
a relationship between head loss and friction in pipe flow, which was later refined into
the well-known Darcy–Weisbach equation. This equation incorporates the Darcy fric-
tion factor fD , whose behavior depends on both the Reynolds number and the rough-
ness level of the pipe surface.

To better understand this relationship, Nikuradse [12] conducted systematic exper-
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iments by lining pipe walls with uniform sand grains, glued as closely as possible
onto smooth surfaces, creating the so-called sand grain roughness (ks). He measured
the pressure losses for various Re and ks/Dh values. Subsequently, Schlichting [7] ex-
panded on this by testing a variety of roughness elements (e.g., cones, rivets, spherical
segments), introducing the concept of "equivalent sand grain roughness", defined as
the height of uniform sand grains yielding the same friction loss as the actual rough
surface. These studies, along with contributions from von Kármán [6] and Colebrook-
White [9], culminated in the development of the Moody diagram [11]. This diagram
relates fD , Re, and relative roughness ks/Dh, showing that friction factor decreases with
increasing Re until it reaches a constant value in the fully turbulent regime. Higher rel-
ative roughness also causes earlier transition to turbulence, resulting in greater friction
losses. However, although ks/Dh remains a useful descriptor, it inadequately captures
the complexity of real, irregular surfaces. Later reviews by Bons [48] and Kadivar et al.
[88] highlight these limitations, especially in the context of artificial external rough-
ness.

While these early works focusedmainly on flow resistance, heat transfer was addressed
later due to the increased difficulty in high-precision thermal measurements [17]. One
of the first heat transfer studies in hydraulically rough pipes was conducted by Cope
[10], who investigated pyramid-structured rough surfaces. Using water as the work-
ing fluid, he found that rough pipes exhibited higher heat transfer rates than smooth
ones under equivalent pressure drops. Later, Dipprey & Sabersky [17] extended these
findings by exploring heat and momentum transfer in pipes with sand grain rough-
ness over a wide range of Re and Pr values. They reported heat transfer coefficient
(HTC) enhancements of up to 270%, albeit generally accompanied by even larger in-
creases in friction. With their experimental data, Dipprey & Sabersky made a first
approach to correlate surface roughness with the heat transfer performance, using a
similar methodology that Nikuradse used with the friction factor. This publication
inspired Dalle Donne & Meyer [23] to build on their methodology by correlating fric-
tion and HTC using the Stanton number for pipes with two-dimensional rectangular
rib roughness. Much of the research from the 1950s to 1980s was linked to nuclear
reactor cooling applications, where artificial roughness was favored for its controlla-
bility.

Despite the importance of friction factor and flow features, the present work aims
at exploring heat transfer enhancement over additively manufactured (AM) surfaces,
particularly focusing on local effects induced by roughness features. Ventola et al.
[57] found HTC enhancements up to 73% (average 63%) on external L-PBF-fabricated
surfaces. However, their study was limited to external flows. More comprehensive
internal flow investigations were carried out by Snyder, Stimpson, and Thole at Penn-
sylvania State University. In one of their early studies [63], they found that build ori-
entation significantly affected pressure losses, while heat transfer remained largely
unchanged. Stimpson et al. [64] later demonstrated that AM roughness increased both
pressure drop and HTC in rectangular channels, though not proportionally. Subse-
quently, they developed an empirical correlation relating the arithmetic mean rough-
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ness to Nikuradse’s ks, along with a Nusselt number prediction model for AM channels
[69]. Other studies questioned the reliability of arithmetic mean roughness (Ra); for
instance, Townsend et al. [65] and Han et al. [79] highlighted the superior predictive
capability of mean roughness depth Rz in describing AM surfaces.

Beyond experimental research, Computational Fluid Dynamics (CFD) has been widely
used to analyze AM surface effects. Hanson et al. [75] reconstructed surface topogra-
phies of scaled AM cooling channels using X-ray computed tomography (CT) and laser
displacement scanning (LDS). Their results emphasized the difficulty of generating
statistically representative analog surfaces and highlighted limitations of RANS mod-
els in predicting flow separation and friction.

With increasing computational power, Direct Numerical Simulation (DNS) has become
more prevalent for smooth-wall turbulence studies at high Re. However, DNS of rough
surfaces remains limited due to the need for extremely fine meshes [52]. To address
this, Garg et al. [108, 109] employed wall-resolved Large-Eddy Simulations (LES) to
study AM roughness in pipes. Their findings revealed that temperature profiles are
more sensitive to roughness than velocity profiles. Specifically, the inner-scaled tem-
perature roughness function ∆θ+ exhibited greater deviations than the velocity coun-
terpart ∆U+, underscoring the different behaviors of momentum and thermal bound-
ary layers.

Although significant progress has been made, the relationship between surface rough-
ness and convective heat transfer remains only partially understood. Peak heat transfer
generally occurs where thermal boundary layers are thinnest, typically in windward
impingement regions [76], whereas separation zones lead to thicker boundary layers
and diminished HTC. Numerous empirical correlations have been proposed to link
Nu, Re, fD , and Pr, but their effectiveness depends on the specific flow regime. Fur-
thermore, there is still no consensus on the most effective metric for characterizing AM
roughness or translating it into equivalent sand grain roughness.

1.3 Research Objectives

The fluid dynamic investigation presented in this thesis focuses on understanding the
heat transfer enhancement mechanisms that influence rough surfaces, such as those
found in additively manufactured (AM) micro-channels. The main objective is to ex-
pand the current understanding of how AM-induced roughness influences convective
heat transfer and to address the following research questions:

• How does the surface roughness produced by AM affect the overall flow behavior and
mean flow properties in the channel?

• How does the altered flow behavior enhance the heat transfer performance, and how
are they correlated?

• What are the dominant flowmechanisms or structures that significantly influence heat
transfer?

4



Chapter 1. Introduction

These aspects are critically important and must be carefully evaluated during the de-
sign phase of various thermofluidic components. To improve the accuracy of predic-
tions for key quantities such as pressure loss and heat transfer, extensive research has
been carried out at the Fluid Dynamics Laboratory of Siemens Energy AB in Finspång,
Sweden.

A Quasi-Steady State Heat Transfer (QSSHT) rig was developed to investigate real-size
AM cooling channels and to evaluate how key parameters, such as the Darcy friction
factor fD and the Nusselt number Nu, vary with Reynolds number Re and Prandtl
number Pr. The experimental campaign covered various channel lengths and diam-
eters, different materials (including Aluminium, Inconel 939, and Stainless Steel), and
multiple printing orientations. Both water and air were used as working fluids to span
a wider range of Prandtl numbers. Results from this rig are reported in Pagani [99],
Venturi [104], Lehmann [103] and Brugnera [107]. Although the QSSHT rig provides
reliable bulk data, it lacks the spatial resolution necessary for detailed analysis of local
heat transfer phenomena.

To address this limitation, a Surface Roughness Heat Transfer (SRHT) rig was designed to
provide spatially resolvedmeasurements of the convective heat transfer coefficient and
Nusselt number. The rig focuses on specific features such as surface peaks, valleys, and
flow separation regions. The aim is not only to identify how AM-induced roughness
enhances local heat transfer, but also to determine which roughness parameters most
strongly influence this behavior.

Initial work by Lehmann [103] validated the SRHT rig using smooth channels, fol-
lowed by testing a coarse analogue surface reconstructed from Scanning Electron Mi-
croscope (SEM) data of an Inconel 939 micro-channel produced via L-PBF with a 90◦

build orientation. His results showed increased heat transfer in rough regions, partic-
ularly on upstream-facing elements, with effects extending downstream. Wen [105]
later refined the analogue surface by correcting statistical deviations and geometric
fidelity to better match the original SEM profile, leading to improved agreement with
QSSHT data. Additional analogue surfaces were developed and tested by Brogliato
[106] and Tamagnini & Agostino [114], using Aluminum samples.

Despite these advancements, an important gap remained in understanding how rough-
ness affects the flow field itself. To address this, a dedicated Particle Image Velocimetry
(PIV) facility was built in 2024 [111, 114]. This setup allows for direct visualization of
boundary layer interactions with the same upscaled models used in the SRHT-rig. Pre-
liminary tests by Pedreño Marin [111] and Brogliato [106] suggested that heat transfer
may be reduced in the areas downstream of roughness elements due to the presence
of vortices or recirculation zones. However, these studies were limited by insufficient
channel length, raising concerns about whether fully developed flow conditions were
achieved.

The present work addresses these limitations by upgrading the experimental setup
and focusing on the development of the thermal boundary layer over AM roughness.
Special attention is given to characterizing the influence of roughness-induced turbu-
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lence and identifying which roughness set of parameters best correlate with friction
factor fD and the Nusselt number Nu under fully developed flow conditions.

1.4 Thesis Outline

Chapter 2 will introduce the theoretical background necessary for this study, includ-
ing fundamental notions about gas turbines, additive manufacturing, heat transfer,
boundary layers, and channel flow. Chapter 3 will focus on describing the experimen-
tal methodology. It will cover the SRHT rig setup, the infrared thermography system
for convective heat transfer measurements, and the data processing techniques.

Chapter 4 will present the experimental results, including validation procedures and
key findings related to flow behavior and heat transfer. Finally, Chapter 5 will con-
clude the thesis by summarizing the main outcomes and proposing potential direc-
tions for future research.
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Theoretical Background

This chapter provides an overview of the fundamental physical principles necessary
to support the experimental investigation conducted in this thesis.

The discussion begins with a review of gas turbine operation and the state-of-the-art in
cooling channel technologies, establishing the rationale for employing Additive Man-
ufacturing (AM) in the production of turbine blades. A concise introduction to AM
techniques is then presented, including a discussion of the surface roughness (SR)
typically induced by such processes. Understanding this roughness is essential for
reconstructing analogue surfaces based on roughness measurements.

The chapter then addresses the governingmechanisms of heat transfer (HT), providing
the background required to explain the heat transfer enhancement observed on AM
surfaces. Emphasis is placed on the use of Infrared Thermography as a diagnostic tool
for non-intrusive wall temperature measurement in the test facility.

Subsequent sections examine boundary layer theory, with particular attention to in-
ternal channel flow and the impact of rough surfaces on hydrodynamic and thermal
development. Finally, fundamental concepts related to flow and temperaturemeasure-
ment techniques, specifically Hot-Wire Anemometry and thermocouple instrumenta-
tion, are introduced to support later discussion of experimental procedures.

This theoretical framework is intended to establish a robust foundation for analyzing
convective heat transfer over upscaled AM rough surfaces reconstructed from surface
data obtained via Scanning Electron Microscope (SEM) measurements.

2.1 Gas Turbine

Industrial gas turbines belong to the category of thermal turbomachinery and are
widely used for electricity production, with power outputs ranging from a few kilo-
watts up to 600 megawatts [92].
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Among various power generation technologies, gas turbines stand out for their reli-
ability, availability, and operational versatility across a broad range of applications.
Although these machines are complex and require significant engineering effort dur-
ing development, their structure and working principles remain relatively straightfor-
ward.

Gas turbines generate power by converting the chemical energy stored in fuel into
mechanical energy through a combustion process. This energy conversion is governed
by a thermodynamic cycle.

In a typical internal combustion gas turbine, which is an air-breathing thermal engine,
ambient air enters the intake and is compressed by the axial or centrifugal compres-
sor. This compression increases both pressure and temperature. The compressed air
then enters the combustion chamber, where fuel is injected and combusted, leading
to a substantial rise in temperature and internal energy. The high-energy gas mixture
subsequently expands through the turbine stages, driving the rotor and producing
mechanical work. The working fluid is then discharged through the exhaust system
[32].

In Combined Cycle Power Plants (CCPPs), the hot exhaust gases exiting the gas tur-
bine are further utilized for steam generation in a Heat Recovery Steam Generator
(HRSG) or to provide thermal energy for heating applications, such as district heating
systems.

Figure 2.1: A modern land-based gas turbine used for electric power production. This
is Siemens Energy’s SGT-800 gas turbine, employed in industrial power generation and
oil and gas applications. It can produce 62.5MW with a gross efficiency of 41.1% and
a NOX emissions level of 15÷ 25 ppmvd [91].
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2.1.1 Gas Power Cycles

Most power-producing devices operate based on thermodynamic cycles, making the
study of such cycles a fundamental aspect of thermodynamics. The analysis of real
cycles is often complicated by factors such as friction, heat losses, and the limited
time available for reaching thermodynamic equilibrium. To facilitate analysis, these
real cycles are often idealized by removing internal irreversibilities and complexities.
The resulting simplified model, made entirely up by internally reversible processes, is
known as an ideal cycle.

Several thermodynamic cycles are relevant to engineering applications. These in-
clude:

• the Carnot cycle, composed of four entirely reversible processes;

• theOtto cycle, representing the ideal cycle for spark-ignition internal combustion
engines;

• the Diesel cycle, which models compression-ignition engines;

• and the Brayton cycle, which is the ideal cycle for gas turbine engines.

The Otto and Diesel cycles are typically found in reciprocating engines, referred to as
intermittent or alternative engines because they deliver power in cycles. In contrast,
the Brayton cycle operates in a continuous manner and is suited for open-cycle power
generation systems, such as gas turbines.

A comparison of these cycles on a pressure-volume (p−v) diagram is shown in Fig. 2.2.
It is evident from the diagrams that combustion in the Brayton cycle occurs at constant
pressure, whereas in the Otto cycle, it occurs at constant volume.

(a) Otto cycle (b) Brayton cycle

Figure 2.2: p − v diagrams of the intermittent Otto cycle and continuous Brayton cycle
[42]

As these diagrams represent idealized cycles, several simplifying assumptions aremade:
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1. The air mass flow is significantly greater than the fuel mass flow: ṁa≫ ṁf .

2. The flow is homogeneous and frozen, meaning that its composition does not
change during the cycle.

3. The compressor and turbine have equal pressure ratios: p2p1 =
p3
p4
.

4. The working fluid is assumed to behave as a calorically and thermally perfect
gas, implying constant specific heats:

cp ≠ f (T ), γ ≠ f (T ), with γ =
cp
cv

5. There are no pressure losses, and all adiabatic processes are considered isen-
tropic, i.e., all components operate at 100% efficiency.

2.1.1.1 Brayton Cycle: The Ideal Cycle for Gas-Turbine Engines

The Brayton cycle was first proposed by George Brayton for use in a reciprocating oil-
burning engine developed around 1870 [39]. Today, it is applied exclusively to gas
turbines, where both compression and expansion are carried out using rotating ma-
chinery. Gas turbines typically operate on an open cycle, as shown in Fig. 2.3(a). Fresh
air at ambient conditions is drawn into the compressor, where its pressure and temper-
ature are increased. The high-pressure air is then directed into the combustion cham-
ber, where fuel is burned at constant pressure. The resulting high-temperature gases
enter the turbine, expand to atmospheric pressure, and produce mechanical work. The
exhaust gases are expelled rather than recirculated, which characterizes the system as
an open cycle.

(a) Open cycle (b) Closed cycle

Figure 2.3: Schematic representation of gas turbine cycles [39]

The open gas-turbine cycle can be modeled as a closed cycle, as shown in Fig. 2.3(b),
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by applying air-standard assumptions. In this model, the combustion process is re-
placed by a constant-pressure heat addition from an external source, and the exhaust
process is replaced by a constant-pressure heat rejection to the surrounding environ-
ment.

The ideal Brayton cycle consists of four internally reversible processes:

1-2: Isentropic compression (in a compressor)

win = h2 − h1 = cp(T2 −T1) > 0

2-3: Constant-pressure heat addition

qin = h3 − h2 = cp(T3 −T2) > 0

3-4: Isentropic expansion (in a turbine)

wout = h4 − h3 = cp(T4 −T3) < 0

4-1: Constant-pressure heat rejection

qout = h1 − h4 = cp(T1 −T4) < 0

As seen in Fig. 2.4(a), the isobaric lines p1 = p4 and p2 = p3 diverge, indicating that the
work output from expansion exceeds the work input required for compression. This
results in a net work output:

wnet = wout −win

or equivalently:
wout = win +wnet

Components such as compressors, turbines, and heat exchangers in a gas turbine typ-
ically operate continuously for extended periods, often several months, before sched-
uled maintenance. Thus, they are appropriately modeled as steady-flow devices.

(a) T − s diagram (b) p − v diagram

Figure 2.4: T − s and p − v diagrams of the ideal Brayton cycle [39]
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Neglecting changes in kinetic and potential energies, the energy balance for a steady-
flow process becomes:

(qin − qout) + (win −wout) = hexit − hinlet

From this, the heat transfers are:

qin = h3 − h2 = cp(T3 −T2)
qout = h4 − h1 = cp(T4 −T1)

Under cold-air-standard assumptions, the thermal efficiency becomes:

ηth,Brayton =
wnet

qin
= 1−

qout
qin

= 1−
cp (T4 −T1)
cp (T3 −T2)

= 1− T1(T4/T1 − 1)
T2(T3/T2 − 1)

Given that processes 1-2 and 3-4 are isentropic, and assuming p2 = p3 and p4 = p1, the
following equation is derived:

T2
T1

=
(︄
p2
p1

)︄(γ−1)/γ
=
T3
T4

Substituting into the efficiency relation gives:

ηth,Brayton = 1−
(︄
T4
T3

)︄
= 1− 1

r
(γ−1)/γ
p

(2.1)

where rp = p2/p1 is the pressure ratio and γ = cp/cv is the specific heat ratio.

Equation (2.1) shows that the thermal efficiency of the ideal Brayton cycle increases
with both the pressure ratio and the specific heat ratio of the working fluid. This trend
is consistent with the behavior of actual gas turbines. A plot of thermal efficiency
versus pressure ratio is shown in Fig. 2.5, assuming γ = 1.4, typical of air at room
temperature.

The working fluid (air) in gas turbines serves two purposes: it provides oxygen for
combustion and it acts as a coolant to maintain component temperatures within oper-
ational limits. Air-to-fuel mass ratios of 50:1 or higher are not uncommon, and mod-
eling combustion gases as air introduces negligible error.

Gas turbines are widely used in twomain applications: aircraft propulsion and electric
power generation. In aviation, the turbine produces just enough power to operate
the compressor and auxiliary equipment, while thrust is generated by high-velocity
exhaust gases. In power generation, gas turbines operate in simple or combined cycle
configurations. In combined cycles, exhaust gases heat water in a Heat Recovery Steam
Generator (HRSG) to power a steam turbine. Closed-cycle Brayton systems are also
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used in nuclear power plants, where helium or other ideal gases may replace air as the
working fluid [39, 53].

The thermal efficiency of a gas turbine is strongly influenced by the Turbine Inlet Tem-
perature (TIT), which is enhanced by improvements in heat transfer mechanisms. Ad-
ditive Manufacturing (AM) enables the creation of intricate internal geometries that
enhance cooling, facilitating higher TIT values and improving overall cycle perfor-
mance.

Figure 2.5: Cycle efficiency as a function of compressor pressure ratio and TIT [33]

2.1.2 Turbine Blade Cooling Methods

Current state-of-the-art gas turbine development is primarily focused on increasing
the Turbine Inlet Temperature (TIT), as this significantly enhances thermal efficiency.
According to Eq. (2.1), the efficiency of a gas turbine is strongly influenced by both
TIT and the pressure ratio rp across the compressor. While increasing rp contributes
to improved efficiency, the effect is modest (approximately proportional to r0.3p ). In
contrast, increasing TIT has a more substantial impact.

Over recent decades, TIT has steadily risen from approximately 540◦C in the 1940s to
over 1450◦C in modern turbines [40, 101]. These increases exceed the melting point
of conventional materials and have been made possible through advanced material
development and innovative cooling techniques. Examples include ceramic thermal
barrier coatings and the use of compressor discharge air to cool turbine blades. As TIT
rises, combustion temperature must increase to offset the diluting effect of the cool-
ing air, making efficient cooling air usage crucial to achieving net cycle performance
gains.

Consequently, two critical aspects in modern turbine blade cooling are augmented in-
ternal cooling and external film cooling [39, 102]. These are essential for both aviation
and stationary power generation applications.

It is worth noting that the temperature across a turbine blade is non-uniform, it varies
from the leading to the trailing edge and from root to tip. The highest temperatures
typically occur at the stagnation point. Therefore, cooling strategies must be tailored
to specific regions of the blade.
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Figure 2.6: Evolution of gas turbine temperatures with cooling techniques over time
[100]

(a) Path of the flow inside the blade [120] (b) Typical techniques for turbine blade
cooling [95]

Figure 2.7: Schematic representation of cooling techniques in gas turbines
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Turbine blade cooling combines internal and external mechanisms. Internal cooling
channels embedded within the blade extract heat via convection. Techniques include
ribbed serpentine channels, impingement jets, and pin-fin arrays. External cooling,
commonly known as film cooling, discharges air through holes on the blade surface
to form a protective film that insulates against hot combustion gases. These meth-
ods must minimize the consumption of compressor discharge air, as diverting this air
reduces overall thermal efficiency and power output [40, 68, 73].

2.1.2.1 Internal Cooling

Internal cooling strategies involve the circulation of air or liquid through complex
internal geometries. The use of Additive Manufacturing (AM) enables the creation
of intricate channel designs that enhance surface area and heat transfer rates [73,
101].

In convection cooling, the coolant flows through internal passages. Heat is transferred
first via conduction from the blade material to the internal surface and then via con-
vection to the coolant. Early implementations utilized single-pass cooling (hub-to-tip
flow), whereas modern blades feature multi-pass serpentine geometries for improved
effectiveness.

Impingement cooling is a high-intensity variant of convection cooling. Coolant is dis-
charged perpendicularly onto the internal walls of the airfoil via discrete orifices. After
impact, the coolant continues downstream toward the trailing edge, aiding in internal
heat extraction. This method is particularly suited for localized high-temperature re-
gions, such as the leading edge.

2.1.2.2 External Cooling

External cooling is critical for increasing the lifespan of components in the hot section.
This approach generally involves creating a thin film of coolant on the blade’s surface,
providing a thermal barrier between the hot gases and the metal surface. However,
this benefit comes at the cost of extracting air from the compressor, which negatively
impacts cycle efficiency [85].

In film cooling, coolant air is ejected from internal passages through surface holes
or slots to create a cooling film over the blade. In full blade film cooling, the entire
surface is covered with closely-spaced holes to ensure uniform coolant distribution
and better mixing with the boundary layer.

Transpiration cooling shares the same principle as film cooling, forming a cooling
layer, but uses a porous material instead of discrete holes. This allows a more uniform
distribution of coolant across the surface. While this technique offers significant ther-
mal protection, it has not yet been implemented in commercial turbine applications
[110].

Thermal Barrier Coatings (TBCs) involve applying insulating ceramic layers to tur-
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bine components. These coatings have very low thermal conductivity and can support
steep thermal gradients, reducing the metal surface temperature by up to 100◦C. The
white layer visible in Fig. 2.8(b) represents such a coating.

(a) Turbine blade with discrete film
cooling holes [45]

(b) Turbine blade with full-surface
film cooling [119]

Figure 2.8: Comparison of discrete vs full blade film cooling

2.2 Additive Manufacturing

Traditional manufacturing processes for turbine blades include casting or milling. In
these subtractive methods, the complexity of cooling channels that can be integrated
into blade geometry is limited. Additive Manufacturing (AM), however, allows for
more intricate cooling designs since the component is built layer by layer. This section
introduces the AM process.

AM has evolved rapidly over the last decade and gained significant traction in vari-
ous industries, including automotive, aerospace, medicine, sports, and construction
[74]. As mentioned, AM facilitates complex designs for internal turbine blade cooling,
thereby enhancing cycle efficiency, reducing fuel consumption, and increasing power
output. Understanding the core principles of AM is thus fundamental to this the-
sis. Studying upscaled analogue surfaces of AM cooling channels requires insight into
both surface roughness (SR) measurements and the AM techniques used in turbine
blade production.

The following sections introduce key AM methods and explain the concept and quan-
tification of AM-induced roughness.

2.2.1 Additive Manufacturing Fundamentals

Additive Manufacturing, or 3D printing, was developed in the early 1980s by Charles
Hull, initially called stereolithography. During the 1990s, AM gained industry recog-
nition for rapid prototyping in fields such as automotive, aerospace, and healthcare
[54].
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Unlike conventional CNCmilling and turning, which are subtractive, AM builds com-
ponents by depositing and fusing material. Functionally, 3D printing resembles inkjet
printing but uses metal or polymer to build a digital model layer by layer into a phys-
ical object.

Every AM process starts with a 3D CADmodel, converted into an STL (Standard Trian-
gle Language) file. Unlike CAD, STL contains only triangulated surface geometry. The
model is then sliced into thin layers (20µm to 1mm) and sent to the printer. Each layer
is formed by selectively melting or sintering material using a heat source, typically a
laser. After fabrication, surface treatments are often needed [60].

Figure 2.9: Basic steps in the additive manufacturing process [115]

2.2.2 Additive Manufacturing Technologies

Originally limited to polymers, AM now includes metals thanks to advances in CAM
and laser technologies. This has expanded AM from prototyping to full-scale produc-
tion.

Figure 2.10: Overview of AM processes [80]
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A summary of current AM methods is shown in Fig. 2.10, with key technologies de-
scribed below [115]:

• Fused Deposition Modeling (FDM): Common in consumer printers. A heated ex-
trudermelts a polymer filament, layering 2D patterns to build a 3D object. Strength
is lower than other techniques, but reinforced filaments (e.g., carbon or metal-
filled) offer improvements.

• Stereolithography (SLA): Uses a UV laser to cure photoreactive resin in a vat. Of-
fers high precision but limited mechanical strength and component size.

• Powder Bed Fusion (PBF): Preferred in industry for its superior mechanical prop-
erties and material flexibility. A laser melts or sinters powder layers (e.g., in
Selective Laser Melting or Selective Laser Sintering).

Figure 2.11: Schematic of a typical Selective Laser Sintering 3D printer [83]

2.2.2.1 Laser Powder Bed Fusion (L-PBF)

Powder Bed Fusion (PBF) is a type of Additive Manufacturing (AM) 3D-printing tech-
nique that enables the production of parts directly from their digital design files. It
involves selectively melting a metallic powder layer by layer using a focused energy
source, such as a laser or an electron beam, depending on the specific process (e.g.,
SLMmethod). After each layer is melted and solidified, a new layer of powder is spread
over the surface, and the energy source resumes melting according to the desired ge-
ometry. This sequence is repeated until the entire component is built. The powder
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that remains unfused can be collected and recycled for future use. Common tech-
nologies in this category include Selective Laser Sintering (SLS), Selective Laser Melting
(SLM), and Electron BeamMelting (EBM). These methods are well known for producing
near-net-shape components using a wide selection of materials and enabling the fab-
rication of complex geometries such as lattice structures, which can reduce the overall
weight of the part while preserving structural performance. Due to these advantages,
there is a strong demand for PBF processes in the aerospace sector and other indus-
tries where geometrical complexity provides a significant performance benefit. As an
example, Siemens received the Emerging Technology Award from the American Society
of Mechanical Engineers (ASME) for its innovative use of additive manufacturing in
the production of gas turbine blades.

Figure 2.12: Powder bed fusion [94]: (a) side view; (b) magnified view on the single
solder point

Despite its advantages, PBF presents some limitations related to surface roughness and
fatigue resistance when compared to traditionally machined parts. Several process-
related parameters affect the final surface quality, especially due to localized heat ac-
cumulation, which can cause unwanted powder particles to adhere to the surface. In
particular:

• Part location on the build plate:
If two parts are placed too close to each other, heat may be conducted through the
powder between them, possibly causing unintended powder melting and clog-
ging of small internal features, such as cooling channels.

• Angle between the feature and the build plate:
The inclination angle influences the overlap between successive layers, and this
can affect the resulting surface roughness.

• Upskin/Downskin orientation:
Downskin surfaces tend to have amore pronounced roughness due to the upward
heat transfer into previously deposited layers, which are thinner and therefore
more easily overheated. This leads to powder particles adhering more readily to
the component’s underside.

• Wiper performance:
The ability of the recoater or wiper to evenly spread the powder layer can in-
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fluence the uniformity of the surface finish. Inconsistent spreading results in
localized surface roughness variations.

• Argon stream direction:
The entire process is carried out in an inert atmosphere to prevent oxidation.
Argon flows from one side of the build plate to the other, dragging along spatter
and oxide debris. This results in a rougher surface on the outflow side of the
plate.

With more than 150 interdependent parameters involved in L-PBF processes [98],
checking the final quality of the component remains a complex challenge. A deep
understanding of the interplay between process settings, part orientation, thermal his-
tory, and inert gas flow is essential to mitigate surface defects and ensure the desired
performance of the printed parts.

2.2.3 AM-induced Surface Roughness

A characteristic feature of components produced via Laser Powder Bed Fusion (L-PBF)
is their relatively high surface roughness (SR), which can significantly affect both pres-
sure losses and heat transfer performance. While SR on external surfaces can often be
mitigated through post-processing techniques, this becomes much more challenging,
or even infeasible, in internal features with small cross-sectional areas, such as cooling
channels in turbine blades.

A representative example of the SR observed on L-PBF-manufactured components is
shown in Fig. 2.13. The surface is populated by powder particles of various sizes, some
of which are fused together (A), while others only weakly adhere to the surface (B, C),
resulting in an entirely stochastic distribution. This phenomenon arises because some
particles undergo partial melting or sintering, leading to irregular bonding and surface
textures. Such behavior can be attributed to several process parameters, including
laser power, scan speed, layer thickness, part placement on the build platform, and
printing direction [93].

Heat transfer enhancement is primarily associated with the increased surface area re-
sulting from SR, which facilitates greater thermal exchange. Additionally, the manner
in which particles interact with the surface further influences heat transfer behavior.
For instance, particle C in Fig. 2.13 is more deeply embedded in the surface than par-
ticle B, establishing a superior thermal conduction path. This effect is particularly
advantageous in cooling channel applications. However, due to the random nature of
particle deposition and fusion, the local HT distribution becomes highly non-uniform
and difficult to predict accurately [69].

The qualification of AM components using non-destructive testing (NDT) techniques
requires a comprehensive set of measurements to verify material and manufacturing
integrity. Surface roughness is one of the key indicators in this context. While tradi-
tionally defined as a quality requirement, SR now serves a dual role as both a func-
tional specification and a measure of AM process efficiency, particularly in metal AM
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Figure 2.13: Microscope image of powder particles attached to the surface [69]

techniques like L-PBF [77].

The actual geometry of additively manufactured surfaces is so complex that no finite
set of parameters can fully capture its characteristics [34]. The ASME B46.1 [78] and
ISO 21920-2:2021 [97] standards provide widely accepted frameworks for defining
surface texture in terms of roughness, waviness, and lay. As more parameters are in-
troduced, the surface description becomes increasingly accurate, which has motivated
the development of new metrics for SR evaluation. Surface roughness parameters are
generally classified into three main categories based on their analytical focus: ampli-
tude parameters, spacing parameters, and hybrid parameters [34].

2.3 Topological Parameters of Roughness

At the microscopic level, no surface is perfectly smooth; all exhibit geometrical irreg-
ularities, either random or uniform, comprising peaks and valleys that arise from the
manufacturing process. The frequency of these irregularities defines the type of sur-
face texture: roughness for high-frequency features, waviness for medium-frequency
features, and surface form for low-frequency geometry changes, which indicate the
overall shape of the object surface [88].

Due to the wide variation in surface types, shapes, and morphologies, the first step in
characterizing roughness is to adopt clearly defined and measurable surface parame-
ters.

Comprehensive discussions of roughness parameters and their effects on turbulent
flow are provided in [34, 86, 117]. This section presents a concise overview of the key
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Figure 2.14: Difference between roughness, waviness and form [116]

topological parameters, also referred to as surface properties or roughness statistics.
Commonly used parameters are summarized in Table 2.1.

To identify the most influential parameters affecting heat transfer, this thesis adopts a
detailed classification of roughness parameters. Using only a limited set of descriptors
may result in misinterpretations; surfaces with similar values for select parameters
may exhibit fundamentally different thermo-fluid dynamic behaviors.

Figure 2.15: Schematic of the profile texture parameters [113]: (a) Ra, Rq, Rp, Rv ,
Rz, (b) Rsk and the height probability distribution, (c) Rku and the height probability
distribution.
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To ensure a robust and reliable surface description, roughness parameters are catego-
rized into three groups: roughness height parameters, roughness spatial (density) parame-
ters, and roughness spectral parameters [117].

2.3.1 Roughness Height Parameters

Roughness parameters can be computed either along a profile line of length l (Fig.
2.15) or over a sampling area A. The profile-based parameters are denoted as R pa-
rameters, while area-based parameters are referred to as S parameters. Although R
parameters are more widely adopted, S parameters provide a more representative and
statistically robust description of surface features.

Amplitude parameters (R or S) are derived from height maps and quantify surface
texture based on vertical deviations from a reference mean plane. Let h (x,y) represent
the surface elevation relative to a reference level z = 0. The height map can be decom-
posed into its mean and fluctuating components: h (x,y) = h + h′ (x,y), where h is the
mean height, and h′ (x,y) is the local deviation from the mean. The domain dimensions
are lx and ly in the x and y directions, respectively.

2.3.1.1 Arithmetic Mean Roughness

The arithmetic mean roughness Sa, also known as the centre line average (CLA), is the
most widely used parameter for general surface quality control. It quantifies the aver-
age of the absolute values of the surface height deviations from the mean plane across
a given area:

Sa =
1
lxly

∫︂ lx

0

∫︂ ly

0

⃓⃓⃓
h′ (x,y)

⃓⃓⃓
dxdy

2.3.1.2 Root Mean Square Roughness

The root mean square roughness Sq (RMS roughness) represents the standard deviation
of the surface height distribution. It provides a statistical measure of surface irregu-
larities and is more sensitive to large deviations than Sa. The RMS mean line is the line
that divides the profile so that the sum of the squares of the deviations of the profile
height from it is equal to zero.

Sq =

√︄
1
lxly

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))2 dxdy

2.3.1.3 Five-Point Height

The five-point height Sz is defined based on either the ISO or DIN standard. In this
work, the ISO definition is adopted. It defines Sz as the mean vertical distance between
the average of the five highest peaks and the five lowest valleys within the sampling
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area. This metric is particularly sensitive to occasional high or low features, unlike
Sa:

Sz =
1
N

N∑︂
i=1

Sti =
1
N

N∑︂
i=1

(︂
Spi + Svi

)︂
where N = 5 under ISO conventions, or N = 10 in the DIN standard.

2.3.1.4 Maximum Profile Peak Height

Themaximum profile peak height Sp is the largest deviation above themean surface:

Sp =max(h′ (x,y))

2.3.1.5 Maximum Profile Valley Depth

The maximum profile valley depth Sv is the greatest deviation below the mean surface
level:

Sv =
⃓⃓⃓
min(h′ (x,y))

⃓⃓⃓
2.3.2 Roughness Spatial (Density) Parameters

Beyond primary amplitude-based roughnessmetrics, additional topographical descrip-
tors are necessary to capture secondary surface characteristics that influence flow be-
havior. These include the shape of the height distribution, the spatial arrangement of
roughness elements (e.g. clustering, anisotropy, and periodicity) and the orientation
of the surface relative to the main flow direction.

The spatial organization of roughness can be quantified using the frontal solidity pa-
rameter (λf ), the effective slope (ES), and the roughness density (Λ). These parameters
characterize the portion of the surface exposed to pressure (form) drag and they are,
thus, frequently interpreted as proxies for roughness element density.

2.3.2.1 Effective Slope

The effective slope ES quantifies themean absolute gradient of the surface in the stream-
wise or spanwise direction. While both directions may be considered, the streamwise
gradient is of particular relevance in wall-bounded turbulent flows.

Low values of ES typically indicate widely spaced or gently undulating surfaces (i.e.,
long-wavelength roughness), while high ES corresponds to densely packed or steeply
varying features. These behaviors correspond respectively to k-type roughness and d-
type roughness [88].

ESx =
1
lxly

∫︂ lx

0

∫︂ ly

0

⃓⃓⃓⃓⃓
∂h′ (x,y)
∂x

⃓⃓⃓⃓⃓
dxdy

ESy =
1
lxly

∫︂ lx

0

∫︂ ly

0

⃓⃓⃓⃓⃓
∂h′ (x,y)
∂y

⃓⃓⃓⃓⃓
dxdy
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2.3.2.2 Frontal Solidity

The frontal solidity λf is defined as the ratio of the projected frontal area of the rough-
ness elements, Af , to the total plan area, At . This parameter reflects the area avail-
able for pressure drag and can serve as a surrogate for surface roughness density. For
λf → 0, such as in the case of isolated or sparse features, the surface behaves simi-
larly to a hydraulically smooth wall. At the other extreme, in highly dense configu-
rations, elements shield one another and drag is again diminished. Maximum drag
and heat transfer typically occur in the intermediate regime, where 0.1 ≲ λf ≲ 0.3 [86,
117].

The sparse regime is generally defined by λf ≤ 0.15 (ES ≤ 0.35), while values above
this threshold indicate a dense regime. However, recent studies show that this classifi-
cation is sensitive to additional parameters such as skewness [59, 72].

λf =
Af
At

Despite its usefulness, λf alone cannot distinguish between different roughness con-
figurations. For example, the two surfaces depicted in Fig. 2.16(b,c) have equal λf and
roughness height, but differ significantly in element aspect ratio and spatial packing.
To capture such differences, the plan solidity λp (see Section 2.3.3.3) is required.

Figure 2.16: Surface sketches to illustrate frontal solidity
(︂
λf

)︂
and plan solidity

(︂
λp

)︂
,

as well as clustering and directionality. Open and filled arrows in panel g indicate
different possible flow orientations [86].

2.3.2.3 Roughness Density

The roughness density parameter Λ has also been proposed as a spatial descriptor of
surface roughness. It is defined in terms of the local surface angle αh = arctan

(︂
∂h′(x,y)
∂x

)︂
and relates the frontal and windward wetted areas:

Λ =
1
λf

(︄
Af
Aw

)︄
25



Chapter 2. Theoretical Background

where Aw denotes the total wetted surface area exposed to the flow in the windward
direction.

2.3.3 Roughness Spectral Parameters

2.3.3.1 Skewness

Skewness characterizes the asymmetry of the surface height distribution. It quanti-
fies the degree to which the distribution deviates from a Gaussian (normal) shape, for
which the skewness is zero. A surface exhibiting large valleys with fewer high peaks,
as might occur due to deposition phenomena in laser sintering, results in a positive
skewness (Ssk > 0). Conversely, surfaces featuring dominant peaks with occasional
deep valleys, such as those caused by pitting or corrosion, tend to exhibit negative
skewness (Ssk < 0). This concept is illustrated in Fig. 2.17.

Ssk =
1

S3q

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))3 dxdy

Figure 2.17: Irregular surfaces with different skewness levels, adapted from [86]

2.3.3.2 Kurtosis

Kurtosis is a measure of the "peakedness" or sharpness of the surface height distribu-
tion. A value of Sku = 3 indicates a Gaussian distribution. Surfaces with Sku < 3 ex-
hibit a platykurtic distribution, where the profile is relatively flat with fewer extreme
deviations (low peaks and shallow valleys). Conversely, surfaces with Sku > 3 are lep-
tokurtic, meaning they have many sharp peaks and deep valleys. These differences in
topographical structure are depicted in Fig 2.15.

Sku =
1

S4q

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))4 dxdy
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2.3.3.3 Plan Solidity

The plan solidity λp is defined as the ratio between the projected plan area of the rough-
ness elements, Ap, and the total reference area, At :

λp =
Ap
At

A high plan solidity
(︂
λp→ 1

)︂
indicates a densely packed configuration of roughness

elements and is generally associated with negative skewness. In contrast, a low plan
solidity

(︂
λp→ 0

)︂
corresponds to sparsely distributed elements, typically correlated

with positive skewness.

The ratio λf /λp provides insight into the geometric aspect ratio of roughness elements.
Cube-like elements have λf /λp = 1, while λf /λp < 1 implies squat or flat elements,
and λf /λp > 1 indicates tall, slender structures. However, this interpretation may be
distorted in cases of clustering or non-uniform distribution.

Combining spectral and spatial parameters provides a more comprehensive assess-
ment of roughness characteristics. Recent studies demonstrate that jointly consider-
ing plan solidity λp and frontal solidity λf leads to an improvement in drag prediction
[117].

2.4 Fundamentals of Heat Transfer

This section presents the principles underlying the fundamental mechanisms of heat
exchange. In [42], the authors provide detailed explanations in response to core ques-
tions that often arise when studying heat transfer:

What is heat transfer? How is heat transferred? Why is it important?

The objective of this thesis is not to pursue such an extensive discourse, but rather
to cover the foundational concepts of heat transfer, offering a general framework to
support the understanding of this research project.

2.4.1 Definition and Governing Laws

The investigation of heat transfer involves two primary objectives: (1) to evaluate the
rate of energy transfer as heat across a system’s boundary in both steady and unsteady
conditions; and (2) to determine the temperature distribution within the system over
time and space. This investigation provides essential insight into temperature gradi-
ents and how they evolve at various locations and times.

A concise definition of heat transfer is provided by Incropera et al. [42]:

Heat transfer (or heat) is the thermal energy in transit due to a spatial temperature
difference.
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Parameter Definition Description
Roughness Height Parameters

Sa
1
lxly

∫︂ lx

0

∫︂ ly

0

⃓⃓⃓
h′ (x,y)

⃓⃓⃓
dxdy

Arithmetic mean height deviation
from the mean surface plane

Sq

√︄
1
lxly

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))2 dxdy Root-mean-square roughness

Sv
⃓⃓⃓
min(h′ (x,y))

⃓⃓⃓ Maximum valley depth below the
mean line within the sampling area

Sp max(h′ (x,y))
Maximum peak height above the

mean line within the sampling area

Sz
1
N

N∑︂
i=1

Sti =
1
N

N∑︂
i=5

(︂
Spi + Svi

)︂ Average of five highest peaks and
five deepest valleys (ISO standard)

Roughness Spatial Parameters

ES
1
lxly

∫︂ lx

0

∫︂ ly

0

⃓⃓⃓⃓⃓
∂h′

∂x

⃓⃓⃓⃓⃓
dxdy Effective slope

λf
Af
At

Frontal solidity

Λ
1
λf

(︄
Af
Aw

)︄
Roughness density

Roughness Spectral Parameters

Ssk
1

S3q

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))3 dxdy Skewness

Sku
1

S4q

∫︂ lx

0

∫︂ ly

0
(h′ (x,y))4 dxdy Kurtosis

λp
Ap
At

Plan solidity

Table 2.1: Summary of surface roughness parameters
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This definition implies that whenever a temperature difference exists within a medium
or between different media, heat transfer will occur. Specifically, thermal energy al-
ways flows from the region of higher temperature to that of lower temperature.

In the study of heat transfer, the goal is to describe the mechanisms by which this en-
ergy exchange occurs between different equilibrium states. Three primary heat trans-
fer mechanisms, or modes, are recognized: conduction, convection, and thermal ra-
diation, as illustrated in Fig. 2.18.

Figure 2.18: Conduction, convection, and radiation heat transfer modes [42]

When a temperature gradient exists within a stationary medium (solid or fluid), the
resulting energy transfer is referred to as conduction. In contrast, convection describes
the energy exchange between a surface and an adjacent moving fluid at a different
temperature. A third mode, known as thermal radiation, involves the emission of elec-
tromagnetic energy from all surfaces at a temperature above absolute zero. Thus, even
in the absence of a material medium, heat can be transferred by radiation between two
surfaces at different temperatures.

The fundamental laws that govern heat transfer and their application are summarized
below [43]:

1. First Law of Thermodynamics: This law expresses the principle of energy con-
servation, relating heat flow to the change in a system’s internal energy. For a
closed system:

"Net heat flow across the system boundary + internal heat generation = change
in internal energy"

This principle also holds for open systems with appropriate modifications.

2. Second Law of Thermodynamics: This law dictates the direction of heat flow,
stating that thermal energy will always flow in the direction of decreasing tem-
perature, i.e., along the negative temperature gradient.

3. Newton’s Laws of Motion: These are used to determine fluid flow behavior,
which in turn affects convective heat transfer.
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4. Law of Conservation of Mass: Applied in analyzing fluid flow properties, this
law is essential for formulating the continuity equation in convective heat trans-
fer studies.

5. Rate Equations: Each heat transfer mode has an associated rate equation; for
example, Fourier’s law for conduction, Newton’s law of cooling for convection,
and the Stefan-Boltzmann law for radiation.

2.4.2 Conduction

The conductionmechanism describes energy transfer due to the microscopic motion of
electrons or molecules, such as lattice vibrations in solids or molecular collisions in
fluids. A key characteristic of conduction is the absence of macroscopic mass motion,
in fact energy is transferred without the net movement of matter.

The physical mechanism of conduction can be intuitively explained by considering a
gas subject to a temperature gradient, as illustrated in Fig. 2.19. Let us assume that no
bulk fluid motion exists, and that the gas is confined between two surfaces at differ-
ent temperatures. In this context, temperature corresponds to the average molecular
energy, including translational, rotational, and vibrational contributions.

(a) (b)

Figure 2.19: Conduction processes [42]: (a) Association of conduction heat transfer
with energy diffusion due to molecular activity; (b) One-dimensional heat transfer by
conduction

At higher temperatures, molecules possess greater kinetic energy. When these en-
ergetic molecules collide with neighboring, less energetic ones, energy is transferred
from hot to cold regions. Even in the absence of direct collisions, random molecular
motion across an imaginary plane results in a net energy transfer. Molecules from
the high-temperature region will, on average, carry more energy than those from the
colder side, resulting in a unidirectional energy flux. This phenomenon is referred to
as diffusion of energy.

To quantify this process, the appropriate rate law is Fourier’s law of heat conduction,
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which relates the local heat flux to the temperature gradient. For a one-dimensional
conduction scenario, such as the plane wall shown in Fig. 2.19(b), the heat flux q̇x is
given by:

q̇x = −ktc
dT
dx

(2.2)

The negative sign indicates that heat flows in the direction of decreasing temperature,
in agreement with the second law of thermodynamics.

In three-dimensional systems, the generalized form of Fourier’s law is:

q̇ = −ktc∇T = −ktc
(︄
i⃗
∂T
∂x

+ j⃗
∂T
∂y

+ k⃗
∂T
∂z

)︄
Heat conduction occurs in all directions where a temperature gradient exists. Here,
the temperature is a spatial function, T (x,y,z), and ktc (or simply k) is the thermal
conductivity of the material, expressed inW/(m ·K).

Thermal conductivity is a transport property that varies with material type and may
also depend on temperature and pressure, especially in gases. While it is often as-
sumed to be constant and isotropic in analytical models, this assumption does not hold
in all cases. In particular, objects fabricated via additive manufacturing frequently ex-
hibit anisotropic thermal conductivity, with differing values along and across the build
direction.

2.4.3 Convection

In the convection heat transfer mode, thermal energy is transferred between a surface
and a moving fluid, depending on the temperature difference between the fluid bulk
temperature, T∞, and the wall surface temperature, Tw. Convection involves a dual
mechanism: the transfer of energy via random molecular motion (diffusion), and the
macroscopic transport of the fluid (advection). Within a fluid subjected to a temper-
ature gradient, the collective, organized motion of molecules due to bulk fluid move-
ment significantly influences the rate of heat transfer.

Convection is particularly relevant when studying the interaction between a fluid in
motion and a solid surface at a different temperature. The temperature difference be-
tween the two gives rise to a thermal boundary layer, a region in which the temperature
transitions from the wall value to that of the fluid bulk, as depicted in Fig. 2.28. The
thickness of this layer can vary depending on the flow and thermal conditions andmay
be smaller, greater, or comparable to the momentum boundary layer.

Within the thermal boundary layer, heat is transferred by both molecular diffusion and
bulk advection. In the near-wall region, where the fluid velocity is low, diffusion domi-
nates. At the very surface (y = 0), the no-slip condition implies zero fluid velocity, and
consequently, heat is transferred exclusively by conduction (i.e., diffusion).

The classification of convection depends on themechanism driving the fluidmotion:
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Figure 2.20: Convection heat transfer processes [42]: (a) Forced convection, (b) Natural
convection, (c) Boiling, (d) Condensation

• Forced convection occurs when the fluid flow is driven by external means, such as
pumps, fans, or ambient wind.

• Free or natural convection occurs when the fluid motion arises due to buoyancy
forces caused by density differences resulting from temperature gradients.

Natural convection typically occurs in low-speed or stagnant flows where temperature
differences alone induce fluid motion.

To quantify the convective heat exchange, a proportional constant called the heat trans-
fer coefficient h (in W/m2 · K) is introduced to relate the heat flux to the temperature
difference between the wall and the fluid. This is expressed in the form of Newton’s
law of cooling [30]:

q̇conv = h (Tw −T∞) (2.3)

Here, q̇conv is the convective heat flux. A positive value indicates heat transfer from the
surface to the fluid (Tw > T∞), while a negative value indicates heat flow from the fluid
to the surface (Tw < T∞).

2.4.4 Radiation

Thermal radiation is energy emitted by matter at any temperature above absolute zero.
Radiative heat transfer is a phenomenon related to electromagnetic fields, arising from
the motion of charged particles within matter. Analogous to an antenna that generates
electromagnetic waves via oscillating charges, atoms and molecules in a material emit
radiation due to the thermal motion of electrons and protons. The wavelength dis-
tribution of the emitted energy depends on the internal energy of the body, i.e., its
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temperature, and this emission corresponds to a reduction of the body’s internal en-
ergy. Thermal radiation propagates as electromagnetic waves or photons and, unlike
conduction and convection, requires no material medium to transfer energy, enabling
energy exchange even through a vacuum.

Figure 2.21: Radiation exchange [42]: (a) at a surface, and (b) between a surface and
large surroundings

The four fundamental radiative quantities are:

• Global emission E: the total emitted power from a surface across all wavelengths
and directions,

E =
dq

dA
where dq is the emitted heat energy from area dA.

• Monochromatic emission eλ: the emitted power from a surface within a specific
wavelength range, integrated over all directions,

eλ =
dq

dAdλ

• Global irradiation intensity iδ: the power incident on a surface per unit area, per
solid angle dω, integrated over all wavelengths, at an angle θ,

iδ =
dq

dAdω cosθ

• Monochromatic irradiation intensity iδ,λ: the power incident per unit area, per
solid angle, and per wavelength,

iδ,λ =
dq

dAdλdω cosθ

Considering all wavelengths and directions, the radiative heat flux dq incident on a
surface can be partitioned into absorbed, reflected, and transmitted components, de-
noted as dqa, dqr , and dqτ , respectively. The corresponding surface properties are the
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absorptivity αa, reflectivity ϱ, and transmissivity τ:

αa =
dqa
dq

; ϱ =
dqr
dq

; τ =
dqτ
dq

These coefficients satisfy the relation:

αa + ϱ + τ = 1 (2.4)

The net thermal radiation heat flux q̇rad is determined by the balance of emitted, ab-
sorbed, and transmitted radiation.

The emissive power E of a surface (rate of energy emitted per unit area, W/m2) is gov-
erned by the Stefan-Boltzmann law for an idealized blackbody surface:

Eb = σSBT
4
s

where Ts is the absolute temperature (K) of the surface and σSB = 5.67×10−8W/m2 ·K4

is the Stefan-Boltzmann constant. A blackbody emits the maximum possible radiation
at a given temperature.

Real surfaces emit less radiation than a blackbody and are characterized by an emissiv-
ity ε (0 ≤ ε ≤ 1), such that:

E = εσSBT
4
s

Emissivity depends strongly on surface material, texture, and finish.

In typical scenarios, radiative heat exchange occurs between a small surface at temper-
ature Ts and a much larger, surrounding surface at temperature Tsurf (see Fig. 2.21b).
For a gray surface, where emissivity equals absorptivity (ε = αa), the net radiative heat
flux per unit area is expressed as:

q̇rad = εσSB
(︂
T 4
s −T 4

surf

)︂
Here, the net radiative heat transfer is proportional to the difference of the fourth
powers of the absolute temperatures of the surfaces involved.

2.4.4.1 The Blackbody Hypothesis

A blackbody (BB) is an idealized surface that absorbs all incident radiation, regardless
of wavelength or direction. Accordingly, its global absorptivity is defined as:

αa = 1

From the energy balance expressed in Eq. (2.4), it follows that for a blackbody:

ϱ = 0, τ = 0
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This implies that no radiation is reflected or transmitted; all incident energy is ab-
sorbed. According to Kirchhoff’s law of thermal radiation, for a body in thermal equi-
librium, the emissivity equals the absorptivity:

ε = αa

Hence, a blackbody also emits radiation at the maximum possible rate for a given
temperature, i.e., it has ε = 1.

An analytical expression for the spectral distribution of blackbody radiation is pro-
vided by Planck’s law, which describes the monochromatic irradiation intensity of a
blackbody:

iδ,λ =
b1

n2λ5
(︃
e
b2
λT − 1

)︃
where T is the absolute temperature [K], n is the refractive index of the surrounding
medium (e.g., n = 1 in vacuum), b1 = 1.19096×10−16W/m2 ·sr, b2 = 1.43879×10−2 m·K .
This expression shows that the monochromatic irradiation depends solely on wave-
length for a given T and n. The resulting distribution exhibits a characteristic shape,
as illustrated in Fig. 2.22.

Figure 2.22: Monochromatic irradiation intensity of a blackbody according to Planck’s
law

As the temperature increases, the intensity of radiation increases, and the peak shifts
towards shorter wavelengths. For a blackbody, the monochromatic emission eλ is re-
lated to the irradiation intensity by:

eλ = πiδ,λ

indicating that the surface emits uniformly over all directions. The peak of monochro-
matic emission occurs at a specific wavelength λ∗, which is inversely proportional to
the temperature, as described by Wien’s displacement law:

λ∗ =
b3
nT

35



Chapter 2. Theoretical Background

where b3 = 2897.8 µm · K is Wien’s constant. This allows the determination of the
wavelength at which emission is maximum for a given temperature.

The total emissive power of a blackbody over all wavelengths is obtained by integrating
the spectral emissive power:

E =
∫︂ ∞
0
eλ dλ = n2σSBT

4

This is the Stefan-Boltzmann law for a blackbody, indicating that the total emitted ra-
diation increases with the fourth power of the absolute temperature. Every blackbody
is thus characterized by an emission that depends solely on its temperature and the
medium’s refractive index.

2.4.5 Boundary and Initial Conditions

To determine the temperature distribution within a medium, it is necessary to solve
the appropriate form of the heat conduction equation. However, the solution depends
not only on the equation itself but also on the physical conditions prescribed at the
boundaries of the domain and, in the case of transient problems, on the initial conditions
at the start of the process.

There are three classical types of boundary conditions which are commonly encoun-
tered in heat transfer problems and they are schematically illustrated in Fig. 2.23:

• Dirichlet condition (First kind): A fixed surface temperature Ts is specified.

• Neumann condition (Second kind): A constant or prescribed heat flux q̇ is imposed
at the surface. This condition applies to cases with insulated boundaries (q̇ = 0)
or controlled thermal fluxes.

• Robin condition (Third kind): This condition models convective heat transfer at
the surface and results from applying the energy balance. It combines both con-
duction and convection

2.4.6 Nusselt Number

In convective heat transfer analysis, a common approach involves non-dimensionalizing
the governing equations and combining variables into dimensionless groups. This
technique simplifies the physical system and reduces the number of independent pa-
rameters [30, 42, 43, 58] (see Appendix A). One such dimensionless quantity, used to
characterize convection, is the Nusselt number.

The Nusselt number is defined as the ratio of convective to conductive heat transfer
across a boundary:

Nu =
hLc
k
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Figure 2.23: Common boundary conditions for the one-dimensional heat diffusion
equation at x = 0 [42]

where h is the convective heat transfer coefficient, Lc is the characteristic length [m]
and k is the thermal conductivity of the fluid.

Alternatively, in the context of boundary layer analysis, the Nusselt number can be
related to the dimensionless temperature gradient at the surface:

Nu =
∂T ∗

∂y∗

⃓⃓⃓⃓⃓
y∗=0

with the following dimensionless variables:

T ∗ =
T −Tw
T∞ −Tw

; y∗ =
y

L

Here, Tw is the wall temperature, and T∞ is the free-stream fluid temperature.

In thermal analysis, the Nusselt number plays a role analogous to that of the friction
coefficient in momentum transfer, serving as a key indicator of thermal boundary layer
behavior.

2.5 Infrared Thermography

In many heat transfer applications, the surface temperature distribution is of critical
importance for assessing thermal behavior. This is especially true in convective HT
experiments, such as those conducted in this work, where direct surface temperature
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measurements are often problematic due to flow enclosure or the intrusive nature of
contact sensors. Infrared Thermography (IR), also known as thermal imaging, is a suit-
able technique in these contexts, as it enables non-contact, two-dimensional tempera-
ture measurements. This is achieved through an IR scanning radiometer within an IR
camera, which detects the electromagnetic (EM) radiation emitted by the object in the
infrared spectrum. The detected EM energy is then converted into an electronic video
signal, which can be calibrated and correlated to temperature values [31].

To understand this process, a brief overview of EM radiation and its relationship with
thermal emission is necessary.

As discussed in the previous section, any object above absolute zero emits thermal
radiation. The maximum radiative emission from a body at a given temperature is
defined by that of a blackbody (BB), often referred to as a perfect emitter [50].

The electromagnetic spectrum spans a wide range of wavelengths, of which only a
small portion consists of visible light. The infrared (IR) spectrum ranges approxi-
mately from 0.78µm to 1mm and is typically divided into three sub-regions relevant
to IR imaging: short-wave IR (SWIR): 0.9 − 1.7µm, mid-wave IR (MWIR): 3 − 5µm,
long-wave IR (LWIR): 7− 14µm. These regions are illustrated in Fig. 2.24 [50].

Figure 2.24: Components of the Electromagnetic Spectrum

However, IR cameras do not capture radiation across the full spectrum. Instead, they
are limited to specific spectral ranges determined by the detector and optical compo-
nents. Consequently, radiometric IR measurements are not based on the full Stefan-
Boltzmann law but rather on Planck’s law, integrated numerically over the relevant
wavelength interval [50], since no analytical solution exists for arbitrary spectral bounds.

The IR detector is the core component of the thermographic system. It acts as a trans-
ducer that absorbs the thermal radiation emitted by the target surface and converts it
into an electrical signal, such as voltage or current. This conversion is possible due to
the material properties of the detector, which enable photon-induced electron excita-
tion [31]. Most modern IR cameras make use of detectors made from Indium Anti-
monide (InSb).
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Accurate surface temperature measurements therefore require a reliable determina-
tion of the object’s surface emissivity. Emissivity is one of the most critical factors
influencing IR thermographic accuracy.

Another significant source of error arises from environmental contributions. As illus-
trated in Fig. 2.25, the IR detector may receive radiation not only from the object of
interest but also from surrounding warm bodies, measurement equipment, or the at-
mosphere. Transmission losses, such as from windows placed between the object and
the camera, can also degrade the measurement. In addition, radiation reflected from
nearby surfaces may affect the total detected signal [50].

Figure 2.25: IR radiation contributions
reaching the camera lens [87]

Figure 2.26: Comparison of blackbody
and real surface emissions [96]

As outlined above, numerous factors affect IR thermography, and these can vary sig-
nificantly depending on the specific application. The strategies adopted in this thesis
to account for these influences are explained in Chapter 3.

2.6 Boundary Layer Theories

Local shear stress becomes relevant only in regions where velocity gradients are sig-
nificant. These gradients are generally small in the bulk of the flow field, far from
the solid boundary, where frictional effects are negligible unless the velocities are ex-
tremely high. However, adjacent to the surface, velocity gradients become steep, and
viscous effects become prominent. This thin region of intense shear is known as the
fluid dynamic boundary layer [37, 51].

Similarly, thermal energy exchange between the fluid and the wall occurs predomi-
nantly within a narrow region near the surface, named thermal boundary layer. Since
both frictional and heat transfer phenomena are largely confined to these boundary
layers, and given that the present study focuses on the influence of surface roughness
on pressure losses and heat transfer, an in-depth understanding of boundary layer (BL)
theory is essential.
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In fluid dynamic or convective heat transfer analyses, determining the nature of the
boundary layer (whether laminar, transitional, or turbulent) is of critical importance,
as it significantly influences surface friction and convective heat transfer rates.

Figure 2.27: Boundary layer properties [51]

2.6.1 Laminar and Turbulent Flows

Fluid motion can generally be categorized as either laminar or turbulent. The devel-
opment of the boundary layer over a flat plate under both conditions is illustrated in
Fig. 2.27.

The velocity profiles in laminar and turbulent boundary layers, particularly in the
streamwise (x) direction, exhibit distinct differences [42]. In turbulent flow, enhanced
mixing in both the buffer and core turbulent regions leads to a more uniform veloc-
ity profile across a large part of the boundary layer. This results in a steeper veloc-
ity gradient near the wall, especially in the viscous sublayer, as clearly depicted in
Fig. 2.28.

Figure 2.28: Comparison of laminar and turbulent velocity boundary layer profiles for
the same free stream velocity [42]

The transition from laminar to turbulent flow depends on several factors. Through a
series of pioneering experiments in the 1880s, Osborne Reynolds demonstrated that
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the flow regime is primarily governed by the ratio of inertial to viscous forces in the
fluid [3]. This ratio is expressed as the dimensionless Reynolds number, defined for
external flows as:

Re =
inertial forces
viscous forces

=
u∞Lc
ν

=
u∞Lcρ

µ

where u∞ is the free-stream velocity, Lc is the characteristic length based on the geom-
etry, ν is the kinematic viscosity, ρ is the fluid density, and µ is the dynamic viscos-
ity.

The Reynolds number at which the flow transitions from laminar to turbulent is re-
ferred to as the critical Reynolds number. This threshold varies depending on the ob-
ject’s shape and the prevailing flow conditions.

2.6.2 Fundamentals of Turbulent Flows

Most flows encountered in real-world engineering applications are turbulent. The
term turbulence refers to a flow regime characterized by chaotic, three-dimensional,
and time-dependent fluctuations. These irregular eddying motions are superimposed
on the primary mean flow direction and provide an additional mechanism for the
transport of momentum, energy, and scalar quantities such as temperature or species
concentration.

2.6.2.1 Mean Motion and Fluctuations

A fundamental feature of turbulent flow is that any property X (e.g., a velocity compo-
nent, pressure, or temperature) exhibits random and rapid temporal variations at any
fixed spatial location. Rather than remaining steady, these quantities fluctuate with
high frequency and irregular amplitude.

To analyze turbulent flows, it is common to decompose such quantities into two com-
ponents: a time-averaged (or mean) part X and a fluctuating component X ′, as ex-
pressed by Reynolds decomposition. The time average is typically computed over a
time interval that is much longer than the characteristic period of the fluctuations. If
the mean component X does not vary with time, the flow is considered statistically
steady.

The decomposition is formally written as:

u = u +u′

v = v + v′

w = w+w′
p = p + p′ θ = θ +θ′

Here, u, v, and w are the velocity components in the streamwise, transverse, and span-
wise directions, respectively; p is pressure; and θ may represent temperature or an-
other scalar quantity.
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This decomposition forms the basis of the Reynolds-Averaged Navier-Stokes (RANS)
equations, which are commonly used to model turbulent flows in both analytical and
numerical approaches.

2.6.3 Momentum Boundary Layer

The description of boundary layer development is often illustrated using the flat plate
case; however, the same physical principles apply to internal flows, where the fluid is
confined within solid surfaces. For simplicity, the term "boundary layer" (BL) will be
used here to refer to internal flows as well.

All real fluids possess viscosity, which generates shear stresses between adjacent fluid
layers moving at different velocities. Near a solid surface, the no-slip condition en-
forces that the fluid velocity matches that of the wall, typically zero. As a result, there
exists a region where the fluid velocity transitions from zero to the free stream velocity
u∞, known as the momentum boundary layer or velocity boundary layer. Its thickness, δ,
is conventionally defined as the distance from the wall to the point where the velocity
reaches 99% of u∞ [51].

The velocity boundary layer arises due to viscous effects. At the wall, the velocity is
zero (no-slip condition, uwall = 0), and it increases with distance in the wall-normal
(y) direction until reaching the free stream value. The structure and development of
the BL are highly dependent on the flow velocity and geometry. At low speeds and
gentle velocity gradients, the boundary layer remains laminar with parallel stream-
lines. As the velocity increases, the flow becomes susceptible to instabilities. Reverse
flow and vortices may form near the wall, leading to a transition to turbulence. Fig-
ure 2.29 illustrates the development from laminar to turbulent boundary layers over a
flat plate.

Figure 2.29: Velocity boundary layer development on a flat plate [42]

As the flow proceeds along the surface, the boundary layer thickness δ increases, re-
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sulting in a decrease in the wall shear stress. Eventually, the laminar BL becomes
unstable and transitions to a turbulent regime. This transition is influenced by mul-
tiple factors, including unsteady flow structures, ambient disturbances, and surface
conditions. During the transition region, the flow may exhibit laminar, turbulent, or
mixed behavior.

Parameters such as geometry, pressure gradients, surface temperature, and wall rough-
ness affect the location of transition. For example, heating the wall lowers the critical
Reynolds number for transition, while cooling tends to stabilize the laminar regime.
Favorable pressure gradients delay transition, whereas adverse pressure gradients pro-
mote it. Surface roughness also plays a significant role by introducing disturbances
and disrupting laminar flow, causing earlier transition [18].

The velocity variation u(y) within the boundary layer, from the wall to δ, defines the
velocity profile. Since both u and δ depend on the streamwise coordinate x, the wall
shear stress also varies with x.

Viscous forces within the BL are expressed as shear stresses τ, and for Newtonian
fluids, the shear stress is proportional to the velocity gradient [30]:

τ = µ
∂u
∂y

⇒ τw = µ
∂u
∂y

⃓⃓⃓⃓⃓
y=0

Here, τw denotes the wall shear stress. Since the boundary layer develops downstream,
τw decreases with increasing x.

A key parameter in boundary layer analysis is the friction velocity uτ , defined as:

uτ =
√︃
τw
ρ

This quantity is used to normalize the velocity and distance from the wall:

u+ =
u
uτ

and y+ =
yuτ
ν

In fully turbulent flows, the BL exhibits a wide range of eddies of different sizes, and
two distinct regions can be identified: the inner region and the outer region. The inner
region typically encompasses about 10-20% of δ and is further subdivided into:

• Viscous sublayer (0 ≤ y+ ≤ 5): A thin layer adjacent to the wall dominated by
viscous shear stresses.

• Buffer layer (5 < y+ ≤ 30): A transitional zone where both viscous and turbulent
shear stresses are significant.

• Logarithmic layer (30 ≤ y+ ≤ 500 − 1000): A region where turbulence dominates
and the velocity follows a logarithmic profile.
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The outer region constitutes the remainder of the BL (∼80-90% of δ) and spans up to
the boundary layer edge. Figure 2.30 shows the normalized velocity profile across a
turbulent boundary layer.

In the inner region, the mean velocity profile can be approximated as:

u+ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
y+ , 0 < y+ ≤ 5
1
κ
ln(y+) +C , 30 ≤ y+ ≤ 500-1000

where κ = 0.41 is the von Kármán constant and C = 5.1 is the Coles’ constant, typically
used for smooth walls.

Figure 2.30: Normalized mean velocity profile in a turbulent boundary layer in semi-
log coordinates [35]

2.6.4 Thermal Boundary Layer

Analogous to the momentum boundary layer, a thermal boundary layer develops at the
interface between a solid surface and a fluid due to the presence of a temperature
gradient. At the wall, the fluid temperature equals the wall temperature Tw, while
in the free stream it asymptotically approaches the bulk fluid temperature T∞. The
thermal boundary layer thickness, δT , is defined as the distance y from the wall at
which 99% of the temperature difference has been bridged:

Tw −T
Tw −T∞

= 0.99

Considering the case of a flat plate with surface temperature Tw and fluid temperature
T∞, the fluid elements near the wall slow down to zero velocity and achieve thermal
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equilibrium with the surface. These fluid layers then conduct heat to the adjacent
layers, generating a temperature gradient and initiating convective heat transfer from
the fluid to the wall. As a result, a thermal boundary layer is established, as also
illustrated in Fig. 2.28 [43].

The relative thicknesses of the velocity and thermal boundary layers (typically δT ≠ δ)
are best understood through the Prandtl number, a dimensionless parameter represent-
ing the ratio between momentum diffusivity and thermal diffusivity [24]:

Pr =
momentum diffusivity
thermal diffusivity

=
ν
α
=
µcp
k

A higher momentum diffusivity (i.e., higher viscosity) results in a thicker velocity
boundary layer, as the effects of wall friction penetrate deeper into the flow. The same
principle applies to the thermal boundary layer: low thermal diffusivity leads to thin-
ner thermal layers. Therefore, in forced convection, the Prandtl number is a direct
indicator of the ratio δT /δ. In this study, the Prandtl number has been considered
constant and equal to Pr = 0.71, as its variation is negligible over the investigated tem-
perature range for air. For Pr = 0.71, the thermal boundary layer is thicker than the
velocity boundary layer [51].

In turbulent boundary layers, in addition to molecular conduction
(︂
ρcp

∂T
∂y

)︂
, the contri-

bution of turbulent heat flux
(︂
ρcpv′T ′

)︂
becomes significant. Here, v′ and T ′ represent

the fluctuating velocity and temperature components, respectively. To account for this,
the turbulent Prandtl number Prt is introduced:

Prt =
εM
εH

where εM is the eddy diffusivity of momentum and εH is the eddy diffusivity of heat.
While the molecular Prandtl number Pr is a fluid property, Prt is specific to turbulent
flows and quantifies resistance to turbulent heat transport [28, 117].

Multiple studies have investigated the influence of Pr on turbulent flows [15, 19, 22,
25, 56, 108, 112]. These works suggest that for Pr ≥ 0.2, Prt is nearly independent of
Pr, and is typically assumed to be in the range Prt ≈ 0.85÷ 0.9.

The structure of the thermal boundary layer mirrors that of the velocity boundary
layer, with the key difference being the presence of the Pr scaling factor. Using a
similar Reynolds decomposition:

θ = T (y)−Tw ; θτ =
qw

ρcpuτ
; θ+ =

θ
θτ

the non-dimensional temperature profile θ+ can be expressed as:

θ+ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pr · y+ , 0 < y+ ≤ 5
1
κθ

ln(y+) + β(Pr) , 30 ≤ y+ ≤ 500− 1000
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where κθ = κ/Prt ≈ 0.459 is the thermal von Kármán constant and β(Pr) is a Pr-
dependent function that influences the estimation of the heat transfer coefficient. The
function β(Pr) must be derived empirically or numerically. One definition is:

β(Pr) = lim
y+→∞

[︄
θ+(y+)− 1

κθ
ln(y+)

]︄

In this regards, the most robust framework established to date is the work of Kader
and Yaglow [21]. They reviewed some of the proposed correlations for β (Pr) and they
derived the empirical correlation:

β (Pr) = 12.5Pr2/3 +2.12ln(Pr)− 5.3 (2.5)

Later, Kader [25] revised it to:

β (Pr) =
(︂
3.85Pr1/3 − 1.3

)︂2
+2.12ln(Pr) (2.6)

A similar approach was performed by Gowen and Smith [19]. Based on experimental
results they proposed a further correlation:

β (Pr) = 5ln
(︄
5Pr +1

30
+5Pr +8.55

1
2.5κθ

)︄
(2.7)

Using an integral solution based on the two-layer model and DNS simulations, Piroz-
zoli [112] derived

β (Pr) =
1
κθ

⎡⎢⎢⎢⎢⎣2πC2/3
θ

3
√
3
Pr2/3 +

1
3
log(Pr)−

(︄
1
6
+

1

2
√
3
+
2
3
log(Cθ)− log(κθ)

)︄⎤⎥⎥⎥⎥⎦+O (︂
Pr−2/3

)︂
(2.8)

With the assumed numerical values of constants (Cθ ≈ 10) becomes

β (Pr) = 12.5Pr2/3 +0.726log(Pr)− 6.03 (2.9)

which shares the same structure to Eq. (2.6).

Finally, the local heat transfer coefficient h can be derived by combining Fourier’s law
at the wall (Eq. (2.2)) and Newton’s law of cooling (Eq. (2.3)):

h =
−k ∂T

∂y

⃓⃓⃓⃓
y=0

Tw −T∞

As the wall-to-bulk temperature difference (Tw −T∞) remains constant and the ther-
mal boundary layer δT grows with x, the wall-normal temperature gradient ∂T

∂y

⃓⃓⃓⃓
y=0

decreases along the streamwise direction. Therefore, the local heat transfer coefficient
h also decreases with increasing x.
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2.7 Wall-Bounded Turbulent Flows

Unlike external flows, where the boundary layer develops freely over a surface, inter-
nal flows are constrained by solid walls, which significantly influence boundary layer
development. Internal flows are prevalent in a wide range of engineering applications,
such as heating and cooling ducts. In the context of this thesis, a comprehensive under-
standing of internal flows is crucial for accurately analyzing convective heat transfer
phenomena.

The objective of this section is to provide a general overview of the fluid dynamic and
thermal characteristics of wall-bounded turbulent flows. This theoretical framework
is essential to appreciate the physical mechanisms of convection and to extract reliable
heat transfer coefficients under different flow conditions.

Although the turbulent flow relations are typically derived for circular ducts, they
can also be applied with reasonable accuracy to non-circular ducts by replacing the
diameter D with the hydraulic diameter, defined as:

Dh =
4Ac
P

where Ac is the cross-sectional area and P is the wetted perimeter of the duct [30, 58].
Accordingly, the theoretical analysis presented in this section adopts this generaliza-
tion.

2.7.1 Quantitative Description of Flow Behavior

In internal flows (IF), the hydrodynamic boundary layer develops under confinement
due to the duct geometry. At the inlet, the flow initially experiences boundary layer
growth near the walls. Due to viscous effects, this layer expands until it spans the
entire cross-section, eliminating the inviscid core. At this point, the velocity profile no
longer evolves with the axial position, resulting in what is known as a fully developed
flow. The axial distance from the inlet where this occurs is termed the hydrodynamic
entry length, xf d,h.

Figure 2.31: Hydrodynamic boundary layer development in a circular tube [42]
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In fully developed conditions and for symmetric ducts, the velocity profile typically
exhibits a maximum at the centerline and decreases towards the walls due to the no-
slip condition. The extent of the entry length is mainly governed by the Reynolds
number, defined using the bulk velocity U , the hydraulic diameter Dh, and the kine-
matic viscosity ν:

Re =
UDh
ν

The Reynolds number dictates the flow regime within the duct. For a circular cross-
section, the transition thresholds are typically:

• Re < Recrit = 2300: Laminar regime

• 2300 ≲ Re ≲ 4000: Transitional regime

• 4000 ≲ Re < 105: Low turbulence regime

• Re > 105: Fully turbulent regime

For ducts with non-circular geometries, the critical Reynolds numbers are different,
but the same classification applies.

The hydrodynamic entry length is influenced by multiple parameters. It is commonly
defined as the axial distance at which the wall shear stress, and thus the friction factor,
reaches within 2% of its fully developed value [58]. In laminar flow, both the hydrody-
namic and thermal entry lengths depend on Reynolds and Prandtl numbers. However,
in turbulent flow, intense mixing due to eddy motions dominates molecular diffusion.
As a result, hydrodynamic and thermal entry lengths are approximately equal in mag-
nitude and largely independent of the Prandtl number [58].

A widely used approximation for hydraulic entry length is:(︄
xf d,h
Dh

)︄
turb

= 1.359 ·Re0.25D

as proposed by Zhi-Qing et al. [26].

For practical engineering applications, and consistent with the methodology of Incr-
opera et al. [42], fully developed turbulent flow is assumed when:

10 ≲
(︄
xf d,h
Dh

)︄
≲ 60

2.7.2 Velocity Distribution

For laminar pipe flows, the velocity distribution is characterized by a well-defined
analytical expression. The Hagen-Poiseuille equation describes the parabolic nature of
the velocity profile across the pipe’s radius:

U
Umax

= 1−
(︃ r
R

)︃2
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where U is the fluid velocity at a radial position r, Umax is the maximum velocity
occurring at the pipe centerline, and R is the pipe radius.

The maximum velocity Umax can be derived from the balance between the axial pres-
sure gradient and the viscous resistance of the fluid [30]:

Umax = −
1
8µ

(︄
dp

dx

)︄
R2

Here, µ is the dynamic viscosity of the fluid and dp
dx represents the pressure gradient

along the pipe’s axis. Based on this formulation, the mean fluid velocity U can be
determined as half the centerline velocity, i.e., U =Umax/2.

For turbulent flows, an analytical solution analogous to the laminar case is not avail-
able due to the complexity introduced by turbulence. However, empirical models
based on curve-fitting of experimental or numerical data have been proposed. One
widely used approximation is the power law model, first introduced by Prandtl [47],
which expresses the velocity profile as:

U
Umax

=
(︃ y
R

)︃ 1
n

where y = R − r is the distance from the wall, and n is an exponent that typically de-
pends on the Reynolds number. For turbulent flow over smooth surfaces, a commonly
used value is n = 7 [90].

Despite its practical usefulness, the power law model presents several limitations.
First, it lacks a continuous first derivative at the pipe centerline, resulting in a dis-
continuity in dU

dr . Second, it fails to converge to the expected laminar flow profile in
scenarios where the Reynolds number is relatively small. To overcome these issues,
Salama [90] proposed a modified velocity profile:

U
Umax

=
[︃
1−

(︃ r
R

)︃m]︃ 1
n

where m and n are fitting exponents calibrated to better align the theoretical velocity
distribution with experimental and numerical data.

In the referenced study, Salama validated the model by comparing it to CFD simula-
tions across a broad Reynolds number range (104 ≤ Re ≤ 107). The results indicated
that a constant value ofm = 2 was sufficient for the entire range. The optimal value of n
was found to follow a logarithmic relation with respect to the Reynolds number:

n = 0.77ln(Re)− 3.47

Although Salama suggested that the model could be generalized to non-circular cross-
sections, such as square ducts, a fully developed theoretical formulation for such ge-
ometries has yet to be established in the literature.
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2.7.3 Darcy Friction Factor and Moody Diagram

In internal flows, it is essential to quantify the pressure drop along a given pipe length
caused by viscous stresses on the channel walls, as this directly impacts the energy
required by a fan or pump to sustain the flow. This consideration is particularly critical
in turbine cooling channels, in order to guarantee a reliable cooling performance.

A commonly used parameter to evaluate the pressure drop is the Darcy-Weisbach fric-
tion factor, fD , defined in Eq. (2.10). It incorporates the pressure difference ∆p along
D, the fluid density ρ, and the mean flow velocity U [42]:

fD =
∆p

L
· D
1
2ρU

2 (2.10)

In this formulation, hydrostatic or gravitational effects are neglected, and the pressure
drop is assumed to arise solely from wall shear stress τw:

τw =
frictional force on fluid

pipe surface area
=
∆p

(︂
π
4D

2
h

)︂
πDhL

=
∆pDh
4L

Accordingly, the friction factor fD can also be expressed as:

fD =
8τw

ρU
2

The Darcy friction factor should not be confused with the friction coefficient, often
referred to as the Fanning friction factor, which is defined as [42]:

Cf =
2τw

ρU
2 =

fD
4

For fully developed laminar flow in a circular pipe, the friction factor is determined
directly from Poiseuille’s law:

fD,laminar =
64
Re

This relation indicates that, under laminar conditions, the friction factor depends
solely on the Reynolds number and is independent of surface roughness.

For fully developed turbulent flows, various empirical correlations exist to compute
the Darcy friction factor. The most well-known is the Colebrook-White equation [8],
which must be solved iteratively due to its implicit form:

1√︁
fD

= −2 · log
⎛⎜⎜⎜⎜⎝ks/Dh3.7

+
2.51

Re
√︁
fD

⎞⎟⎟⎟⎟⎠ (2.11)
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For both laminar and turbulent regimes, the friction factor can also be determined
graphically using theMoody diagram [11], provided the Reynolds number and relative
roughness are known. The Moody diagram is presented in Fig. 2.32. It illustrates
that in the fully rough regime, the friction factor becomes solely a function of relative
roughness.

Figure 2.32: Friction factor for fully developed flow in a circular tube [42]

The Moody diagram expresses the friction factor as a function of the Reynolds number
and the relative roughness:

fD = fD

(︄
Re,

ks
Dh

)︄
From the diagram, it is evident that, for a given relative roughness, the flow is laminar
at low Reynolds numbers, it transitions at a critical Reynolds number Recrit, it enters
the transitional regime, and it eventually reaches the fully turbulent regime. In the
latter, the friction factor reaches a plateau. As the relative roughness increases, this
turbulent plateau is reached at lower Reynolds numbers.

However, in cases where the surface roughness is non-uniform or randomly distributed,
accurately characterizing the relative roughness becomes more challenging, as illus-
trated in Fig. 2.33.
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The presence of surface roughness significantly affects the wall shear stress and, hence,
the pressure loss. Roughness alters the near-wall behavior of the boundary layer, in-
creasing the momentum transfer and thus the wall friction. From a flow mechanics
standpoint, a surface is typically considered rough when the peak-to-valley roughness
exceeds the thickness of the viscous sublayer.

2.7.4 Roughness Consideration and Characterization

To characterize the influence of surface texture on flow dynamics, a conventional rough-
ness representation was proposed by Nikuradse [12]. In his experiments, the wall was
uniformly coated with a layer of densely-packed spherical particles. This configura-
tion, illustrated in Fig. 2.33(a), defines the particle diameter as the sand-grain roughness
height, denoted by k.

Figure 2.33: Equivalent sand-grain roughness [88]

Using the characteristic length of the near-wall region, a non-dimensional roughness
parameter is derived to quantitatively express surface roughness. This is the Roughness
Reynolds number, defined as:

k+s =
ksuτ
ν

Surface roughness modifies the classical law of the wall, particularly within the viscous
sublayer. The interaction between the turbulent boundary layer and the rough surface
is typically classified into three regimes, based on the roughness Reynolds number k+s .
These regimes are delineated by two critical thresholds, k+Smooth and k+Rough [88]:

• Hydraulically Smooth Regime k+s < k
+
Smooth:

The roughness elements remain entirely submerged within the viscous sublayer;
hence, skin friction and drag are unaffected.

• Transitionally Rough Regime k+Smooth < k
+
s < k

+
Rough:

In this regime, both Reynolds number and relative roughness influence the drag.
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Friction arises from both viscous and pressure forces, making the effect of rough-
ness complex and non-linear.

• Fully Rough Regime k+s > k
+
Rough:

The roughness elements protrude through the viscous sublayer into the fully tur-
bulent region, shifting the logarithmic velocity profile downward. Viscous effects
are negligible (the viscous sublayer is entirely destroyed by the large turbulence
mixing caused by roughness elements), and the pressure drag dominates.

Values for k+Smooth and k+Rough vary in literature [88].

Figure 2.34: Turbulent flows over rough surfaces [88]: (a) hydraulically smooth, (b)
transitionally rough, (c) fully rough, (d) schematic of velocity profile U(y) over rough-
ness with roughness sublayer, logarithmic layer, and outer layer.

The effect of surface roughness on velocity profiles is captured via the roughness func-
tion, ∆U+, introduced independently by Clauser [13] and Hama [14]. This function
quantifies the downward shift in the logarithmic velocity profile, representing a mo-
mentum deficit due to surface roughness. A positive ∆U+ implies increased drag com-
pared to a smooth wall, whereas negative values would indicate drag reduction. The
logarithmic velocity profile over a rough wall is given by:

u+ =
1
κ
ln(y+) +C −∆U+ (2.12)

for turbulent flow over rough walls, where κ represents the von Kármán constant and
C is the smooth wall intercept. Alternatively, this can be expressed in relative rough-
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ness form Eq. (2.13), where k is a measure of the roughness height:

u+ =
1
κ
ln

(︄
y+

k+

)︄
+C −∆U+ +

1
κ
ln(k+) (2.13)

A widely used scale for roughness is the equivalent sand-grain roughness height ks.
Nikuradse showed that ∆U+ can be estimated from the size of mono-dispersed sand
grains used in his experiments. For uniform sand-grain surfaces, a typical logarithmic
intercept value is approximately 8.5 [12], allowing one to estimate ks for a known
roughness function:

C −∆U+ +
1
κ
k+s = 8.5

This relation is widely adopted, as shown in the work of Kadivar et al. [88].

Figure 2.35: Downward shift of the mean velocity profile for different rough sur-
faces [88]

Unlike momentum transfer, no direct analogy exists for heat transfer over rough sur-
faces. In the fully rough regime, while wall shear stress τw scales with inertial flow
properties, the wall heat flux qw does not. Instead, it depends on both flow conditions
and molecular properties such as the Prandtl number. This distinction underscores
the separate impacts of roughness and molecular properties on convective heat trans-
fer under fully rough conditions.

Analogous to the velocity profile, the logarithmic temperature profile experiences a
downward shift over rough walls, resulting in enhanced heat transfer [21, 25] and in
a downward shift of the logarithmic temperature profile. The temperature profile can
be expressed as:

θ+
R = θ+

S −∆θ
+(k+s ,Pr)
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where ∆θ+ is the temperature shift, and θ+
S is the smooth-wall temperature profile.

While ∆U+ depends solely on k+s , ∆θ
+ depends on both k+s and Pr. The smooth-wall

log-law intercept β (Pr) is determined such that ∆θ+ = 0 for smooth walls. A positive
∆θ+ denotes heat transfer enhancement. For k+s ≪ 1 and Pr · k+s ≪ 1, the enhancement
becomes negligible.

The trends reported in [117, Fig. 17(a)] indicate that increasing Pr results in higher
∆θ+. Moreover, the dependence of ∆θ+ on Pr is stronger than on k+s or roughness
topology. Figures [117, 17(b)] and [117, Fig. 17(c)] illustrate the sensitivity of ∆θ+

to roughness skewness and density. Notably, positive skewness enhances heat trans-
fer more than negative skewness, with minimal impact observed in the transitionally
rough regime. Figure [117, 17(c)] shows that the influence of frontal solidity λf differs
between regimes: in the transitionally rough regime, higher ∆θ+ corresponds to lower
λf , while in the fully rough regime, higher λf increases ∆θ+.

2.7.4.1 "d-type" and "k-type" Roughness

The terms k-type and d-type roughness refer to classifications of two-dimensional rough-
ness geometries, such as spanwise ribs and grooves. The distinction between them
was originally introduced by Perry et al. [20]. In general, d-type roughness describes
tightly packed configurations, while k-type refers to widely spaced arrangements. No-
tably, k-type two-dimensional roughness exhibits similar behavior to random three-
dimensional roughness.

A key parameter for distinguishing these roughness types is the surface density, which
Schlichting [7] quantified using the frontal solidity parameter λf . This distinction led
to the identification of two primary regimes: a sparse regime with λf < 0.15, where
roughness effects increase with increasing frontal solidity, and a dense regime, where
mutual sheltering among roughness elements diminishes their impact. In the sparse
regime, the additional drag introduced by roughness is expected to scale proportion-
ally with the frontal area of the elements, as expressed through λf [36].

Building on these foundations, Coleman et al. [41] conducted experiments to inves-
tigate the flow structures within the cavities formed by ribs of uniform cross-section.
They identified three roughness types based on the pitch-to-height ratio L/H : d-type,
intermediate, and k-type. Here, L is the spacing between ribs and H is their height.
For closely spaced (d-type) ribs, stable separated eddies form within the cavities with
minimal influence on the outer flow. In contrast, widely spaced (k-type) ribs allow reat-
tachment before the next element and promote eddies that interact with the boundary-
layer edge. A transition from d-type to k-type behavior was observed atW/h ≈ 5, where
W is the rib spacing.

The mean flow over ribs generally comprises two counter-rotating vortices, and the ve-
locity profile above the roughness is quasi-logarithmic. Below the roughness crests, the
interfacial velocity profile transitions from exponential (W/h < 10), to linear (W/h ≥
10), and eventually to logarithmic (W/h ≫ 10), depending on rib spacing. Surfaces

55



Chapter 2. Theoretical Background

Figure 2.36: Schematics of (a) d-typewith trapped eddy, (b) intermediate-type roughness
with two eddies of different strength as well as separation and reattachment of flow
between roughness elements, and (c) k-type roughness with boundary layer velocity
structure and a small eddy on the windward side of a roughness element [88].

with groove widths exceeding approximately (3÷4)k tend to behave like k-type surfaces
and maintain recirculation bubbles that reattach before the subsequent roughness el-
ement, thereby exposing it to the external flow.

It is important to highlight that d-type roughness can contribute to drag reduction by
trapping recirculating fluid within the cavities. This characteristic makes it partic-
ularly relevant in heat transfer applications, where controlled flow behavior within
roughness cavities may influence local thermal performance.

2.7.4.2 Equivalency Model

When the shape of surface roughness deviates from that of sand grains, a single pa-
rameter such as the sand-grain roughness is no longer sufficient to describe it. In such
cases, geometric parameters may be used to characterize the surface [49].

Inspired by the pioneering studies of Nikuradse [12], Schlichting [7] introduced the
concept of equivalent sand-grain roughness ks. This quantity represents the diame-
ter of uniform (monodisperse), close-packed sand grains on a hypothetical surface, as
shown in Fig. 2.33(b), that would induce the same drag as the surface of interest under
the same flow conditions in the fully rough regime. Although ks is a length scale, it
does not measure a physical distance. Rather, it is a hydraulic parameter defined by
drag, typically determined experimentally or via simulations for a given rough sur-
face. This is the roughness height referenced in the Moody diagram [11], offering
a common basis for comparing different rough surfaces in wall-bounded turbulence
and serving as an input for predictive models such as RANS or rough flat-plate com-
putations. However, the simplicity of this parameter may be misleading: ks is often
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misused either as a direct geometric measure or inferred solely from surface geometry,
which may lead to incorrect estimations [86].

According to Chung et al. [86], an accurate estimation of ks, and therefore of the asso-
ciated drag and heat transfer coefficients, requires incorporating one parameter from
each roughness category: height, spatial distribution, and spectral characteristics. Pa-
rameters such as skewness, effective slope, and RMS height (Sq) have previously been
correlated with ks. Compared to Gaussian surfaces, positive skewness tends to increase
friction drag, while negative skewness reduces it. This is attributed to the dominance
of form drag in the former and the so-called "skimming" effect in the latter, where the
flow passes over deep valleys in the roughness [117].

In the context of friction factor estimation using the Colebrook-White equation (Eq. (2.11)),
the relative roughness ks/Dh is commonly approximated as Rz/Dh, where Rz represents
the average of the five maximum peak-to-valley heights of the surface (see Sec. 2.3.1.3).
However, for randomly rough surfaces, ks is not directly applicable. In such cases,
relative roughness is expressed using alternative roughness metrics or empirical cor-
relations among several parameters. For example, Stimpson et al. [69] proposed the
following correlation for additively manufactured surfaces:

ks
Dh

= 18
(︄
Ra
Dh

)︄
− 0.05

Nevertheless, this topic remains under active research, and no universally accepted
correlation currently exists.

2.7.5 Heat Transfer of Internal Flows

After analyzing the hydrodynamic behavior of internal flows, the thermal aspects are
addressed.

Figure 2.37: Thermal boundary layer development in a heated circular tube [42]

When a fluid enters a duct at uniform temperature T0, convective heat transfer leads
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to the development of a temperature profile. The wall boundary condition can be
either a constant temperature Tw or a constant heat flux q̇w. Near the duct inlet, the
temperature profile starts evolving due to thermal interaction with the wall. As the
flow progresses downstream, the portion of the cross-section at T (r) = T0 progressively
diminishes until it disappears completely. The axial distance at which this occurs is
referred to as the thermal entrance length xf d,t . Beyond this point, the temperature
profile depends on the applied boundary condition, as illustrated in Fig. 2.37, and the
flow is said to be in the thermally fully developed region.

For laminar flow, the thermal entrance length can be approximated as [28]:(︄
xf d,t
Dh

)︄
lam

= 0.05 ·ReD ·Pr

For turbulent flow, a practical approximation is:(︄
xf d,t
Dh

)︄
turb

= 10

In the thermally fully developed region, the bulk fluid temperature continues to rise
with x, leading to the question: why is it termed "fully developed" if temperature
gradients is still present? Unlike the hydrodynamic case, where the velocity gradient
∂u/∂x = 0 in the fully developed region, there is no axial point at which ∂T∞/∂x = 0
due to the continuous convective heat exchange. However, when working with dimen-
sionless temperature such as (Tw −T )/(Tw −T∞), a formal condition for thermally fully
developed flow can be defined as:

∂
∂x

[︄
Tw(x)−T (r,x)
Tw(x)−T∞(x)

]︄
f d,t

= 0

Moreover, the radial temperature derivative also becomes independent of x:

∂
∂r

(︄
Tw −T
Tw −T∞

)︄
r=r0

=
− ∂T

∂r

⃓⃓⃓
r=r0

Tw −T∞

Applying Fourier’s law, q̇w = −k ∂T
∂r

⃓⃓⃓
r=r0

, this leads to:

h
k
≠ f (x)

Thus, in thermally fully developed flow with constant fluid properties, the local con-
vection coefficient h becomes constant and independent of axial location. In contrast,
within the thermal entrance region, h varies with x: it starts at high values near the
entrance and decays downstream as the thermal boundary layer develops, eventually
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stabilizing at the value corresponding to the fully developed region, as depicted in
Fig. 2.38.

Figure 2.38: Axial variation of the convective heat transfer coefficient in a circular
tube [42]

2.7.5.1 Heat Transfer Correlations

In many experimental setups, direct measurement of the convective heat transfer co-
efficient is a challenging task to perform. Consequently, empirical correlations are
commonly employed to estimate the convective heat transfer rate via the Nusselt num-
ber.

Numerous correlations exist in the literature for fully developed turbulent flow in cir-
cular tubes, most of which are derived from experimental data. Among these, two of
the most widely used are presented below.

The Dittus-Boelter equation applies to smooth circular tubes under conditions of small
to moderate temperature differences between the fluid and the wall. It assumes con-
stant fluid properties evaluated at the bulk mean temperature T∞:

Nu = 0.023Re4/5Prn for

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0.7 ≤ Pr ≤ 160

ReD ≥ 104

L
Dh
≥ 10

where n = 0.4 for heating (Tw > T∞) and n = 0.3 for cooling (Tw < T∞).

When compared with experimental results, the Dittus-Boelter equation may exhibit
uncertainties as large as 25%.

To reduce this error, more accurate, but also more complex, correlations have been
developed. One of the most reliable is the correlation proposed by Gnielinski, which is
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applicable over a wide Reynolds number range and extends into the transition region.
It also incorporates the Darcy friction factor fD , which can be determined from the
Moody diagram:

Nu =

(︂
fD
8

)︂
(Re − 1000)Pr

1+12.7
(︂
fD
8

)︂1/2
(Pr2/3 − 1)

[︄
1+

(︃Dh
L

)︃2/3]︄
for

⎧⎪⎪⎨⎪⎪⎩0.5 ≤ Pr ≤ 2000
3 · 103 ≤ ReD ≤ 5 · 106

This formulation accounts for the development of the turbulent boundary layer; thus,
the minimum Reynolds number for its validity is not fixed but rather depends on flow
entrance conditions.

When the length-to-diameter ratio L
Dh

is small, entrance effects become significant.
These arise due to boundary layer growth and the vena contracta phenomenon near
sharp inlet edges. To capture the resulting heat transfer enhancement in this region,
Mills proposed a correction factor that adjusts the Nusselt number in the entrance
region (Nux) relative to the fully developed value (Nu∞) from the Gnielinski correla-
tion [16]:

Nux
Nu∞

= 1+
8.7
L
Dh

+5

Figure 2.39: Local heat transfer coefficients for a sharp 90◦ edge entrance [16]

2.8 Hot-Wire Anemometry

Hot-Wire Anemometry (HWA) is a diagnostic technique widely used for measuring
instantaneous flow velocity components, particularly in turbulent flows. It operates
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on the principle of convective heat transfer from a heated wire to the surrounding
fluid. A thin wire (typically made of platinum, tungsten, or nickel), with diameter on
the order of microns, is electrically heated and placed in the flow. As fluid passes over
the wire, heat is transferred away from the wire, leading to a change in its electrical
resistance.

By maintaining the wire at a constant temperature (Constant Temperature Anemome-
try, CTA) or at a constant current (Constant Current Anemometry, CCA), the heat loss
can be correlated to the local fluid velocity through empirical or theoretical calibra-
tions. CTA systems are preferred for high-frequency turbulence measurements due to
their superior temporal response.

The King’s Law is typically used to relate the velocity to the electrical signal in CTA
systems:

E2 = A+BUn

where E is the voltage across the wire, U is the flow velocity, and A, B, and n are
calibration constants determined experimentally.

HWA is highly sensitive and capable of resolving small-scale turbulent fluctuations,
but it requires careful calibration and is sensitive to temperature variations and probe
contamination.

2.9 Thermocouple

The operating principle of thermocouples is based on the Seebeck effect, which states
that when two dissimilar metals form a closed circuit with two junctions maintained at
different temperatures, an electromotive force (e.m.f.) is generated in the circuit. The
magnitude of this e.m.f. depends on the materials being used and it is approximately
proportional to the temperature difference between the two junctions.

The thermoelectric voltage is given by:

e.m.f. = αS ∆T

where αS is the Seebeck coefficient and ∆T is the temperature difference between the
hot and reference junctions.

Thermocouples are commonly used for temperature measurements in both steady and
transient heat transfer experiments due to their robustness, small size, and fast re-
sponse time. However, they require careful compensation for cold-junction (reference
junction) temperature and often need signal conditioning due to the low voltage out-
put.

Different thermocouple types (e.g., Type K, Type J) are available depending on the
required temperature range, sensitivity, and environmental conditions.
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Research Methodology

This chapter outlines the methodology employed to achieve the research objectives
of this thesis. It begins with a description of the functionality of the SRHT (Surface
Roughness Heat Transfer) rig and the generation of the rough surface models. Subse-
quently, the experimental setup and calibration procedures are presented. The chapter
then details the experimental procedure and the data processing methods applied to
extract meaningful results. Finally, an uncertainty analysis is conducted to evaluate
the reliability of the measurements and results.

3.1 Functionality of the SRHT Rig

The key descriptive parameter for forced convection is the heat transfer coefficient,
h, which is defined as the ratio of the surface heat flux, q̇, to the temperature differ-
ence between the wall surface temperature, Tw, and the free-stream temperature, T∞.
Since the heat transfer coefficient cannot be directly measured, it is typically estimated
through inverse heat conduction techniques using transient surface temperature mea-
surements [66]:

h =
q̇

T∞ −Tw

The SRHT rig is based on this principle and is designed to investigate the local heat
transfer characteristics on the bottomwall of a rectangular duct. A schematic overview
of the rig’s functionality is provided in Fig. 3.2.

The setup consists of a flow straightener, a bypass channel, and a test section. A hatch
allows the redirection of the flow between the bypass and the test section. Initially,
the hatch remains closed, directing the heated airflow through the bypass (Fig. 3.1(a)).
Once the target flow temperature is reached, the hatch is quickly opened to flood the
test section with the heated flow. The bottom plate (referred to as the “wall”) is ex-
posed to this incoming flow, which causes it to heat up. An Infrared Camera (IRC)
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captures the transient surface temperature through optical windows positioned at var-
ious locations along the duct, as shown in Fig. 3.1(b).

(a) Schematic configuration of the flow behavior when the bypass
is open and the hatch is closed: heating of the flow in bypass mode.

(b) Schematic configuration of the flow behavior when the bypass
is closed and the hatch is opened: IR camera records the bottom
plate heating.

Figure 3.1: Schematic representation of the SRHT rig’s functionality

3.1.1 Dynamic Similarity

For meaningful experimental results using a scaled model in a channel, it is essential
to ensure dynamic similarity. This implies that both the scaled model and the real
system must satisfy the conditions for similarity in fluid dynamics:

• The model and prototype must be geometrically similar, with corresponding fea-
tures placed at the same relative orientations, especially critical for inclined flow
cases.

• All relevant dimensionless parameters (similarity parameters), such as Reynolds
and Prandtl numbers, must match to ensure that the governing physical phe-
nomena remain comparable.
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A more comprehensive discussion on dimensionless numbers and their derivation is
provided in Appendix A.

3.1.2 Working Principle

Figure 3.2: Process flow diagram for the SRHT test rig

The SRHT rig operates using a pressurized air system at 8bar. As shown in the dia-
gram, Valve 1 controls the main air supply to the test section, while Valve 2 is con-
nected to the pneumatic actuator that opens the hatch. Downstream, the air passes
through an orifice meter, where the pressure drop is used to calculate the mass flow
rate. A heating unit raises the flow temperature, which is monitored immediately
downstream using a thermoelement.

Before reaching the test section, the flow enters the laboratory chamber, indicated by
the dashed outline in Fig. 3.2. Here, a pressure reducing valve (Valve 3) lowers the
pressure to 1.5bar, also functioning as a mass flow regulator. The flow continues to
a three-way valve (Valve 4) that determines whether it enters the bypass or the test
section. Just upstream of Valve 4, a PT100 sensor measures the temperature used to
determine when the test should begin. An additional PT100 probe, used as a safety
check, is positioned between the honeycomb of the flow straightener and Valve 3 to
detect thermal anomalies.

Three thermocouples are located at the inlet, mid-section, and outlet of the test sec-
tion, each placed at the duct centerline. These readings are linearly interpolated to
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determine the streamwise bulk temperature T∞. Pressure taps positioned at multiple
axial locations provide relative pressure data for flow characterization.

To match the operating conditions found in real applications, the temperature and
mass flow rate are adjusted to achieve a desired Reynolds number:

Re =
ṁDh
µairA

(3.1)

where ṁ = ρu∞A [kg/s] is the mass flow rate, A is the cross-sectional area, ρ is the air
density, µair is the dynamic viscosity (evaluated via Sutherland’s law), and Dh is the
hydraulic diameter of the duct.

Industrial-scale turbines typically operate at high Reynolds numbers, often spanning
104 to 106 [48]. This study employs scaled-up models of cooling duct geometries de-
rived from Siemens Energy gas turbines (SGT600-700 and SGT800 series). Recent
investigations by Siemens reveal that cooling flows in these turbines exhibit Reynolds
numbers typically ranging from 104 to 105, depending on the geometry and operating
conditions. As a result, the experiments in this work are conducted within the same
Reynolds number range to maintain flow similarity.

It is important to note that results obtained under these conditions must be care-
fully interpreted when extrapolated to real turbine applications. Accurate empirical
or semi-empirical correlations are needed for reliable prediction, rather than simple
extrapolation.

In the following sections, the methodology used to collect and process experimental
data will be presented in detail.

3.2 Analogue Rough Surfaces Modelling

The test objects used in this study are rough surface plates with dimensions of 90mm
in width, 150mm in length, and 15mm in height. These objects were modelled by pre-
vious students [103, 105, 106] based on the surface roughness characteristics of materi-
als commonly employed in turbine cooling channels at Siemens Energy. At the current
stage of research, three different upscaled roughness configurations have been identi-
fied. These configurations are referred to as analogue surfaces, and they are inspired by
the surface features induced in Inconel 939 and Aluminium during the Laser Powder
Bed Fusion (L-PBF) process. The upscaling factor s is calculated as the ratio between
the hydraulic diameter of the SRHT duct and that of the real micro-channel:

s =
Dh,SRHT-rig

Dh,real channel

The use of upscaled rough surfaces to mimic additive manufacturing (AM) surfaces
was first introduced by Clemenson et al. [70] and further explored by Hanson et al.
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[75]. The core concept is to randomly distribute spheres of various diameters on a
smooth substrate, replicating the surface morphology of AM structures.

Micro-channels fabricated by L-PBF with a 90◦ printing angle and varying diame-
ters were previously tested in the qSSHT-rig to assess their hydraulic and thermal
behaviour, as described by Pagani [99]. Sections of these channels were cut open to
allow for a more detailed roughness characterization.

A skidless contact stylus profilometer was employed to measure the surface topogra-
phy. As illustrated in Fig. 3.3(a), one half of a cut-opened channel was placed under
the stylus, which traversed the channel length and recorded surface height variations.
An example of the resulting profile is shown in Fig. 3.3(b).

(a) Profilometer Mitutoyo Surftest SJ-410
during measurement

(b) Example of a recorded surface profile

Figure 3.3: Surface roughness measurement of the test objects [105]

High-resolution surface images were also obtained using a Jeol JSM-IT500 Scanning
Electron Microscope (SEM), as shown in Fig. 3.4. The micrographs revealed a stochas-
tic distribution of spherical particles (residual powder) and larger topographical fea-
tures such as ridges and valleys. In order to replicate these surfaces, a quantitative
assessment of the spherical element distribution was necessary. Lehmann [103] and
Brogliato [106] performed this analysis manually, by selecting visible spheres from
SEM images and recording their diameters. Although this method introduces subjec-
tivity and variability, it captures the overall diameter trend. Interestingly, different sta-
tistical models were found to fit different materials: Wen [105] reported that a Gamma
distribution better captured the distribution for Inconel 939, whereas Brogliato [106]
employed a Normal distribution for Aluminium.

To faithfully reproduce the real surface, the sphere density must also be preserved.
This density ρs is calculated by dividing the number of manually selected spheres by
the scaled area of the corresponding micrograph:

ρs =
number of spheres

A · s2
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(a) Inconel 939 (b) Aluminium

Figure 3.4: SEM images of AM micro-channel internal surfaces

where the area A is computed as:

A =
π
2
R ·L

with R denoting the channel radius and L the image length.

(a) Inconel 939. (b) Aluminium 1. (c) Aluminium 2.

Figure 3.5: CAD design of the up-scaled prototype plates with AM-induced surface
roughness.

The rough surface is generated using a custommacro implemented in Siemens NX. The
script takes as input the calculated sphere density, the diameter distribution, and an
offset distribution to place spherical roughness elements on the surface. While the first
two distributions are derived from experimental data, the offset distribution requires
further elaboration.
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The offset is defined as the normalized vertical position of the sphere’s center:

off =
z
D/2

To recreate the height variability observed in real AM surfaces, the offset distribution
is modeled as a normal probability density function (PDF). The x and y positions of
each sphere are assigned based on a uniform random distribution.

A trial-and-error approach was adopted to tune the diameter and offset distributions
until the resulting surface matched the desired surface roughness parameters. Ini-
tially, parameters such as Sa, Sq, and Sz were targeted. However, Brogliato [106] later
proposed to match the skewness (Ssk) and kurtosis (Sku) values. These higher-order
parameters exhibited large deviations due to the limitations of the spherical modeling
approach, which cannot replicate the more complex topographies of actual AM sur-
faces. Additionally, one significant feature of AM surfaces is the presence of clusters,
i.e., groups of rough elements that create non-uniform distributions with large smooth
areas between them. These clusters may have a strong influence on local heat transfer
mechanisms.

Figure 3.5 shows the CAD renderings of the three analogue surfaces used in this study.
These surfaces differ substantially in particle size, roughness amplitude and spatial
density, particularly in the aluminium cases. The modelling approach aims not only to
replicate the real surface morphology, but also to investigate how variations in surface
roughness parameters affect local heat transfer.

Table 3.1 summarizes the surface roughness parameters of the real and analogue sur-
faces. Several limitations of the analogue modelling approach should be acknowl-
edged:

• Stylus profilometry only provides 2D profiles along a single line, which may not
capture the full 3D characteristics of the surface, despite multiple measurements.

• The model assumes all roughness elements are spherical, whereas real surfaces
include a broader range of geometries such as ellipsoids and irregular particles.

• The AM surface roughness depends strongly on the printing parameters (e.g.,
orientation, speed), restricting the applicability of the analogue model to specific
conditions.

To improve the fidelity of the analogue surface characterization, modifications were
introduced to the surface roughness evaluation script, enabling the inclusion of addi-
tional statistical descriptors.

3.3 SRHT-rig Setup

The experiments conducted on the SRHT-rig aim at obtaining a spatially resolved dis-
tribution of the heat transfer coefficient (HTC). Achieving this requires a dedicated
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Sa
[mm]

Sq
[mm]

Sz
[mm]

Ssk Sku ES λf λp

Inconel 939 d1.25 mm, 90° printing, s = 77.4
Real SR 1.077 1.325 5.689 0.46 2.79 - - -

Analogue SR 1.085 1.287 6.006 0.975 3.237 0.546 0.029 0.622
Percent Error 0.74% 2.87% 5.57% 112% 16% - - -

Aluminium 1 d1.5 mm, 90° printing, s = 63.15
Real SR 0.37 0.47 2.32 0.22 3.47 - - -

Analogue SR 0.321 0.467 2.692 2.345 7.378 0.193 0.013 0.165
Percent Error 31.2% 0.64% 16% 966% 113% - - -

Aluminium 2 d1.5 mm, 90° printing, s = 63.15
Real SR 0.37 0.47 2.32 0.22 3.47 - - -

Analogue SR 0.623 0.689 2.509 0.347 1.723 0.48 0.014 0.599
Percent Error 68.4% 46.6% 8.15% 57.7% 50.3% - - -

Table 3.1: Comparison of surface roughness parameters between real and analogue
surfaces

test rig configuration equipped with specific measurement devices, as outlined in this
section.

3.3.1 Test Rig

Figure 3.6 presents a CAD rendering of the test rig, with the flow direction oriented
from right to left.

The flow straightener is a 1m-long rectangular duct made of aluminium, with a width
of 150mm and a height of 97mm. It is connected to an aluminium chamber with two
outlets, one leading to a bypass and the other to the test section. A pneumatic actuator
drives a shaft-mounted hatch that can selectively close off either the bypass or the
test section inlet. The cross-section of the hatch is slightly larger than that of the test
section, introducing a step of approximately 5mm at the transition. This step causes a
disturbance in the boundary layer development.

The test section itself has a length of 1550mm, a width of 100mm, and a height of
90mm, with a fillet radius of 5mm in the corners. It is composed of a top plate, two
side plates, and a bottom plate.

The top plate contains several circular openings designed for infrared thermal imaging
of the bottom plate during heating. For each test, one of these openings is covered with
an IR-transparent window, while the others are sealed with lids. The window is man-
ufactured from a high-transmissivity material optimized for IR measurements. The
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Figure 3.6: CAD model of the SRHT rig

infrared camera is mounted directly above the window to record surface temperature
distributions.

The bottom plate serves as the mounting bed for the test samples, accommodating up
to ten test plates.

Both the test section and the test plates are fabricated from Accura Xtreme Grey using
stereolithography (SLA). The main thermal properties of this material are listed in
Table 3.2. A key distinction is made between axial and radial properties: axial values
refer to behavior through the layering direction, while radial values represent in-plane
properties along the layers. A layer thickness of 0.1mm was selected to ensure a fine
surface finish.

Sealing between the rig components is achieved using silicone gaskets or O-rings. To
ensure high surface emissivity, all internal surfaces of the test channel are painted
black.

T [◦C] kax [W/mK] krad [W/mK] cp [J/kg K]
30 0.224 0.211 1442.4
50 0.227 0.237 1735.9

Table 3.2: Accura Xtreme Grey thermal properties in axial and radial directions
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Property Value
Flow straightener

Length 1000mm
Width 150mm
Height 97mm

Test section
Test bed length 1550mm
Test bed width 100mm
Test section height 90mm
Fillet radius 5mm
Test section cross-sectional area 8980mm2

Test section hydraulic diameter 96.7mm
Number of test objects 10

Test object
Length 150mm
Width 90mm
Height 15mm

Table 3.3: Geometric characteristics of the SRHT-rig

3.3.2 Heating System

To supply the thermal energy required for the experiments, an air heater is integrated
into the rig. The system consists of a power supply connected to resistive elements
that heat up the incoming air within the main duct. By adjusting the power input, it
is possible to regulate and maintain a constant air temperature throughout the exper-
iment.

All components needed for safe operation, including a thermal relay, power regula-
tion system, and safety electronics, are housed within the dedicated heater controller
unit.

3.3.3 IR Thermography

3.3.3.1 IR Camera

The transient surface temperature at the bottom of the test section, i.e., the wall tem-
perature Tw, is recorded using an infrared (IR) camera. The model employed in this
study is the Titanium 560M by Cedip Infrared Systems, which is specifically designed
for academic and industrial R&D applications, offering high sensitivity, accuracy, spa-
tial resolution, and acquisition speed at an affordable cost. The camera is operated
using the FLIR ResearchIR software, which provides a user-friendly interface for data
acquisition and parameter configuration. The technical specifications of the camera
are listed in Table 3.4.
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Property Value
Titanium 560M

Sensor Type InSb
Waveband 3÷ 5µm or 8÷ 12µm

Pixel Resolution 640× 512
Integration Time 1200µs

Frame Rate 10Hz
Calibration Temperature Range −15÷ 100◦C

Calibration Device DIAS CS110

Table 3.4: Technical specifications of the IR camera

(a) Titanium 560M (b) DIAS CS110

Figure 3.7: IR camera and calibration device

3.3.3.1.1 Calibration The IR camera does not directly measure temperature but de-
tects a radiometric signal that must be correlated to absolute temperature [61].

In the present work, an integration time of 1200µs was selected based on the expected
surface temperature range of 23.3◦C to 67.5◦C (296.45K to 340.65K). A frame rate
of 10Hz was conservatively chosen to adequately capture the transient thermal re-
sponse.

To correlate the radiometric signal to actual temperatures, an IR calibration source
(CS), also referred to as technical blackbody, was used. The calibration device em-
ployed was the DIAS CS110 by DIAS Infrared Systems, shown in Fig. 3.7(b). This
device features a known emissivity of εCS = 0.98 ± 0.01 and a calibration tempera-
ture range of −15◦C to 110◦C (258.15K to 383.15K), with an uncertainty of ∆TCS =
±0.5K [46].

Calibration was performed over the range 5◦C to 70◦C (278.15K to 343.15K), in in-
crements of 5K . At each temperature step, the radiometric signal was recorded and
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corrected for the calibrator’s emissivity. The calibration points are plotted as blue cir-
cles in Fig. 3.7(b).

A curve-fitting approach is typically used in IR thermography to establish a continu-
ous relationship between radiometric signals and absolute temperatures. In this work,
the fitting function introduced by Liebmann [44] was applied, given in Eq. (3.2), where
A, B, C, D, and T0 are fitting parameters, S is the detected signal, and T is the corre-
sponding blackbody temperature:

T = A · S1/2 +B · S3/2 +C · S2 +D · ln(S) +T0 (3.2)

Figure 3.8: Camera calibration curve fitting for IT = 1200µs

Parameter A B C D T0
Value [K] -0.2549 2.0853× 10−5 −8.3719× 10−8 38.578 -9.1824

Table 3.5: Curve-fitting parameters for IR camera calibration

The regression error remains within 0.03◦C across the entire calibration range, which
is well below the IR camera’s intrinsic accuracy of 1◦C.

Hereafter, the transformation function from signal to temperature as defined by Eq. (3.2)
is denoted as FS→T . For calibration routines and heat transfer experiments, it was also
necessary to determine the inverse function, converting temperature T to signal S .
Since Eq. (3.2) is not analytically invertible, a numerical interpolation was performed
using interp1 in MATLAB. This inverse function is referred to as FT→S .
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3.3.3.2 IR Window

The IRwindow used in the SRHT-rig is the IRW-4C by FLIR, made of high-transmissivity
calcium fluoride, which is suitable for short-, mid-, and long-wave IR imaging. The
optical diameter of the window is 95mm, with a thickness of 29.15mm. The transmis-
sivity τIRW and reflectivity ϱIRW were not initially known and were experimentally
determined by Lehmann [103]. The resulting values are reported in Table 3.6.

3.3.3.3 IR Paint

A critical factor influencing the accuracy of quantitative IR measurements is the sur-
face emissivity of the target object. The closer this emissivity is to that of an ideal
blackbody, the higher the measurement accuracy [55]. To ensure uniform and high-
emissivity conditions, the bottom plate and the remaining inner surfaces of the test
section were coated with a thin layer of high-emissivity black paint. The paint used
was a commercially available product by Senotherm, whose emissivity properties were
not known a priori. Lehmann [103] conducted a dedicated calibration to determine its
characteristics. The calibrated values are provided in Table 3.6.

Emissivity ε Reflectivity ϱ Transmissivity τ
IR window – 0.9489± 0.0334 0.0501± 0.0068

Paint 0.9072± 0.0274 0.0540± 0.0062 –

Table 3.6: Optical properties of IR window and paint [103]

3.3.4 Hot-Wire Anemometry

Hot-Wire Anemometry (HWA) was employed for the characterization of the velocity
field in the SRHT-rig. This technique is well-suited for high-frequency, single-point
velocity measurements in turbulent flows, offering excellent temporal resolution. The
measurements were conducted using a single-wire probe by Dantec Dynamics, con-
nected to a constant-temperature anemometer (CTA) system.

The working principle of HWA is based on the convective cooling of a thin, electrically
heated wire exposed to the flow. As the flow velocity increases, the heat loss from the
wire rises, requiring more electrical power to maintain its constant temperature. The
electrical signal required to sustain this thermal equilibrium is then correlated to the
local flow velocity.

3.3.4.1 Probe Calibration

Prior tomeasurements, the hot-wire probe was calibrated in a dedicated low-turbulence
jet calibration unit. The velocity reference was obtained via a pitot-static tube coupled
with a high-precision differential pressure transducer [38]. The calibration was per-
formed at ambient temperature with the same flow medium (air) and under similar
atmospheric conditions to those expected during the SRHT-rig validation.
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The calibration process involved exposing the probe to a series of known free-stream
velocities ranging from u = 1.5 to u = 12m/s and recording the corresponding CTA
bridge voltages. A second-order King’s Law relationship was firstly used to fit the
calibration data:

E2 = A+B ·Un (3.3)

where E is the measured CTA voltage, U is the flow velocity, and A, B, and n are
calibration coefficients obtained via nonlinear curve fitting.

The calibration curve fitting showed good agreement (with R2 > 0.92). However, poly-
nomial laws can be introduced to improve the fitting results. Despite not having a
physical derivation, these laws show a better agreement during the calibration process.
A third and fourth order polynomial laws were employed in the following form:

U = a+ bE + cE2 + dE3

U = a+ bE + cE2 + dE3 + eE4

As shown in Fig. 3.9, the fourth order polynomial law appears to have a higher agree-
ment (with R2 > 0.99) compared to the third order one, thus confirming the reliability
of the probe within the calibrated velocity range.

Figure 3.9: Hot-Wire calibration curves using thorough different fitting models

It is important to note that the accuracy of the hot-wire measurements depends not
only on the calibration procedure but also on the correct alignment of the probe with
the flow direction, thermal drift compensation, and signal filtering to minimize elec-
tronic noise. All these factors were carefullymanaged during the acquisition phase.
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Parameter a b c d e R2

Value [Volt]

3rd order polynomial
-132.2 278.4 -198 48.02 - 0.9993

4th order polynomial
-516.4 1263 -1163 442.2 -61.64 0.9998

Table 3.7: Curve-fitting parameters for Hot-Wire polynomial laws calibration

3.3.5 Data Acquisition Systems

TheData Acquisition System (DAS) used in this study consists of sensors formeasuring
physical quantities, signal conditioning units for amplifying and filtering the signals,
and analog-to-digital converters for digitizing the data. A laptop equipped with a
custom-built software, RigView, developed in NI LabVIEW, is used to acquire, store,
and visualize the data in real time.

Two primary devices are utilized for signal acquisition: the Netscanner 9116 and the
Keysight Agilent 34972A. The Netscanner 9116 is a 16-channel piezoresistive pressure
transducer featuring a full-scale accuracy of ±0.05% FS and a pressure measurement
range from −100psi to 100psi. The Keysight Agilent 34972A data logger is employed to
monitor various signals including temperature readings, mass flow rate, and absolute
ambient pressure. The absolute pressure is measured using a Rosemount 2088 absolute
and gauge pressure transmitter.

Both the Netscanner 9116 and the Keysight Agilent 34972A are connected to the host
computer via the TCP/IP protocol, ensuring robust communication and high data
throughput.

Each measurement device undergoes annual calibration to maintain measurement ac-
curacy and verify proper operational performance.

3.3.5.1 Temperature Probes

Temperature measurement in the test rig is based on the principle that the electri-
cal resistance of certain materials varies with temperature. By quantifying this resis-
tance change relative to a known reference, accurate temperature measurements can
be achieved. Two types of thermal sensors were used:

• PT100: This sensor is based on a platinum resistance element, with a nominal
resistance of 100Ω at 0◦C. PT100 sensors are known for their high accuracy,
stability, and linearity over a wide temperature range.

• Type-K Thermocouple: Thermocouples are less expensive than PT100 sensors, re-
spond faster to temperature changes, and can operate over a broader tempera-
ture range. In this setup, Type-K thermocouples were used to monitor the tem-
perature of the copper bars due to their compact format, which allows easy in-
tegration. These thermocouples consist of two dissimilar metals: the positive
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leg is made of a nickel-chromium (NiCr) alloy, while the negative leg is com-
posed of a nickel-aluminium (NiAl) alloy. The junction of these metals forms
the temperature-sensitive element. Calibration is required prior to use to ensure
measurement accuracy.

3.4 Raw-Data Acquisition

To fully understand the methodology behind the experiments, it is essential to clarify
both the nature of the acquired data and the procedure adopted for data acquisition.
Although the post-processing differs between smooth and rough surface test cases, the
types of data collected remain consistent across all experiments.

In this study, experiments were conducted at four distinct Reynolds numbers: Re =
10000, 15000, 20000, and 25000. As shown in Eq. (3.1), and given that both the hy-
draulic diameter Dh and the cross-sectional area A of the test section are constant (see
Table 3.3), the Reynolds number is determined by the mass flow ṁ and the air viscosity
µ, which in turn depends on the air temperature T∞. The viscosity is evaluated using
Sutherland’s law, based on the measured air temperature and the air mass flow rate ṁ.
The latter is regulated via a control valve and measured using an orifice meter.

Re = 10000 Re = 15000 Re = 20000 Re = 25000
ṁ [g/s] 19 28.5 38 47.5

T∞ [◦C] / [K] 70 / 343.15 70 / 343.15 70 / 343.15 70 / 343.15
Measurement duration t 110s 110s 110s 110s
Sampling frequency fs 10Hz 10Hz 10Hz 10Hz

Table 3.8: Experimental flow conditions

To ensure the accuracy of the measurements, the hatch is only opened once thermal
stabilization has been achieved in the flow straightener. Stabilization is defined as a
temperature variation below 1◦C/min.

For the calculation of the local heat transfer coefficient (HTC), two main tempera-
ture data sets are required: the wall temperature distribution along the plate, and the
bulk air temperature in the flow channel. The wall temperatures are indirectly mea-
sured using the IR camera, which records a video of the heated surface through the
IR-transparent window. This video provides the temporal evolution of the radiomet-
ric signal at each pixel, which is then converted into surface temperature using the
calibrated function in Eq. (3.2).

The bulk air temperature T∞ is measured using three type-K thermocouples positioned
at the center of the channel cross-section in the inlet, mid-section, and outlet. These
three values are linearly interpolated along the streamwise direction, under the as-
sumption of a quasi-linear thermal gradient along the duct.
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(a) Captured frame (b) ROI mask

Figure 3.10: ROI selection example

3.5 Data Processing

A thorough post-processing methodology is required to accurately determine the con-
vective heat transfer coefficient (HTC) from raw experimental data. This section out-
lines the approaches adopted for both smooth and rough test plates. While the specific
solvers differ (1D for smooth plates and 3D for rough plates) the underlying principle
remains consistent: the spatial distribution of the wall temperature Tw is obtained
from transient experiments and used to extract the HTC. Since the Nusselt number
Nu can only be indirectly calculated from wall conduction, the following relation is
used:

Nu =
hDh
kair

where kair = 0.029 [W/ (m ·K)] is the thermal conductivity of air.

3.5.1 IR-Video Processing

The infrared data acquired during the tests were recorded using FLIR’s ResearchIR
software, which stores video files in the .PTW format. The first step in post-processing
involves identifying the experiment’s starting frame. This is achieved by synchronizing
the activation of a light source, placed adjacent to the infrared window, with the trigger
signal of the pneumatic actuator. The illumination flash marks the exact initiation of
the heating phase in the recorded IR video.

Subsequently, a Region of Interest (ROI) is defined. Each IR frame, with a resolution of
640×512 pixels, captures a large portion of the test section’s lower plate. However, only
a specific portion is relevant for accurate HTC analysis. An elliptical ROI is manually
selected within each frame, as illustrated in Fig. 3.10(a), and exported as a binary
mask (Fig. 3.10(b)). The radiometric signal within the ROI is then converted into wall
temperature data using the camera-specific calibration function FS→T .
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The raw IR signal Sdet recorded by the camera is a superposition of signals originat-
ing from multiple sources [87]. A schematic representation is provided in Fig. 3.11,
illustrating the various infrared contributions through the IR window (IRW) from the
bottom plate and surrounding environment.

Figure 3.11: Components of the detected IR signal for this test cases

For this configuration, the detected signal can be expressed as:

Sdet = εpaintτIRWSB⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
(a) Plate emission

+ τ2IRWϱpaintSamb⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏞
(b) Ambient reflected by plate

+ ϱIRWSamb⏞ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ⏞
(c) Ambient reflected by window

+ εpaintϱpaintτIRWSw⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
(d) Wall emission reflected by plate

(3.4)

Here SB is the signal emitted by a blackbody at the same temperature as the bottom
plate, Sw is the signal from the internal wall of the channel, Samb is the signal from the
ambient surroundings.

The first term corresponds to direct IR radiation from the painted bottom surface
transmitted through the IR window. The second and third terms are ambient radia-
tion components reflected either by the paint or the window (considering the ambient
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with τamb = 1 since the distance is small [62]). The last term accounts for IR radiation
emitted by the inner sidewalls and reflected by the painted surface before reaching
the camera. The ambient temperature Tamb is measured directly within the test cham-
ber. However, Tw, the channel wall temperature, cannot be directly measured due to
camera occlusion and the impracticality of thermocouple integration. Therefore, a rep-
resentative point on the IR image, which is typically a flat, undisturbed area, is used
to approximate Tw.

From this representative flat region, assuming SB = Sw, it is possible to rearrange
Eq. (3.4) to extract Sw:

Sw =
Sdet,flat −

(︂
ϱIRW + ϱpaintτ

2
IRW

)︂
Samb

εpaintτIRW
(︂
1+ ϱpaint

)︂
Once Sw is known, the corrected blackbody signal SB at each pixel in the ROI can be
evaluated as:

SB =
Sdet −

(︂
ϱIRW + ϱpaintτ

2
IRW

)︂
Samb − εpaintϱpaintτIRWSw

εpaintτIRW

This final corrected signal SB is then converted to surface temperature using the in-
verse calibration function FS→T . This processing ensures that the spatial distribution
of Tw used for HTC calculations is physically consistent and accounts for all significant
IR signal perturbations.

3.5.2 Mapping

As discussed in Section 3.5.1, the IR camera detects radiation from multiple sources.
One potential artifact not explicitly addressed earlier is the reflection of the IR camera
itself in the window. This is mitigated by slightly tilting the camera, thereby avoid-
ing perpendicular alignment with the IR window and the bottom plate. However, this
tilt introduces a geometric distortion in the captured images, making a mapping pro-
cess necessary. Additionally, mapping is required to associate each pixel with a global
coordinate system for quantitative analysis.

3.5.2.1 Smooth

For smooth plates, a set of four reference points is used to compute a Four-Points
Transformation. To correlate the pixel coordinates to a natural coordinate system, as
shown in Fig. 3.12(a), a coordinate transformation is performed based on the theory
of isoparametric quadrilateral elements, a common approach in finite element analy-
sis.

In the physical coordinate system (Fig. 3.12(b)), the χ′ and ψ′ axes denote the pixel
column and row indices, respectively. The coordinates of the four reference points(︂
χ′1, ψ

′
1

)︂
to

(︂
χ′4, ψ

′
4

)︂
are determined using FLIR ResearchIR.
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(a) Natural coordinate system (b) Physical coordinate system

Figure 3.12: Four-Points-Transformation coordinate systems

A mesh is then created for the natural coordinate system shown in Fig. 3.12(a). For
each reference point, a shape function (Eq. (3.5)) is defined. These functions N1 to N4
are constructed to return a value of 1 at the associated reference point and 0 at the
others.

N1 =
(χ −χ2) (ψ −ψ4)
(χ1 −χ2) (ψ1 −ψ4)

N2 =
(χ −χ1) (ψ −ψ3)
(χ2 −χ1) (ψ2 −ψ3)

N3 =
(χ −χ4) (ψ −ψ2)
(χ3 −χ4) (ψ3 −ψ4)

N4 =
(χ −χ3) (ψ −ψ1)
(χ4 −χ3) (ψ4 −ψ1)

(3.5)

The coordinate transformation is carried out via the matrix relation in Eq. (3.6). By
inserting an arbitrary point (χ,ψ) from the natural coordinate system into the shape
function matrix, and multiplying it by the known physical coordinates of the reference
points, the corresponding location in the physical (pixel) space is obtained. This allows
the IR-detected temperature field to be projected into the desired coordinate system for
analysis.

[︄
χ′

ψ′

]︄
=

[︄
N1 0 N2 0 N3 0 N4 0
0 N1 0 N2 0 N3 0 N4

]︄
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

χ′1
ψ′1
χ′2
ψ′2
χ′3
ψ′3
χ′4
ψ′4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.6)
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3.5.2.2 Rough

For the rough surfaces, a tetrahedral mesh is generated from the CADmodel described
in Section 3.2, using Siemens NX. To ensure accurate geometric representation, the
element size on the rough surface is constrained to be less than 1.5mm, with smaller
sizes (down to 0.04mm) automatically applied in regions containing finer features,
such as spherical protrusions.

The IR-to-mesh mapping process requires understanding how the IR camera projects
3D geometry onto a 2D image plane. A projection matrix P defines this transforma-
tion: ⎡⎢⎢⎢⎢⎢⎢⎣uv

1

⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
Y
Z
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where (u,v) are the image coordinates and (X,Y ,Z) are the 3D world coordinates. The
matrix P = K[Rt] combines K , the intrinsic calibration matrix containing focal length
and lens distortion, R is the rotation matrix (world-to-camera) and t is the translation
vector.

To estimate P, the matrix is rewritten as a vector p:

p =
[︂
p11 p12 p13 p14 p21 p22 p23 p24 p31 p32 p33 p34

]︂T
Each 3D-to-2D point correspondence provides two equations. At least six non-coplanar
points are required to solve for the twelve unknowns in p, although additional points
are used to improve accuracy. These points are selected manually from the CADmodel
and matched to identifiable features in the IR image.

[︄
X1 Y1 Z1 1 0 0 0 0 −u1X1 −u1Y1 −u1Z1 −u1
0 0 0 0 X1 Y1 Z1 1 −v1X1 −v1Y1 −v1Z1 −v1

]︄
p =

[︄
0
0

]︄
One of the mapping results is presented in Fig. 3.13. The blue dots represent mesh
points within the IR camera’s ROI; blue circles are original image coordinates from the
IR view, while black asterisks are the calculated projections using the derived matrix
P. The visual alignment confirms the accuracy of the transformation.

The final mapped temperature field is interpolated onto mesh nodes within the ROI.
However, occlusions (e.g. overhanging features) can lead to erroneous temperature
values due to IR signal shadowing. For this reason, regions near sphere-plate intersec-
tions, where mapping uncertainties are high, are excluded from further analysis.

Moreover, mesh refinement is critical. In regions with steep thermal gradients (e.g.
upstream-facing surfaces of spheres) an insufficiently refined mesh may misrepresent
temperature fields by mapping smooth-region values onto rough features. Such er-
rors are particularly critical because the temperature on sphere surfaces is typically
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(a) One IR camera image (b) Temperature mapping results

Figure 3.13: IR image and temperature mapping

higher due to direct hot airflow impingement. A denser mesh in these areas minimizes
mapping errors and ensures accurate HTC reconstruction.

3.5.3 Underlying Equations

3.5.3.1 Smooth

The local heat transfer coefficient (HTC) on the smooth plates, positioned at the bottom
of the channel, is evaluated as a classic case of transient conduction. The governing
equation in three-dimensional Cartesian coordinates is:

∂2T

∂x2
+
∂2T

∂y2
+
∂2T

∂z2
+
q

k
=

1
α
∂T
∂t

(3.7)

For one-dimensional heat conduction, in the absence of internal heat generation and
under the assumption of constant thermal conductivity, Eq. (3.7) simplifies to:

∂2T

∂z2
=

1
α
∂T
∂t

(3.8)

This formulation applies to the case of a semi-infinite solid, a geometry in which the
body extends infinitely in all directions except one, and an instantaneous surface tem-
perature change initiates one-dimensional transient conduction. Such an idealization
provides a good approximation of the step response of finite solids, such as plates,
when the temperature perturbation has not yet reached the back face of the mate-
rial.

In this study, the z-axis is defined as the coordinate normal to the plate surface and
orthogonal to the flow direction x. The air temperature in the main flow is denoted as
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T∞. Eq. (3.8) is a second-order partial differential equation in space and first-order in
time, and requires an initial condition and two boundary conditions.

The initial temperature distribution is assumed uniform across the depth of the plate:

T (z, t = 0) = Ti

The first boundary condition at the surface (z = 0) is obtained by combining Fourier’s
lawwith Newton’s law of cooling, for a step change in fluid temperature (T∞ ≠ Ti):

−k∂T
∂z

⃓⃓⃓⃓⃓
z=0

= h [T (0, t)−T∞]

The second boundary condition applies at an infinite depth, where the temperature
remains at its initial value:

T (z→∞, t) = Ti

An analytical solution to this problem is given by:

T (z, t)−Ti
T∞ −Ti

= erfc
(︄

z

2
√
αt

)︄
− exp

(︄
hz
k

+
h2αt

k2

)︄
· erfc

(︄
z

2
√
αt

+
h
√
αt
k

)︄
(3.9)

where α = k
ρcp

is the thermal diffusivity, h is the heat transfer coefficient (HTC), the
unknown to be determined, k is the thermal conductivity of the plate material, T (z, t)
is the wall temperature Tw measured by the IR camera, erfc(W ) = 1 − erf(W ) is the
complementary error function.

This expression allows the computation of the local HTC at each pixel by solving the
equation iteratively using a non-linear solver. The spatial resolution of the tempera-
ture field is limited by the resolution of the IR camera.

It is important to highlight that the assumption of a semi-infinite domain is valid only
while the thermal wave has not penetrated the entire thickness δ of the plate. The
duration of the transient must satisfy:

tmax <
δ2

16α
≈ 120s

This is based on the plate thickness δ = 15mm and the worst-case thermal diffusivity
of Xtreme Accura Grey material, α = 1.43× 10−7m2/s.

Eq. (3.9) forms the core of the 1D conduction solver, applied within the selected ROI
to extract the HTC field. This formulation assumes an ideal instantaneous step change
in T∞, which does not fully reflect physical reality. In practice, a delay is present
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due to the finite time required for the heated air to fill the duct volume. This issue is
corrected using an approach introduced byMetzger & Larson [27], based onDuhamel’s
superposition theorem.

In this method, the time-varying T∞ is approximated as a series of discrete step changes
∆T∞(j,j−1), and the wall temperature is expressed as:

Tw −Ti =
N∑︂
j=1

U(t − τj )∆T∞(j,j−1)

with the unit step response function U(t − τj ) given by:

U(t − τj ) = 1− exp
(︄
h2

k2
α(t − τj )

)︄
· erfc

(︄
h
k

√︂
α(t − τj )

)︄

Combining the above expressions yields the final form used to compute the HTC, ac-
counting for the actual time evolution of T∞:

Tw −Ti =
N∑︂
j=1

[︄
1− exp

(︄
h2

k2
α(t − τj )

)︄
· erfc

(︄
h
k

√︂
α(t − τj )

)︄]︄
∆T∞(j,j−1)

The main flow temperature curve T∞(t) is thus approximated by a finite number of
discrete steps. These are defined by two criteria:

1. A new step is defined whenever the temperature changes by more than 8% of the
total range, ensuring high resolution during the steep initial ramp.

2. A step is also enforced every 25s to capture slow changes later in the test.

An overdetermined system results for each pixel, since multiple Tw measurements are
available over time. The HTC is then extracted via curve-fitting using the fsolve

function in MATLAB, which numerically solves nonlinear systems of the form:

F(x) = 0

This non-linear fitting procedure is executed independently for each pixel in the ROI,
yielding a full-field map of the local HTC over the smooth plate.

86



Chapter 3. Research Methodology

(a) Typical main flow temperature re-
sponse during a transient test

(b) Time evolution of the wall temperature
at one pixel. The fitted curve achieves R2 =
0.99

Figure 3.14: 1D solver implementation for the smooth plate

3.5.3.2 Rough

For the rough plates investigated in this study, characterized by spherical structures
distributed across the surface, the one-dimensional heat conductionmodel is no longer
sufficient to describe the true nature of the heat transfer. Therefore, a fully three-
dimensional approach is required to obtain physically meaningful results. The heat
transfer coefficient (HTC) on the rough surface is computed through an inverse pro-
cedure that involves solving both a direct and an adjoint problem. This process is
implemented in an internal proprietary software named C3D.

Once the IR camera data are mapped onto the nodes of a 3D computational mesh, the
HTC distribution is adjusted iteratively so that the computed nodal temperature pro-
files match the measured temperature data. This constitutes an inverse heat transfer
problem, in which the unknown HTC is inferred from surface temperature measure-
ments. The objective is to minimize the difference between the measured and the sim-
ulated wall temperature by optimizing the local HTC distribution. This requires the
solution of a transient direct heat conduction problem and its corresponding adjoint
formulation, as described in Jaksch [67].

The governing equations for the direct problem are:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρc
∂T
∂t

= ∇ · (k∇T ) in Ω, 0 ≤ t ≤ tf

k
∂T

∂n⃗
= h

(︂
T −Tg

)︂
on Γ, 0 ≤ t ≤ tf

T (x, t = 0) = T0(x) in Ω

(3.10)

Here, k(x,T ) is the thermal conductivity, ρ(x,T ) is the density, c(x,T ) is the specific
heat capacity, h(x,T ) is the heat transfer coefficient to be optimized, Tg (x,T ) is the bulk
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gas temperature (commonly denoted T∞ in the smooth case), n⃗ is the outward-pointing
normal vector at the boundary Γ, and Ω denotes the domain of the solid.

The goal is to determine the spatial distribution of h(x) such that the objective function
J , quantifying the deviation between simulated and measured wall temperatures, is
minimized:

J =
1
2

∫︂ tf

0

∫︂
Γ

(T (x, t)−Tm(x, t))2 dΓdt (3.11)

In Eq. (3.11), Tm(x, t) represents the wall temperature measured by the IR camera. As
the Reynolds and Prandtl numbers are assumed constant during the experiment, the
Nusselt number, and hence the HTC, is considered time-independent:

Nu ≠ f (t)

To solve the inverse problem, a Lagrangian function L(h,λ) is constructed, incorpo-
rating the constraint imposed by the heat conduction PDE via the adjoint variable
λ(x, t):

L(h,λ) = J +
∫︂ tf

0

∫︂
Ω

λ(x, t)
(︄
ρc
∂T
∂t
−∇ · (k∇T )

)︄
dΩ dt (3.12)

Even though h does not appear explicitly in Eq. (3.12), any variation δh affects T , and
consequently L. To locate stationary points of L, the gradients ∂L/∂h and ∂L/∂λmust
be equal to zero. In numerical practice, the derivative with respect to h is approxi-
mated using finite differences:

∂L
∂h
≈ L(h+ δh)−L(h)

δh

After algebraic manipulations, as detailed in [67], the variation δLh becomes:

δLh =
∫︂ tf

0

∫︂
Ω

δT

(︄
−ρc∂λ

∂t

)︄
dΩ dt

+
∫︂ tf

0

∫︂
Γ

δT

(︄
T −Tm + k

∂λ

∂n⃗
− hλ

)︄
dΓdt

+
∫︂
Ω

λρcδT (t = tf )dΩ −
∫︂ tf

0

∫︂
Γ

λδh
(︂
T −Tg

)︂
dΓdt

To ensure that δLh = 0 for arbitrary δh, the adjoint variable λ(x, t) must satisfy the
following equations:
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⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−ρc∂λ

∂t
= ∇ · (k∇λ) in Ω, 0 ≤ t ≤ tf

k
∂λ

∂n⃗
= hλ− (T −Tm) on Γ, 0 ≤ t ≤ tf

λ(x, tf ) = 0 in Ω

With this, the variation of the Lagrangian becomes:

δLh =
∫︂ tf

0

∫︂
Γ

−λδh
(︂
T −Tg

)︂
dΓdt (3.13)

Using the substitution τ = tf − t, the adjoint problem can be reformulated as:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ρc
∂λ
∂τ

= ∇ · (k∇λ) in Ω, 0 ≤ τ ≤ tf

k
∂λ

∂n⃗
= hλ− (T −Tm) on Γ, 0 ≤ τ ≤ tf

λ(x,0) = 0 in Ω

(3.14)

Equation (3.14) define the adjoint problem, which is structurally similar to the direct
problem in Eq. (3.10). While solving δLh leads to the adjoint problem, solving δLh will
lead back to the direct problem. To know how δh will cause the change in the target
function J , it is necessary to find the sensitivity of J which is defined as the derivative
of J with respect to h at a certain point x and time t denoted as J ′h. From Eq. (3.12) and
the fact that T always satisfies the direct problem, it implies that J ′h ≡ L

′
h. And from

Eq. (3.13), L′h can be written as:

L′h = −λ
(︂
T −Tg

)︂
The overall solution procedure can be summarized as follows:

1. Provide an initial guess for h and solve the direct problem to obtain the temper-
ature field T (x, t);

2. Using T and the measured temperature Tm as inputs, solve the adjoint problem
to compute λ(x, t);

3. Compute the sensitivity J ′h(x, t) from λ and T ;

4. Apply a gradient-based optimization method to update h(x) and reduce J ;

5. Repeat the process until convergence is achieved (i.e., when residuals fall below
a predefined tolerance).
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This inverse optimization loop is executed for six specific time instances:

t = 0, 10, 20, 40, 70, 100s

The method is fully implemented in the in-house software C3D developed at Siemens
Energy AB, as described in [67].

3.6 Uncertainty Analysis

In modern experimental research, results are incomplete without an uncertainty anal-
ysis, which provides an estimation of the reliability of the measured or computed
quantities. It offers a quantified perspective on the possible error margins and lends
credibility to the experimental conclusions. The overall uncertainty in an experimental
campaign arises from multiple sources, including instrumentation, setup conditions,
data acquisition, and post-processing techniques.

3.6.1 Introduction to Uncertainty Analysis

The uncertainty of a measurement is defined as:

"Parameter, associated with the result of a measurement, that characterizes the
dispersion of the values that could reasonably be attributed to the measurand."

When measuring a physical quantity X, the true value Xreal is inherently unknown.
The act of measuring introduces disturbances or limitations, leading to measurement
errors. As a result, only a best estimate Xbest of the actual value can be provided,
along with an associated uncertainty δX , which defines a confidence interval around
the estimate:

X = Xbest ± δX
Even when multiple measurements are performed, Xreal generally remains unknown
and differs from the average value:

Xreal ≠ Xbest

For N repeated measurements Xi , the best estimate is usually given by the arithmetic
mean:

Xbest = X =
1
N

N∑︂
i=1

Xi

In the case of a single measurement, Xbest corresponds to the measured value, and the
uncertainty is dictated by the instrument’s resolution and accuracy specifications.

Sources of uncertainty are commonly categorized into two main types:

• Systematic errors: These arise from inherent limitations in the measurement in-
struments or setup, introducing a consistent bias in the results. Reducing sys-
tematic errors typically requires improved instrumentation or calibration proce-
dures.
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• Random errors: These result from uncontrolled fluctuations in the experimental
procedure, including human factors and environmental influences. Statistical
analysis is used to quantify them, particularly when the sample size is large.

If a measured result Y is a function of several input quantities X1, X2, . . . , XN , each
with its own uncertainty, the total uncertainty in Y must account for the propagation
of uncertainties from all inputs:

Y = f (X1, X2, X3, . . . , XN )

According to Coleman and Steele [71], two principal methods are used to evaluate
uncertainty in experimental studies:

1. Monte Carlo Method (MCM): A stochastic approach that involves sampling from
assumed probability distributions of input variables to obtain a statistical distri-
bution of the output, from which uncertainty estimates can be drawn.

2. Taylor Series Method (TSM): A deterministic approach based on expanding the
output function in a Taylor series and retaining first-order terms. The uncer-
tainty is then derived using partial derivatives of Y with respect to each Xi , as-
suming known standard uncertainties for each input.

3.6.2 Uncertainties for the SRHT Rig

The complexity of the heat transfer coefficient (HTC) evaluation process required the
application of both uncertainty quantificationmethods. For smooth surfaces, theMonte
Carlo Method (MCM) was selected due to the large number of variables influencing the
results. In contrast, for rough surfaces, the difficulty in formulating a descriptive equa-
tion for each contributing process made exclusive use of the MCM impractical. There-
fore, the Taylor Series Method (TSM) was also employed to supplement the analysis.
The procedures used to evaluate uncertainties arising from the acquisition, HTC com-
putation, and surface modeling processes are extensively detailed in previous works
[103, 105, 106].

In this study, a dedicated analysis was performed to evaluate the impact of camera
inclination and test repeatability. Using the TSM approach, the HTC uncertainty was
expanded to include the camera-induced error. Three different camera configurations
were considered, resulting in a total of seven tests: the first three were performed with
the camera oriented upstream, while the last four featured a downstream orientation.
Among these, the fourth test uniquely positioned the camera to view the side wall of
the test section.

All tests were conducted under identical flow conditions and focused on the last avail-
able plate. For each configuration, the global Nusselt number was calculated by aver-
aging the local Nusselt values over the entire plate surface. The resulting global values
are reported in Fig. 3.15, where the dashed line denotes the overall mean across all
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Figure 3.15: Global Nusselt number for each test. The dashed line indicates the average
global Nusselt number across all tests, while the shaded area denotes the standard
deviation.

tests, and the shaded area indicates the standard deviation from that mean. This stan-
dard deviation quantifies the uncertainty associated with camera positioning and test
repeatability. It is defined as:

σNu =
√︂
σ2
rep +σ2

angle ≃ 2.2

In Fig. 3.16, the streamwise evolution of the laterally averaged Nusselt number is pre-
sented using the non-dimensional coordinate. The dashed lines represent the global
average Nusselt number for each test, while the markers indicate the local laterally
averaged values. Despite slight discrepancies between tests, the profiles exhibit a con-
sistent trend along the streamwise direction, confirming the reliability of the local
results.

Figure 3.17 displays the local Nusselt number distributions. The 3.17(a) plot shows
the mean local Nusselt value, computed by averaging all seven test cases. On the
other hand, Fig. 3.17(b) presents the corresponding standard deviation, which is of
particular interest as it highlights spatial uncertainty introduced during the mapping
process. Higher standard deviation values are observed near the intersections be-
tween the spheres and the plate, where occlusions due to geometric features hinder
accurate IR measurement. Notably, these high-deviation zones often coincide with
regions of elevated local Nusselt numbers, resulting in a relatively low percentage er-
ror (Fig. 3.17(c)). In some instances, however, the standard deviation is comparable
to or even exceeds the local value, indicating a relatively larger uncertainty and sug-
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Figure 3.16: Laterally averaged Nusselt number along the streamwise direction for all
seven tests. Markers represent local values, while dashed lines correspond to global
averages per test.

(a) (b) (c)

Figure 3.17: (a) Mean local Nusselt number over the seven test cases. (b) Standard
deviation of the local Nusselt number. (c) Percentage error of the local Nusselt number,
highlighting regions with increased uncertainty due to occlusion or mapping errors
near complex geometries.
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gesting caution in interpreting those local enhancements. These findings demonstrate
that while the overall trends are robust, certain localized features must be analyzed
carefully to avoid misinterpretation of the roughness-induced heat transfer mecha-
nisms.
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Results

This chapter presents the results obtained from the experimental and numerical inves-
tigations conducted in the present study. The analysis begins with the smooth surface
cases, which were used to validate the experimental setup and verify the consistency of
the measurements with the underlying physical principles. Following this, the results
for the rough surfaces are examined, with a focus on assessing the influence of surface
roughness on local heat transfer enhancement.

Finally, the outcomes from the PIV rig experiments [118] are introduced to provide a
comparative aerodynamic perspective. These results are correlated with the thermal
measurements in order to elucidate the local flow phenomena responsible for varia-
tions in heat transfer performance.

4.1 Rig Modification

The primary objective of the SRHT rig modifications was to ensure the development
of a fully established turbulent flow within the test section. In the previous configura-
tion, Brogliato [106] validated his results against the modified Gnielinski correlation,
which accounts for entrance effects. Although a reasonable agreement was obtained,
the hydraulic length of the channel (L/Dh) remained below the recommended mini-
mum development length of xfd,h ≳ 10.

To enhance the accuracy of the heat transfer measurements, within the constraints
imposed by the available laboratory space, the flow straightener was shortened by 50%,
and the length of the test section was doubled. Additionally, to further improve the
flow uniformity at the inlet, a honeycomb element was installed at the entrance of the
flow straightener.

95



Chapter 4. Results

Figure 4.1: Honeycomb for the SRHT Rig

4.1.1 Thermal Boundary Layer Probe

Figure 4.2: Thermal boundary layer probe with five vertically aligned Type K thermo-
couples, allowing precise spacing and adjustable wall-normal positioning
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To investigate the development of the thermal boundary layer above the surface of the
test object, a custom-designed measurement probe was developed and manufactured.
The probe consists of five Type K thermocouples arranged in a vertically aligned con-
figuration, forming a rigid thermocouple rake. Type K thermocouples were selected
for their fast response time, durability, and broad operating temperature range, mak-
ing them well suited for convective heat transfer measurements in air.

Each thermocouple junction was carefully bent and fixed to maintain a precise and
uniform spacing between measurement points, enabling high-resolution wall-normal
temperature profiling. The probe assembly is mounted on a vertically translatable
support, allowing precise positional adjustment relative to the test surface. This con-
figuration ensures accurate positioning of the lowest thermocouple at a defined height
above the wall, which is essential for resolving the steep near-wall temperature gradi-
ents and capturing the structure of the thermal boundary layer in turbulent channel
flow.

4.2 Smooth Surface

The hydraulically smooth channel, with plates coated in thermal paint, was tested at
four different Reynolds numbers. The heat transfer coefficient (HTC) was evaluated
over the entire bottom surface, along with the laterally averaged trend in the stream-
wise direction. In the final portion of the channel, the computed Nusselt numbers and
thermal boundary layer behavior were compared against established literature corre-
lations. All results are presented in terms of the Nusselt number, which is directly
proportional to the HTC according to the relation:

Nu =
hDh
kair

The lateral average of the Nusselt number at a given streamwise location xi is defined
as the average over all lateral positions yj :

Nui =
1
N

N∑︂
j=1

Nu
(︂
xi , yj

)︂

The global average Nusselt number over the selected region is then defined as:

Nu =
1
M

M∑︂
i=1

Nui
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4.2.1 Nusselt Results

Using the measured wall temperature over the bottom plates, which depends on the
physical and thermal properties of the specific material, and the corresponding bulk
air temperature, the HTC distribution and, subsequently, the Nusselt number distribu-
tion were determined. Figure 4.3 shows the spatial distribution of the Nusselt number
along the streamwise direction for each Reynolds number tested. The dashed black
lines indicate the lateral boundaries of the test section, within which the region of
interest is analyzed.

As expected, the highest Nusselt values are observed at the highest Reynolds number
(Re = 25000). For a given Reynolds number, the Nusselt number exhibits a decreasing
trend from the inlet toward the outlet, a typical behavior in the thermal entrance re-
gion of a channel. As the flow progresses downstream, the Nusselt number gradually
decreases until it reaches an approximately constant value in the last portion of the
test section, indicating the onset of thermally fully developed conditions.

Across the lateral direction (y), a small deviation in the Nusselt number is observed,
particularly near the side walls, due to wall-induced effects. To minimize wall-induced
influences in the averaged values, all statistical analyses were performed within a cen-
tral region bounded by the reference points.

Although only a limited number of streamwise positions were tested due to time con-
straints, the Nusselt number trends across the smooth surfaces follow the expected
theoretical behavior. Therefore, it is reasonable to infer the intermediate values be-
tween the tested positions.

Figure 4.4: Reduced laterally averaged Nusselt number over the smooth surfaces
within the reference points along the streamwise coordinate, for different Reynolds
numbers
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The decreasing trend of the Nusselt number along the channel is clearly observed in
the laterally averaged profiles shown in Fig. 4.4. In this figure, each dot represents a
local laterally averaged value Nui , the dashed lines indicate the global average Nu,
and the shaded regions denote the associated uncertainty bounds. As the flow devel-
ops thermally along the channel, the Nusselt number gradually stabilizes, eventually
forming a plateau. According to theoretical expectations, this plateau is reached far-
ther downstream as the Reynolds number increases.

Indeed, previous studies by Lehmann [103] and Brogliato [106] observed a slight de-
creasing trend in Nusselt number near the channel outlet for Re = 25000. With the
extended test section introduced in the present study, a clear plateau is observed even
at such a high Reynolds number, confirming the presence of fully developed thermal
conditions.

4.2.2 Thermal Boundary Layer Measurements

The evaluation of the thermal boundary layer (TBL) was performed at different Reynolds
numbers over the final test plate, where the flow can be thermally assumed as fully
developed. As introduced in Sec. 2.6.4, the thermal boundary layer is composed of
distinct regions, including the viscous sublayer and logarithmic region. In the present
study, only the logarithmic portion of the TBL is considered, due to the spatial resolu-
tion constraints imposed by the thermocouple size and spacing.

Since the structure of the TBL depends not only on the flow regime but also on the
Prandtl number, several empirical correlations for the logarithmic layer exist in the
literature. A selection of these correlations is reported in Fig. 4.5.

Figure 4.5: Experimental and empirical correlations for the β(Pr) function from liter-
ature
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Figure 4.6: Non-dimensional temperature profile within the thermal boundary layer
at thermally fully developed conditions for the smooth test object. The measured data
are compared to theoretical functions for the viscous sublayer and logarithmic region.

In this work, the correlation proposed by Gowen and Smith [19] is adopted, owing
to the similarity between their test setup and the current experimental configura-
tion. Figure 4.6 shows the experimental data for the smooth channel compared with
the theoretical temperature profiles for both the viscous sublayer and logarithmic re-
gion.

The required adimensional quantities are derived as follows: the friction velocity uτ is
computed from the Darcy friction factor fD , evaluated via the Colebrook-White equa-
tion (Eq. (2.11)), and it is consistent with findings from the PIV rig measurements on
the same surfaces [118]. The wall heat flux qw, which is needed to compute the friction
temperature, is obtained from IR thermography using the relation Eq. (2.3).

uτ = u∞

√︃
fD
8

; qw = h (T∞ −Tw)

The temperature profilesmeasured by the thermocouple rake were non-dimensionalized
and plotted against the logarithmic temperature law. As shown in Fig. 4.6, the data
generally follow the expected logarithmic trend, albeit with a slight downward shift.

This discrepancy may be attributed to several factors:

• inflow disturbances and minor flow instabilities in the channel;

• limited thermocouple accuracy and response time;

• positional uncertainty in the vertical placement of the thermocouple rack;
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• uncertainty in the empirical β(Pr) function, which is derived from studies on
longer and thinner channels.

To account for these sources of uncertainty, an estimated error margin of 5% is in-
cluded in the experimental data. Despite these limitations, the first thermocouple in
the array appears to capture values within the thermal viscous sublayer. Although this
region is highly sensitive to measurement errors, the recorded values approximate the
theoretical function and reproduce the overall shape of the thermal boundary layer
profile.

4.2.3 SRHT Rig Validation

The attainment of a fully developed turbulent flow condition within the SRHT rig was
verified by analyzing the streamwise evolution of the velocity profile along the chan-
nel. As theoretically expected and illustrated in Fig. 2.31, a fully developed turbulent
flow exhibits a velocity profile that remains invariant along the streamwise direction.
This profile is characterized by a sharp velocity gradient near the wall and a relatively
flat core region, indicative of enhanced momentum transport due to turbulent mix-
ing.

To experimentally confirm this condition, velocity profiles normal to the wall were
measured at several streamwise locations usingHot-Wire Anemometry (HWA). It should
be noted that the SRHT-rig validation was performed under ambient-temperature flow
conditions. The resulting data, shown in Fig. 4.7, demonstrate that the velocity profiles
corresponding to the final two test plates are nearly identical. Their overlap confirms
the presence of a hydrodynamically fully developed turbulent regime in the down-
stream portion of the test section, thereby validating the effectiveness of the rig design
and its recent modifications.

In addition to confirming the hydrodynamic development, the validity of the experi-
mental results must also be assessed from a thermal perspective. In the final portion
of the test section, the flow is expected to be close to thermally fully developed. There-
fore, the globally averaged Nusselt number computed in this region can be compared
with values predicted by standard empirical correlations for fully developed internal
flows, such as the Dittus-Boelter or Gnielinski correlations.

For this purpose, the Dittus-Boelter correlation, introduced in Sec. 2.7.5, is employed
in the following form:

Nu∞ = 0.023 ·Re0.8D ·Pr
0.3

In Fig. 4.4, the corresponding theoretical values for fully developed turbulent inter-
nal flow, obtained from the Dittus-Boelter correlation (Nu∞), are shown using black
markers in the same color as their respective trend lines. For visualization purposes,
the markers are placed arbitrarily at the end of the last test plate (i.e., within the ther-
mally developed region).
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Figure 4.7: Streamwise velocity profiles measured using Hot-Wire Anemometry at dif-
ferent streamwise positions under ambient-temperature flow conditions

For all Reynolds numbers investigated, the Nusselt number trends agree well with the
theoretical Nu∞ values. Although slight deviations exist between the average exper-
imental values and their respective theoretical predictions, the uncertainty intervals
overlap entirely. This overlap reinforces the assumption that the last portion of the
channel can be regarded as thermally fully developed, thereby validating the exper-
imental methodology and the effectiveness of the SRHT rig for surface heat transfer
investigations.

4.3 Rough Surfaces

To investigate the flow characteristics and heat transfer behavior in the presence of
various rough surface configurations, dedicated tests were performed on all available
rough plates.

4.3.1 Nusselt Results

The results for the rough surfaces in terms of Nusselt number are presented to inves-
tigate the general heat transfer behavior. The laterally averaged Nusselt number (Nui)
is plotted against the non-dimensional streamwise coordinate. As observed for the
smooth channel, a decreasing trend from the inlet to the outlet is confirmed.

Although experiments were conducted at Re = 10000, 15000, 20000, 25000, only the
results for Re = 25000 will be considered and analyzed hereafter.

A key feature in these graphs is the presence of oscillations in the laterally aver-
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Figure 4.8: Laterally averaged Nusselt number distribution for rough plates at Re =
10000

Figure 4.9: Laterally averaged Nusselt number distribution for rough plates at Re =
25000
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aged Nusselt number. As expected, the introduction of surface roughness causes non-
uniform heat transfer conditions across the plate. This results in a spatially varying
Nusselt distribution, as clearly visualized in the Nusselt maps shown in Fig. 4.10.
The main causes for this non-uniformity include enhanced turbulence, vortex gen-
eration by roughness elements, and direct interaction between the flow and rough fea-
tures.

One immediate observation when looking at Fig. 4.10 is that the Nusselt number in-
creases with increasing Reynolds number. A streamwise decreasing trend is evident,
and the last two windows show a plateau, indicating that the flow has become ther-
mally fully developed. The initial region displays the highest Nu peak, a signature of
entrance effects caused by the flow expansion as it enters the test section. The presence
of roughness elements introduces turbulence and flow impingement, which is mani-
fested in the strong oscillatory behavior of the Nusselt number distribution. Compared
with smooth surface results (see Fig. 4.9), the thermally developed region is reached
earlier due to enhanced turbulence from the roughness. This observation aligns with
recent studies showing that surface roughness can accelerate thermal development in
microscale channels, especially in additively manufactured surfaces.

Several effects can be identified from Figs. 4.8 and 4.9:

• Reynolds Number Effect: As expected, increasing Reynolds number leads to higher
Nusselt values across all roughness configurations. The convective heat transfer
is directly affected by flow velocity.

• Entrance Region Effect: The typical Nusselt trend shows an initial high value
followed by a gradual decline toward a stable plateau. This behavior is more
pronounced at higher Reynolds numbers, where the thermal entrance region is
longer.

• Relative Roughness Effect: The material used and its associated roughness signif-
icantly influence heat transfer. Surfaces with higher relative roughness, such
as Inconel 939, demonstrate superior heat transfer performance compared to
smoother configurations like Aluminium 1 and Aluminium 2, and, naturally, the
smooth channel. Higher roughness also introduces greater oscillations in the lat-
erally averaged Nusselt due to alternating zones of intense and weak heat trans-
fer.

The local thermal behavior is examined for the three rough plates: Inconel 939, Alu-
minium 1, and Aluminium 2. The final measurement window (see Fig. 4.12) is con-
sidered representative of the thermally fully developed region. Beyond the Reynolds
effect previously discussed, surface roughness (SR) characteristics now become criti-
cal.
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The Inconel 939 plate features high relative roughness, with small satellite particles an-
chored to larger roughness elements. Conversely, Aluminium 1 exhibits wider smooth
zones and fewer rough elements, often appearing in clusters. Consequently, Alu-
minium 1 shows lower heat transfer performance, particularly in smooth zones with
low local Nu. In contrast, Inconel 939 lacks extensive smooth areas, and the flow-
exposed rough elements register high local Nu. It is worth noticing that, for example
in the case of Aluminium 2, there are instances where rough elements exhibit low heat
transfer, likely due to corner flows or separation zones. A more detailed explanation
about these phenomena will be provided in the following section.

To assess local heat transfer enhancement, the ratioNu/NuS is evaluated by comparing
each rough surface to the corresponding smooth surface. This dimensionless metric
helps isolate the contribution of roughness by eliminating the influence of bulk flow
conditions.

From Fig. 4.11, two main effects can be inferred [106]:

• Turbulence-Induced Enhancement: Roughness-induced vortices increase wall shear
stress over smooth spots, boosting heat transfer locally even where direct rough-
ness is absent.

• Direct Impact Enhancement: Areas where the flow directly impinges on rough
elements experience high local Nu due to stagnation and acceleration effects.

The phenomenon ofDirect Impact Enhancement can also be analyzed through the frontal
solidity parameter, λf . As reported in Table 3.1, the Inconel 939 test object exhibits the
highest frontal area, which correlates with the most significant Nusselt number en-
hancement. Conversely, Aluminium 1, characterized by the lowest λf , also displays the
lowest level of thermal enhancement. The λf parameter further enables the classifica-
tion of roughness types into d-type and k-type regimes (refer to Sec. 2.7.4.1), providing
useful insight into the flow behavior and underlying physics associated with rough
surfaces. However, for a complete and reliable characterization of surface roughness,
a broader set of geometrical and statistical parameters must be considered in conjunc-
tion with λf as mentioned in the previous chapters.

4.3.2 Correlations with PIV Rig

The following analysis compares the thermal results obtained from the SRHT rig with
aerodynamic insights from the PIV rig [118]. Specifically, flow structures interacting
with various rough surfaces are examined graphically to help explain the observed
thermal behavior. It is important to note that although the same test section geometry
was used in both rigs, the flow conditions slightly differ; for instance, the PIV rig
operates at ambient temperature.

PIV measurements were conducted in the same region where the Nusselt number
trends and maps were acquired for the three rough surfaces. Pedreño Marín [111]
and Brogliato [106] previously hypothesized that zones downstream of roughness ele-
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ments could lead to Nusselt number reductions due to vortex formation and recircu-
lating flows.

The results combining thermal and aerodynamic data are illustrated in Figs. 4.13, 4.14,
and 4.15, respectively corresponding to the Inconel 939, Aluminium 1, and Aluminium
2 surfaces.

Figure 4.13: Comparison between PIV flow visualization and Nusselt distribution for
Inconel 939. Analysis areas highlight vortex recirculation and local heat transfer sup-
pression/enhancement.

Multiple analysis areas were defined, categorized by ascending numbering to repre-
sent different roughness characteristics. In the case of Inconel 939, Fig. 4.13 reveals
that regions with high local Nusselt numbers are often followed by downstream re-
gions exhibiting low Nu values. A comparison between PIV data and thermal maps
highlights the formation of recirculating "air bearings" behind roughness peaks. These
so-called "impermeability zones" prevent direct contact between the main flow and the
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wall, resulting in decreased convective heat transfer. Conversely, in regions where the
flow is forced to impinge upon the wall, the Nusselt number rises. This can suggests
that both increased protrusion into high-velocity regions and a more extended, and
therefore more exposed, frontal area lead to stronger heat transfer performance. Addi-
tionally, clear vortex shedding events are observed downstream of roughness elements,
potentially enhancing flow unsteadiness and mixing.

Figure 4.14: Comparison between PIV flow visualization and Nusselt distribution
for Aluminium 1. Flow behavior is interpreted in terms of d- and k-type roughness
regimes.

As discussed earlier, Aluminium 1 exhibits a much less severe roughness compared
to Inconel 939, with isolated peaks separated by wide valleys. In regions 1 and 3 of
Fig. 4.14, the behavior can be interpreted in terms of d-type and k-type roughness. In
region 1, characterized by tightly packed elements, the flow tends to remain trapped
between adjacent peaks, forming recirculation bubbles that are largely decoupled from
the outer flow. As a result, the flow "glides" over these valleys, with minimal influence
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from the actual surface topology. In region 3, where peaks are more widely spaced,
the recirculation bubble reaches the outer flow, resulting in a stronger flow deflection
and increased wall interaction. Region 2 demonstrates a clear link between roughness
and heat transfer: straight streamlines over smooth valleys coincide with low Nusselt
values, while local increases in Nu appear immediately where the flow impacts the
rising edges of the rough elements.

Figure 4.15: Comparison between PIV flow visualization and Nusselt distribution for
Aluminium 2. Densely packed and uniform roughness limits flow-surface interaction
and local Nu variation.

In the case of Aluminium 2, the relationship between flow and roughness becomes
more complex. This surface features densely packed roughness elements of relatively
uniform size and spacing. As a consequence, the Nusselt number distribution appears
more homogeneous, with fewer pronounced peaks. This uniformity is consistent with
PIV data, which show flow lines passing almost undisturbed above the surface, sug-
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gesting that the dense roughness prevents flow penetration and inhibits localized mix-
ing. In some isolated areas (e.g., spot 2), where small valleys between rough elements
form, the flow exhibits deviations and minor impingement, resulting in localized Nu
enhancement. However, these regions are infrequent and not characteristic of the over-
all surface behavior.

Figure 4.16: Skin-friction coefficient Cf as a function of Reynolds number for all rough
plates. The plateau indicates transition to fully rough regime [118]

The PIV rig also enables the determination of the skin-friction coefficient Cf for all
rough surfaces. Fig. 4.16 shows the friction coefficients over a range of Reynolds num-
bers. The fully rough regime is identified by the plateauing of Cf , which signifies the
dominance of pressure drag over viscous drag. Naturally, the skin-friction coefficient
depends on the amplitude and distribution of the roughness: Inconel 939, with promi-
nent peaks, exhibits the highest values, while both Aluminium configurations converge
toward similar, lower values.

4.3.3 Comparison with QSSHT Rig

The results from the SRHT rig are compared with data obtained from the actual AM
channels tested using the qSSHT rig. These AM channels correspond to those shown
in the SEM images of Fig. 3.4. In the present study, reference is made to the Inconel
939 test object, fabricated with a 90◦ build orientation and a hydraulic diameter of
Dh = 1.25mm, previously tested by Pagani [99].

Figure 4.17 presents the comparison between the global Nusselt number obtained from
the SRHT and qSSHT rigs as a function of Reynolds number. For the SRHT rig, the
global Nusselt number Nu is computed as the average over the last two windows of
the test plate, which correspond to the thermally fully developed region. The results
demonstrate excellent agreement between the two rigs, supporting the reliability and
consistency of both experimental approaches despite differences in operating condi-
tions and scale.
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Figure 4.17: Comparison of global Nusselt number for rough surfaces between SRHT
and qSSHT rigs across a range of Reynolds numbers. The SRHT data corresponds to
the average over the last two windows.

The Aluminium test object from the qSSHT rig was excluded from this comparison due
to the high uncertainty associated with its measurements.

4.3.4 Thermal Boundary Layer Measurements

The primary distinction between heat and momentum transfer lies in the absence of
a direct analogy for convective heat transfer, akin to the pressure-drag relationship
governing momentum transfer. In the fully rough regime, unlike wall shear stress
(τw), the wall heat flux (qw) does not scale with the inertial sublayer governed by the
roughness height (y/ks). Instead, qw remains influenced by the Prandtl number and
the thermal characteristics of the flow, highlighting the combined effects of roughness
and molecular properties on heat transfer.

To quantify the thermal effect of surface roughness, several studies have introduced
the temperature shift function, ∆θ+, as the thermal analog of the roughness function
∆U+ used for momentum transfer. In the presence of increasing surface roughness, a
downward shift in the non-dimensional temperature profile θ+ is observed, similar to
the velocity profile U+. However, the magnitude of this thermal shift is consistently
lower than that of the velocity shift, i.e., ∆U+ > ∆θ+, indicating that surface roughness
enhances momentum transfer more significantly than heat transfer.

From Fig. 4.18, a qualitative comparison reveals that the Inconel 939 surface exhibits
the largest downward shift in both θ+ and U+ profiles [118]. For Aluminium 1 and
Aluminium 2, distinct values of ∆θ+ are observed despite exhibiting the same ∆U+,
confirming that even similar momentum behavior can yield differing thermal behav-
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Figure 4.18: Non-dimensional temperature profile θ+ within the thermal boundary
layer under thermally fully developed conditions for the rough test objects. The pro-
files are compared to theoretical models for the viscous sublayer and logarithmic re-
gion.

ior.

Although a discrepancy is observed between the empirical correlation and the exper-
imental data for smooth surfaces, the general shape and trend of the thermal profiles
suggest that this approach remains a valid and promising method for future analyses
of thermally fully developed rough-wall flows.

4.3.5 Performance Evaluation

Previous studies have demonstrated that surface roughness enhances the heat transfer
coefficient (Nu); however, this enhancement is typically accompanied by a significant
increase in friction drag (Cf ). To assess the overall thermal-hydraulic efficiency of
rough surfaces, the Thermal Performance Factor (TPF) is introduced. This dimension-
less metric evaluates the trade-off between heat transfer enhancement and the associ-
ated pressure losses at constant Reynolds number, thus providing a balanced measure
of performance:

TPF =
Nu/NuS(︂
Cf /Cf S

)︂1/3
Here, the subscript S denotes values obtained for the smooth reference surface.
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Figure 4.19: Comparison of heat transfer and friction performance for the tested rough
surfaces. The ratios Nu/NuS and Cf /Cf S are plotted.

Figure 4.19 presents the comparison of rough surfaces in terms of both heat trans-
fer and friction characteristics. In most cases, the increase in friction factor exceeds
that of the Nusselt number, resulting in a thermal performance factor TPF < 1. This
outcome indicates that the enhancement in momentum transfer due to surface rough-
ness dominates over the gain in convective heat transfer, leading to a net reduction in
thermal-hydraulic efficiency.

Among the tested configurations, the Inconel 939 surface generally exhibits the best
performance, while the Aluminium 1 surface performs the worst in terms of TPF.
For all roughness types, the TPF shows a local maximum at Re = 20000, suggesting
that this flow regime may offer a more favorable balance between heat transfer and
drag.

To gain a deeper understanding of the mechanisms driving heat transfer enhancement,
additional surface configurations must be investigated. A broader dataset would en-
able a more comprehensive analysis of how different roughness geometries influence
the Nusselt number. In particular, the use of the equivalent sand-grain roughness in
viscous units (k+s ) can serve as a useful parameter to classify surfaces into different
roughness regimes. This categorization would help to identify patterns or thresholds
beyond which certain behaviors emerge. Ultimately, developing more refined correla-
tions between k+s , Nu, and Cf is essential for guiding the design of surface roughness
patterns that optimize thermal performance while minimizing drag penalties.
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Chapter 5

Conclusions & Future Work

5.1 Conclusions

This thesis aimed at investigating the influence of surface roughness on flow behavior
and heat transfer in turbine cooling ducts, with a particular focus on developing and
validating experimental methodologies. The SRHT rig was upgraded and successfully
validated through comparison with established literature correlations. In the final sec-
tion of the test rig, both thermally and hydrodynamically fully developed conditions
were achieved. A dedicated analysis was carried out to assess the effects of camera
inclination, providing insights into local measurement uncertainties.

The thermal boundary layer was analyzed for both smooth and rough surfaces. A
qualitative comparison with results from the PIV rig confirmed that the Nusselt num-
ber increases in regions of direct interaction between flow structures and roughness
features, supported by corresponding changes in streamline patterns.

An extended roughness characterization framework was introduced to better interpret
the surface-flow interaction. While Sz alone may be insufficient for a comprehensive
description, the inclusion of roughness solidity parameters, such as frontal solidity λf ,
proved to be valuable in distinguishing between different flow regimes.

The various tests conducted throughout this study enabled the construction of a robust
experimental database, which can serve as a foundation for future investigations. Fur-
ther insights were gained by evaluating the thermal and velocity shift functions, ∆θ+

and ∆U+, which provided additional means to interpret the heat transfer mechanisms
in relation to surface-induced flow behavior.

Finally, the Nusselt number and skin-friction coefficient were combined into a thermal
performance factor (TPF), enabling a first assessment of surface roughness efficiency
in terms of heat transfer enhancement relative to pressure losses.
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5.2 Future Work

The SRHT rig study will be continued in the context of future master’s theses, aiming
to expand the experimental dataset and improve measurement fidelity. One key de-
velopment will be the enhancement of the thermal boundary layer acquisition system
to enable more accurate and spatially resolved temperature measurements. This will
allow a more complete description of the momentum and thermal boundary layers,
especially in the presence of complex roughness topologies.

Additional experiments in collaboration with the PIV rig are essential to deepen the
understanding of the coupling between local flow behavior and thermal performance.
To systematically investigate the role of specific surface parameters, artificially gener-
ated roughness patterns could be employed. These surfaces would allow the controlled
variation of one geometrical property at a time while keeping others constant.

Moreover, considering that spurious infrared signals may compromise local heat trans-
fer evaluations, a detailed study of IR radiation propagation within the channel, along
with improvements to the image-mapping process, could significantly enhance the
overall measurement accuracy.
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Appendix A

Dimensional Analysis

In the development of technical applications, it is often necessary to conduct experi-
mental investigations on a scaled model before the actual product can be fabricated.
However, the conditions under which such experiments are performed frequently dif-
fer from real-world operating conditions, such as geometry, temperature, or working
fluid properties [81]. In such cases, dimensional analysis and similarity theory become
essential tools.

Dimensional analysis enables a reduction in the number of independent variables gov-
erning a physical problem [29]. By applying established techniques, such as the Buck-
ingham π-theorem [5], or through non-dimensionalization of governing equations, di-
mensionless correlations can be derived. These correlations are generally valid across
a wide range of operating conditions and geometries, making them valuable for prac-
tical engineering applications [81].

The primary benefit of dimensional analysis in applied sciences lies in its ability to
establish scaling laws between a physical system and its model, such that both exhibit
dynamic similarity. This requires that the systems be geometrically similar (i.e. all
linear dimensions must be scaled by a constant factor and all angles preserved) and
that all relevant independent dimensionless numbers match [29]. Consequently, the
dependent dimensionless quantities will also be comparable.

In this work, dimensional analysis and similarity principles were employed to ensure
that experimental measurements conducted under laboratory conditions can be mean-
ingfully extrapolated to real-scale turbine cooling channel applications.

A.1 Flow Properties

In this section, all the thermodynamic equations and underlying assumptions used in
the data analysis are presented and described.

The "ideal gas" assumption has been adopted in the present work to evaluate the air
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properties under all test conditions:

p = ρRT with R = 287.05J/(kgK)

A.1.1 Dimensionless Parameters

A.1.1.1 Bulk Velocity

For a general-section duct, the average (bulk) velocity is defined as:

U =

∫︁
A
ρu dA

ρA
=
ṁ
ρA

In this work, for clarity and generality, the bulk velocity U in an internal channel and
the free-stream velocity u∞ over a flat plate are treated as equivalent in the context of
boundary layer development.

A.1.1.2 Reynolds Number

The Reynolds number quantifies the ratio between inertial and viscous forces in a fluid.
For internal flows, it is defined as:

ReD =
UDh
ν

In this study, it is also expressed using the continuity equation (ṁ = ρAu∞):

ReD =
ṁDh
Aµ

Since the test channel has a non-circular cross-section, the hydraulic diameter Dh is
introduced:

Dh = 4
A
P

where A is the cross-sectional area and P is the wetted perimeter of the duct.

A.1.1.3 Dynamic Viscosity

The dynamic viscosity µ depends on temperature and is calculated using Sutherland’s
law [4]:

µ

µ0
=

(︄
T
T0

)︄3/2 T0 + Sµ
T + Sµ

with

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
µ0 = 1.716 · 10−5Ns/m2

T0 = 273.15K
Sµ = 110.56K
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A.1.1.4 Prandtl Number

The Prandtl number is defined as the ratio of momentum diffusivity (kinematic viscos-
ity ν) to thermal diffusivity α. Physically, it reflects the ratio between momentum and
heat transport capability. When Pr ≈ 1, the velocity and thermal boundary layers tend
to coincide:

Pr =
ν
α
=

(︂
µ
ρ

)︂(︃
k
ρcp

)︃ = cpµ

kair

In this work, given the relatively small variation in fluid temperature, a constant
Prandtl number of Pr = 0.71 is assumed.

A.1.1.5 Stanton Number

The Stanton number relates the heat transfer coefficient to the thermal and flow prop-
erties of the fluid:

St =
h

ρcpu∞
=

Nu
ReLPr

A.1.1.6 Thermal Conductivity

The thermal conductivity of air is evaluated using the modified Eucken correlation,
where cv is the specific heat at constant volume:

kair = µcv

(︄
1.32+1.77

R
cv

)︄
with cv = 720J/(kgK)

A.1.1.7 Nusselt Number

The Nusselt number represents the ratio of convective to pure conductive heat trans-
fer:

Nu =
hL
k

=
hDh
kair

For forced convection where viscous dissipation and compressibility are negligible,
the Nusselt number is typically expressed as a function of Reynolds and Prandtl num-
bers:

Nu = f (Re,Pr)

A.2 Buckingham Theorem

Dimensional analysis is grounded in the principle of dimensional homogeneity, which
must be satisfied when expressing mathematical relationships involving dimensional
physical quantities. This principle states that:

The dimensional physical quantities on both sides of an equation must combine such a way
that the resulting dimensions are consistent.
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For instance, in a dimensional equation of the form X+Y +Z =W , all quantities (X, Y ,
Z , and W ) must have the same dimensional representation. The same expression can
be reformulated in a dimensionless form by dividing all terms by one of the quantities,
for exampleW , yielding:

X
W

+
Y
W

+
Z
W

= 1

This transformation reduces the number of independent variables from four to three
and introduces dimensionless quantities.

Each dimensional physical quantity can be expressed using fundamental units. The
most common sets of base quantities are the International System (SI) and the Techni-
cal System, summarized in Table A.1:

International System Technical System
Length L Length L
Mass M Force F
Time T Time T

Table A.1: Comparison between International System and Technical System

The Buckingham π-theorem offers a powerful framework for simplifying complex phys-
ical problems by reducing the number of governing parameters. It enables the iden-
tification of dimensionless groups, referred to as π terms, based on the dimensional
analysis of the original physical variables.

Suppose a physical phenomenon is described by N dimensional quantities:

Q1, Q2, Q3, . . . , QN

Each quantity can be expressed usingK fundamental physical dimensions (e.g., Length,
Mass, Time).

The general functional relationship among theseN physical quantities is written as:

f (Q1, Q2, Q3, . . . , QN ) = 0

or alternatively:
Q1 = F (Q2, Q3, . . . , QN ) (A.1)

Demonstrating the validity of the Buckingham π-theorem is beyond the scope of this
thesis; however, its fundamental steps will be outlined, and the methodology will be
applied to relevant problems in fluid dynamics using SI units.

A.2.1 Definition

The Buckingham π-theorem states that if N is the number of dimensional physical
quantities involved in a phenomenon, and K is the number of fundamental physical
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dimensions (e.g., mass, length, time), then it is possible to constructN−K independent
dimensionless groups, called Π groups. Using these groups, the original dimensional
relationship in Eq. A.1 can be reformulated in a dimensionless form:

F (Π1,Π2,Π3, . . . ,ΠN−K ) = 0

The Πi groups are obtained by combining the original dimensional quantities Qi into
products of powers such that the resulting group is dimensionless. Each Π group is
constructed from K + 1 dimensional variables, ensuring that the dimensional units
cancel out:

Π1 = F1 (Q1, Q2, Q3, . . . , QK , QK+1)
Π2 = F2 (Q1, Q2, Q3, . . . , QK , QK+2)

...

ΠN−K = FN−K
(︂
Q1, Q2, Q3, . . . , QK , QK+(N−K)

)︂
This transformation results in a reduction of the total number of variables in the phys-
ical problem, from N dimensional quantities to N − K dimensionless groups. These
Π groups are central to similarity analysis, enabling generalization of experimental
results across different physical scales.

A.2.2 Structure of the Generic Adimensional GroupΠi

Each dimensionless group Πi is constructed as the product of dimensional physi-
cal quantities, each raised to a suitable exponent. These exponents are determined
through dimensional analysis. To justify the theorem, without delving into the de-
tailed proof, consider Eq. A.2:

f (Q1,Q2,Q3, . . . ,QN ) = 0 (A.2)

This relation can be reformulated inmonomial form, where the dimensional quantities
are raised to powers αi : [︂

Qα11 ·Q
α2
2 ·Q

α3
3 · · ·Q

αN
N

]︂
= [1] (A.3)

The exponents αi must be chosen such that the resulting product is dimensionless. An
obvious (but trivial) solution is α1 = α2 = · · · = αN = 0.

LetM , L, T , . . . represent the K fundamental dimensions through which each quantity
Qi is expressed. For each physical quantity:

Q1 = g1(M,L,T , . . .),
Q2 = g2(M,L,T , . . .),
...

QN = gN (M,L,T , . . .).
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Substituting these into Eq. A.3 leads to:

[g1(M,L,T , . . .)
α1 · g2(M,L,T , . . .)α2 · · ·gN (M,L,T , . . .)αN ] = [1]

The equation is dimensionless if the overall exponents of all fundamental dimensions
simply to zero. Under the International System, where K = 3 (length L, mass M , and
time T ), each of these must appear with an overall exponent equal to zero. Hence, each
exponent is a function Hj(α1,α2, . . . ,αN ) of the αi :[︂

MH1(α1,...,αN ) ·LH2(α1,...,αN ) ·TH3(α1,...,αN )
]︂
= [1]

The condition for this product to be dimensionless is:

H1(α1,α2, . . . ,αN ) = 0,
H2(α1,α2, . . . ,αN ) = 0,
H3(α1,α2, . . . ,αN ) = 0.

Thus, K linear equations are obtained in N unknowns α1, . . . ,αN . Since K < N , the
system is underdetermined. The K exponents can be expressed as functions of the re-
mainingN −K free parameters. Substituting these into Eq. A.3 allows the construction
of N −K independent, dimensionless groups:[︂

Qα11 ·Q
α2
2 ·Q

α3
3 · . . . ·Q

αN
N

]︂
= [1]

Dimensional analysis thus offers a systematic way to identify these groups and reduce
the complexity of experimental or theoretical formulations. However, it does not guar-
antee that the correct physical variables have been selected, nor does it determine the
specific form of the functional relationships between them [43].

In fluid mechanics and heat transfer, many widely used dimensionless numbers (e.g.
the Reynolds, Nusselt, or Prandtl numbers) were derived through this approach. These
form the basis of many empirical correlations. A list of the most common dimension-
less groups used in fluid dynamics is provided in Table A.2.

The following section will present various practical examples that illustrate the con-
struction and application of these dimensionless groups.

A.2.3 Example: Incompressible, Viscous Flow in a Horizontal Pipe
with Convective Heat Transfer

This case study represents the typical flow and heat transfer conditions investigated in
the present thesis. The dimensional analysis is performed on a pipe in which both hy-
drodynamic and thermal phenomena are present. For clarity, the analysis is separated
into two parts: hydrodynamic similarity and convective heat transfer similarity.
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Non-Dimensional
Number

Definition Physical Meaning Typical Value

Reynolds Re =
ρuL

µ
Inertial forces / Viscous

forces
≫ 1

Mach M =
u
c

Inertial forces /
Compressibility forces

∼ 1

Prandtl Pr =
cpµ

k
Momentum diffusivity
/ Thermal diffusivity ∼ 1

Nusselt Nu =
hL
k

Convective /
Conductive heat

transfer
≫ 1

Stanton St =
Nu
Re ·Pr

=
h

ρucp

Heat transfer rate /
Fluid thermal capacity

≪ 1

Schmidt Sc =
µ

ρD2

Momentum diffusivity
/ Mass diffusivity ∼ 1

Table A.2: Common dimensionless groups in fluid dynamics

A.2.3.1 Hydrodynamic Similarity

In this case, the primary interest lies in evaluating the pressure drop between the pipe’s
inlet and outlet. The geometry is characterized by a length l, a hydraulic diameter Dh,
and a surface roughness k. The relevant flow properties include the fluid density ρ,
dynamic viscosity µ, and bulk velocity U . Therefore, the pressure drop ∆p is assumed
to depend on the following variables:

∆p = f
(︂
l, Dh, k, ρ, µ, U

)︂
Obtaining a general correlation based directly on these variables would require a large
number of experiments. For example, testing five values for each variable would result
in 56 = 15625 possible configurations. To reduce the complexity, the number of param-
eters can be decreased using dimensional analysis. Here, N = 7 dimensional variables
and K = 3 fundamental dimensions (massM , length L, time T ) are present. According
to the Buckingham π-theorem, the system can be reduced to N −K = 4 dimensionless
groups: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π1 =
∆p

1
2ρU

2 (pressure drop ratio)

Π2 =
l
Dh

(geometry ratio)

Π3 =
k
Dh

(relative roughness)

Π4 =
UρDh
µ

(Reynolds number)
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The dimensional relationship can now be rewritten as:

g (Π1,Π2,Π3,Π4) = const

Solving for Π1, and recognizing Π4 as the Reynolds number Re yields the following
equation:

∆p
1
2ρU

2 = F
(︄
l
Dh
,
k
Dh
,Re

)︄
In fully developed pipe flow, the function F becomes linear in Π2 = l/Dh, and the
commonly used friction factor fD is defined as:

fD =
∆p/l

1
2ρU

2
/Dh

= fD

(︄
k
Dh
,Re

)︄

Thus, experiments are needed only to establish the empirical relationship between fD ,
Re, and k/Dh. By ensuring both geometric and hydrodynamic similarity, experimental
data can be extrapolated to full-scale systems.

A.2.3.2 Convective Heat Transfer Similarity

In convective heat transfer problems, the quantity of interest is the convective heat flux
q, rather than the total heat transfer Q. In forced convection regimes, typical of high-
speed flows in turbine cooling ducts, the influence of buoyancy (natural convection) is
negligible.

The heat flux depends on the following variables:

• hydraulic diameter of the duct, Dh;

• heat transfer surface area, A;

• wall temperature distribution, Tw;

• bulk fluid temperature, T∞;

• velocity field, u;

• thermophysical properties: thermal conductivity k, specific heat at constant pres-
sure cp, density ρ, and dynamic viscosity µ.

Assuming fixed geometry and temperature-independent properties, the heat flux can
be written as:

q = f
(︂
Dh,A,Tw,T∞, k, cp,ρ,µ

)︂
To reduce complexity, Newton’s law of cooling is introduced:

q = h (Tw −T∞)
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where h is the convective heat transfer coefficient. Although this relationship is not
derived from first principles, it is experimentally validated and widely adopted in
engineering applications.

The heat transfer coefficient h depends on:

h = f
(︂
Dh, k, cp,ρ,µ

)︂
The associated dimensionless groups are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π1 =
hDh
k

(Nusselt number)

Π2 =
cpµ

k
(Prandtl number)

Π3 =
ρuDh
µ

(Reynolds number)

Hence, the general form of the convective heat transfer correlation becomes:

f (Nu,Pr,Re) = 0 ⇒ Nu = f (Pr,Re)

If other factors such as friction or geometric parameters are significant, the correlation
can be extended as:

Nu = f
(︄
Pr,Re, fD ,

l
Dh

)︄
This formulation highlights the role of experimental studies in determining valid em-
pirical correlations, allowing reliable predictions of convective heat transfer behavior
under dynamically similar conditions.
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Acronyms / Abbreviations

Symbol Description

AM Additive Manufacturing

CAD Computer-Aided Design

CFD Computational Fluid Dynamics

CT Computed Tomography

DA Dimensional Analysis

DNS Direct Numerical Simulation

FOV Field of View

HTC Heat Transfer Coefficient

IR Infrared

L-PBF Laser Powder Bed Fusion

LBGT Land-Based Gas Turbine

MCM Monte Carlo Method

PIV Particle Image Velocimetry

QSSHT Quasi-Steady State Heat Transfer

ROI Region of Interest

SEM Scanning Electron Microscope

SLA Stereolithography

SRHT Single Roughness Heat Transfer

TIT Turbine Inlet Temperature

TO Test Object

TSM Taylor Series Method
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Dimensionless Numbers

Symbol Description Definition

Cf /Cf S Friction factor enhancement
Cf
Cf S

k+s Roughness height in viscous units
ksuτ
ν

Nu Nusselt number
hDh
k

Nu/NuS Nusselt enhancement factor
Nu
NuS

Pr Prandtl number
cpµ

k

Prt Turbulent Prandtl number
εM
εH

Re Reynolds number
UDh
ν

St Stanton number
h

ρucp

TPF Thermal performance factor
Nu/NuS

(Cf /Cf S )
1/3

x/Dh Dimensionless streamwise coordinate
x
Dh

Symbols

Symbol Description Dimensions Units

A Cross-sectional area L2 m2

α Thermal diffusivity L2 ·T −1 m2/s

Cf Skin-friction coefficient – 1

Dh Hydraulic diameter L m

δ Momentum Bounadry Layer Thickness L m

δT Thermal Bounadry Layer Thickness L m

∆θ+ Temperature shift in wall units – 1

∆U+ Velocity shift in wall units – 1

εH Thermal eddy diffusivity L2 · S−1 m2/s

εM Momentum eddy diffusivity L2 · S−1 m2/s
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fD Darcy friction factor – 1

h Convective heat transfer coefficient M ·T −3 ·Θ−1 W/(m2K)

k Thermal conductivity M ·L ·T −3 ·Θ−1 W/(mK)

ks Equivalent sand-grain roughness height L m

L Length of the test section L m

λf Frontal solidity – 1

µ Dynamic viscosity M ·L−1 ·T −1 Pas

ν Kinematic viscosity L2 ·T −1 m2/s

q̇ Heat flux M ·T −3 W/m2

σangle Uncertainty due to camera inclination – 1

σNu Standard deviation of global Nusselt
number

– 1

σrep Uncertainty due to test repeatability – 1

τw Wall shear stress M ·L−1 ·T −2 Pa

T Absolute Temperature Θ K

Tw Wall Surface Temperature Θ K

T∞ Bulk Temperature Θ K

θ+ Non-dimensional temperature in inner
units

– 1

U Bulk velocity M ·T −1 m/s

U+ Non-dimensional velocity in inner units – 1

y+ Wall-normal coordinate in inner units – 1

Subscripts

Symbol Description

S Reference smooth surface

Superscripts

Symbol Description
+ Wall unit (dimensionless) scaling
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