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Abstract

This study proposes a novel structural health monitoring (SHM) approach for detecting
and localizing damage in composite materials. The developed system integrates spa-
tial coordinate-based localization with ply-level damage identification. Sensor data are
collected from the composite structure and processed through an ensemble of machine
learning models designed to detect and localize damage with high precision. Three nu-
merical case studies are presented to evaluate and compare the performance of different
machine learning models. Additionally, a two-stage framework is introduced to improve
robustness, allowing different models to be trained on distinct datasets and specialize
in damage detection at various ply levels. The proposed SHM system demonstrates sig-
nificant potential for real-time damage monitoring and localization, accurate remaining
service life prediction, and integration with emerging smart material technologies.
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Chapter 1

Introduction

1.1 Problem Statement

As user demands evolve over the years and the performance criteria expected from
the final products by the manufacturers increase, composite materials managed to meet
these complex industrial requirements thanks to their multi-functional and innovative
nature. In particular, the use of fiber-reinforced composites (FRC) has grown contin-
uously for the last 50 years due to their low density with high stiffness and strength
rendering them a unique combination for industrial applications[11]. The application
area of the composites is quite wide, including construction, automotive industry, aero-
nautics, housing and industrial parts (storage tanks, bathtubs, etc.), and even to the
extent of the medical field[12, 13]. Naturally, just like other materials, composite ma-
terials are also prone to damage. Unlike other engineering materials such as steel,
composite materials frequently have anisotropic behavior. Since the damage generation
process is complex and the composite materials are inherently non-homogeneous and
anisotropic, detecting the damages becomes a unique challenge[14]. Detecting these
damages during quality control is essential whether a destructive or non-destructive
testing method is employed. Equally, detecting these damages in real-time as they oc-
cur and propagate is important, since it has significant advantages in terms of safety
and cost minimization. Live identification and interpretation of the damages allow early
intervention and more efficient management decisions.

In this sense, monitoring the state of a structure is crucial to identify the early and
progressive damage[15]. Numerous studies have been conducted on damage detection
and localization in composites materials. According to a comprehensive review by
Hassani et al.[16], the heterogeneous nature of composites leads to multiple nonlinear
damage modes — such as impact damage, delamination, matrix cracking, and fiber
breakage — which necessitate early damage detection to prevent catastrophic failures
like aircraft crashes.

Structural health monitoring (SHM) is clearly one of the most important tools to
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achieve this surveillance over the structure, as it implements the monitoring of the struc-
ture with periodic measurements. This is achieved by extracting the useful features from
these periodic measurements and,by analyzing them the current state of the system is
determined[17]. Various sensing approaches and sensor types have been developed in
the field of SHM. These include traditional non-destructive testing (NDT) techniques
such as ultrasonic, radiographic, acoustic emission, and thermographic testing, as well
as vibration-based techniques like modal analysis and irreversible deformation measure-
ments. However, the need for real-time and in-situ monitoring has increased interest
in SHM systems that utilize sensors distributed on the surface. Common measurement
devices used in SHM include strain gauges, fiber optic (FBG) sensors, acoustic emis-
sion sensors, and accelerometers, while techniques such as statistical pattern recognition
(SPR) and vibration analysis are utilized for damage detection|[18].

Among these sensors, strain gauges are particularly regarded as powerful tools in
experimental deformation analysis and are preferred for their high sensitivity in com-
posite structures. However, since these sensors are surface-mounted, monitoring each
individual ply becomes challenging; the use of many sensors may be required, po-
tentially leading to electrical connectivity issues. Therefore, optimal sensor network
placement and efficient data acquisition strategies have also been topics of research in
the literature.

Fiber-optic-based approaches are also common in SHM. For example, Ding et al.[19]
embedded fiber Bragg grating sensors inside composite laminates to detect damage.
Non-contact methods like digital image correlation (DIC) have also been employed for
ply-level strain measurements to support damage analysis[20]. Additionally, acoustic
methods and Lamb wave analyses are utilized for damage localization[21]. Nevertheless,
each of these techniques requires specialized equipment or advanced signal processing,
and some only indicate the presence of damage without providing precise localization,
often at high cost.

In studies involving structural sensors such as strain gauges, the collected data
are typically processed using machine learning or statistical analysis. For instance,
Rucevskis et al.[22] employed eight strain gauges on CFRP plates and applied Al al-
gorithms on both numerical and experimental vibration modes to detect the presence
and location of damage, achieving accurate localization using a k-NN classifier. Simi-
larly, Li and Sharif[23] proposed a damage index based on distributed fiber-optic strain
measurement, Delaunay triangulation, and Hausdorff distance, successfully detecting
both visible and barely visible impact damages with high accuracy. Fikry et al.[24],
on the other hand, focused on ply discontinuities (e.g., resin pockets) in unidirectional
laminates and analyzed localized strain increases and delamination progression using
surface-mounted strain gauges positioned directly above these regions.

These studies collectively demonstrate the versatile potential of sensor-based meth-
ods for damage detection in composite structures. In summary, while a wide range
of methods exist in the literature for general damage detection and the investigation



MSc. Thesis Melih Eren Geng Page 8

of specific mechanisms in CFRP composites, a strain gauge-based methodology that
can directly identify the precise coordinates of damage at the ply level has not yet been
thoroughly explored. Most existing approaches either classify broad damage zones (e.g.,
delamination regions) or utilize alternative sensing techniques for damage identification.
The proposed approach aims to address this gap by using sensor measurements to di-
rectly compute the damage coordinates within the composite structure.

1.2 Aim and Scope of the Study

Current SHM approaches typically rely on global structural responses or simple
surface level inspections, which may fail to detect internal or inter laminar damages
commonly occur in composite materials. Moreover, the detection of damage at the
specific layer within a laminate structure remains a significant challenge. Conventional
techniques are often unable to accurately identify which layer is compromised, limiting
the diagnostic power of the SHM system, which limits future visions. This research aims
to fill this gap by combining strain gauge-based sensing with machine learning models to
detect, localize, and identify damage at the layer level within composite laminates, and
validate the idea of advanced localization of the damages within composite materials is
possible by the use of strain gauges.

This study presents the development of a sensor-based methodology for detecting
and localizing damage at a ply-wise level in composite structures. By analyzing data
from distributed strain gauges, the proposed approach tries to predict the exact dam-
age location and exact ply using data-driven techniques. As told, this work adresses
directly a gap in literature by focusing on damage localization on ply-level. This exact
localization of the damage is useful for future applications of the SHM methodologies
which may result in better understanding of damage mechanics in composite materials,
more prompt early interventions, more precise remaining lifetime estimates, and better
administrative decisions.

Main emphasis is placed on developing a data-driven methodology for advanced dam-
age detection. While core topics regarding to this study is completely defined, other
related topics are described briefly, since damage detection and localization are already
challengingly complex. The methodology is completely developed with simulated data
and has not been tested for experimental application. The study does not consider en-
vironmental degregation and temperature variations. Although the methodology yields
results and provides insights for future work, so told limitations must be considered.

1.3 Structure of the Thesis

This paper is organized in order to facilitate easier understanding of the topic and
developed methodology. Contents, list of figures, tables, and abbreviations are given
preceding the work. Chapter 1: Introduction, provides the problem statement, aim and
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scope of the study, and the structure of the work. The motivation of this study and
a brief explanation of current state of damage detection in composite structures are
given. Chapter 2: Literature Review, provides a comprehensive review of the literature
divided into several sections. Some fundamental concepts about damage detection and
localization, SHM, and machine learning (ML) are included as well. This section is quite
heavy in terms of information, therefore most of the sections are supported frequently
with figures and tables. Some sections include a summary table at the end of the
section, in which relevant previous work is compared. It is highly encouraged to make
use of these summary tables. Chapter 3: Methodology, explains the feasibility of the
proposed idea. Definition of strain, stress, displacement fields, and some procedures
to obtain them are given. The motivation for the use of ML is presented along some
different methods. This chapter is crucial in order to understand the following chapters.
Chapter 4: Development and Application, explains the development of the damage
detection and localization methodology, and presents unique case studies. These case
studies thoroughly explained and the workflow of the developed methodology is given.
The practical work lies within this chapter. Chapter 5: Results and Discussion, provides
the efficiency of the developed methodology for the case studies given in the chapter
before. The statistical background for the calculations and comparisons of success
rates, and important metrics about ML are given. This chapter is visually heavy due
to interpretations of the case study results. Chapter 6: Conclusion and Implications,
presents the acknowledgments acquired from the study. The results of the study is
processed and transmitted as several points of conclusions. Practical implications and
insights are given, and suggestions for future work is provided. Chapter 7: References,
includes all the citations used in the work in APA format. Chapter 8: Appendix, stores
big graphs, figures and some interesting findings noticed during the work. Frequent
visits to the appendix is expected, since the full sized summary tables from the literature
review chapter is included here. Also, some part of the data used for ML can be found
in this chapter.



Chapter 2

Literature Review

2.1 Structural Health Monitoring (SHM) Systems

2.1.1 Concept of Structural Health Monitoring

In the early days SHM has been developed for damage identification of aircraft in
acrospace industry[25]. At the end of 1970s, it was implemented for offshore platforms[26].
Around 1990s, SHM started to get employed for civil engineering and infrastructure.
Beck and Katafyglotis[27] designed a monitoring technique of a structure by detecting
changes in its stiffness distribution. In 1999, Mita[28] discussed about the emerging
need for SHM in Japan after 1995 Hyogo-Ken Nanbu Earthquake in which damages of
beam-column joints in most of the buildings were noticed only after one-by-one inspec-
tion. In 2009, Semperlotti[29] stated: “Structural Health Monitoring (SHM) is a fairly
new engineering field oriented to the development of damage detection systems able to
facilitate the transition from scheduled maintenance to condition based maintenance.”
In the past decade, SHM grew rapidly parallel to the advancements on new sensing and
control technologies[30, 31].

Speckmann and Henrich[1] present a great analogy in terms of understanding the
SHM systems by comparing human body to airplanes, seen in Figure 2.1. Human
body has nerves which transfers the signals to the brain. They work similar to sensors,
if there is pain in any part of the body this signal is transferred to brain, and after
evaluating the intensity of pain, brain decides to let it slip or go to a medical doctor. In
an airplane, various sensors collect data from different points of the plane and collected
at a computer. Just like the human brain, the computer evaluates the data and decides
if a problem is present. Afterwards corrective actions might be taken.

10
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Figure 2.1: Speckmann and Henrich’s Analogy|[1]

2.1.2 Modal-driven and Data-driven SHM

Typically SHM applications are categorized into two types of approach: data-driven
SHM and model-based SHM[32, 33]. These approaches differ significantly in technique,
application, and required computational power.

Model-driven SHM relies on physical models or mathematical representations of the
structures. These models are developed considering engineering principles, material
properties, and boundary conditions. Frequently the finite element model (FEM) of
the structure is used as a baseline in undamaged state. Model updating is performed
in order to correct the initial results since models often produce different results than
measured data[34]. This updated version of the model is identified as the reference
model and damage is detected by considering the changes in new measurements. This
approach has advantages such as lower data dependency, as limited sensor data is suf-
ficient if the model is accurate, and the ability to forecast structural responses under
hypothetical load scenarios and the downsides include a high computational cost due
to the potential complexity of the structure and the accuracy of the results being de-
pendent on the correctness of the modeling[35]. There are various studies employing
model-driven method. Cao et al.[36] have developed a piezoelectric impedance mea-
surement to detect damage by an inverse analysis. Another work is published by Moore
et al.[37], where the model-driven method is utilized in order to identify cracks in a thin
plate.

Data-driven SHM uses the information from the sensors directly to both understand
the behavior of the structure and detect any possible damages. This method employs
statistical pattern recognition (SPR), which is often done by machine learning (ML)
algorithms. The careful selection of the model is crucial for this method since not every
ML algorithm is fit to identify damage. The unique advantage of this method is the pos-
sibility to estimate the remaining life combined with damage detection[38]. Although



MSc. Thesis Melih Eren Geng Page 12

this is a unique feature, the black-box nature of some ML models must be considered.
Furthermore, larger datasets are required compared to model-driven approach. Wang et
al.[39] utilized a data-driven approach to identify and quantify the structural damages
on Tianjin Yonghe Bridge located in Tianjin, China. Similarly, M. Dohler et al.[40] pre-
sented a vibration-based data-driven approach in order to detect small damages on the
S101 Highway Bridge located in Austria. Another solution for SHM is hybrid methods,
which combine model-driven and data-driven SHM techniques. This powerful approach
involves developing baseline physics or mathematics-based models and simulating them
to understand the structural responses. It is then combined with ML learning models
enhanced with continuously updated real-time feedback. The hybrid approach is mostly
used in SHM applications for aircraft and smart city infrastructures.

The decision between model-driven, data-driven, or hybrid approach, ultimately
reduces to identifying the requirements, complexity of the physical structure, and the
availability and quality of the existing data, which could serve the training of ML
models. A comparison of model-driven and data-driven approaches is given in Table
2.1 to simplify the decision process.

Table 2.1: Comparison between Model-driven and Data-driven SHM Approaches

Property Model-driven SHM Data-driven SHM

Data-based, mostly relies on
ML or Statistical Pattern
Recognition (SPR)

Analytical models (physics
or mathematics based)

Technique

Data Requirement

Less data required

Large datasets needed for
ML training

Accuracy and Pre-
cision

High (if the model is correct)

High (if there is enough data)

Required Compu-
tation Power

Dependent on the model
complexity

Often high (ML model train-
ing)

tures)

Interpretability Easy (physics-based) Hard (especially deep learn-
ing models)
Scalability Limited (predefined struc- | High

Sensitivity to Envi-
ronment

Low (predefined environmen-
tal effects)

High (real-time data)

Cost

Often high initial cost, but
low maintenance cost

High (data collection and
processing)

2.1.3 Various Applications of Structural Health Monitoring

The literature search for SHM reveals six commonly used structural assessment meth-
ods, namely, response-based techniques, reliability-based techniques, acoustic emission
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(AE) method, feature extraction methods, computer vision, and machine learning(data-
driven) methods. For simplicity and the frame of this study, only response-based tech-
niques and relevant papers are reviewed in the following chapter. In SHM, response-
based techniques assess the structural state by analyzing the system’s natural operative
responses. Controlled input forces or other forms of excitations are not required, and
these techniques rely solely on measured responses, such as displacement, velocity, ac-
celeration, strain etc.

2.1.3.1 Displacement-Based Approach

Displacement measurements provide valuable information about the state of the
structure. Therefore it is common point of interest among researchers. An example of
this work is presented by Xu, Song, and Masri[41]. This study used laser displacement
sensors to identify damages at joint connections of structures. Measurement time series
are utilized with the help of neural networks (NN) in order to find damage and asses
the extent. The advantages of the proposed approach over the traditional methods are
communicated, and the performance of the proposed approach is verified experimen-
tally.

Huang et al.[42] provided displacement-based method utilizing accelerometers to
compute mode-shapes, which are later associated with displacement of the nodes. This
study presents the NODIS Method, an unique principle to identify damages with less
sensors. The principle yields a coarse result but contributes to SHM by reducing
the amount of sensors drastically(as less as 3). Another unique feature of this study
is the precision. The approach takes the weight of the sensors into account. Ono,
Ha and Fukada[43] utilized the influence lines in highway bridges, and by employing
Displacement-Based Index (DBI) manage to sense the damages on a highway bridge.
The study concluded that even far from the sensor damage could be detected if the
parameters are set right.

Huseynov et al.[44] worked on bridges using inclinometers and presented that rota-
tion is sensitive to damage. The study utilizes influence lines in order to differentiate
healthy and damaged states.The study was able to identify damages as low as 7% change
in stiffness over an extent of 2.5% bridge span on the experimental bridge included in
the study.

Concluding the subsection, it is important to remark that displacement sensors are
often difficult to install in operative conditions.

2.1.3.2 Strain-Based Approach

Strain is measured by utilizing strain gauges, Fiber Bragg grating (FBG) sensors,
and piezoresistive sensor such as microelectromechanical systems (MEMS) [45, 46].
Strain is a localized property. Therefore a large number of strain gauges are often
required.Although this sounds like a limitation, strain sensors are generally easy to



MSc. Thesis Melih Eren Geng Page 14

install. Jang, Sim and Spencer Jr.[47] presents the Strain Damage Locating Vectors
(Strain DLV) method, focusing on the use of strain flexibility matrices. This study
includes a numerical simulation of a 56-DOF planar truss model, and emphasizes the
method’s ability to locate damage using a smaller number of sensors. It is shown that
better strain resolution results in improved performance in real-world applications.

Zhao et al.[48] utilized modal macro strain-based damage identification to detect
damages on pipelines. Dynamic macro strain responses are gathered and modal macro
strain (MMS) vectors are formed. Results show this method could reflect the damage
and the extent.

Rageh, Linzell and Azam[49] monitors a bridge using strain gages and trains a ar-
tificial neural network (ANN) for damage detection.This study combines Proper Or-
thogonal Modes (POM) and ANN, and uses this methodology to assess stringer- floor
beam connection state. This method is robust enough to predict the damage under
high noise environments accurately. Glisic et al.[50] stress the significant improvement
of fiber optic (FO) techniques for sensors, including strain gauges. This study utilizes
Fiber Bragg-grating (FBG) sensors for strain measurement and presents long-gauge
sensing principles based on the material properties at the macro level. This approach
is validated by a large-scale application on Streicker Bridge in Princeton, New Jersey.
The results show that FO sensing technologies, such as FBG sensors are successful in
detecting and localizing the damage.

Tondreau and Deraemaeker[51] present two experimental applications of damage
localization using dynamic strain measurements. A very large network of dynamic
strain sensors is split into several independent local networks. This study uses modal
filters to predict damage and is tested experimentally on two different structures.

2.1.3.3 Vibration-Based Approach

Damage alters the stiffness, mass, or energy dissipation properties of a structure.
This alteration results in a change in the dynamic response of the structure compared to
the undamaged state[52]. Therefore changes in vibration characteristics are an indicator
of damage. For example, the location and the extent of damage could be identified by
analyzing changes in the natural frequencies of that structure[53].

Vibration-based damage detection (VBDD) has been studied for the last 30 years[54],
and vibration analysis (VA) has been applied to various areas such as power production[55],
aerospace industry[56], civil construction industry[57, 58] for various reasons. Some ap-
plications of VA even include loose or foreign part detection, leak detection, etc[59].
The vibration-based approach consists of the natural frequency method, mode-shapes
method, modal curvature method, modal strain energy method, damping method, Fre-
quency response functions (FRFs), and matrix-based method. In the following, each
method is briefly described and examples are provided for better understanding.

The presence of damage or deterioration in a structure results in changes in the
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natural frequencies of the structure. Monitoring the changes in resonant frequencies
is generally quick and often reliable. Therefore this method is a useful way to locate
the damage or deterioration[60]. If the natural frequency of the structure is less than
expected, a loss of stiffness is considered. Frequencies higher than expected indicate
that the supports of the structure are stiffer than expected [61]. Generally, a change
of about 5% in natural frequency is enough for damage detection with confidence[62].
This analysis is one of the earliest methods and countless work has been done on
this topic[63]. For instance, Kim et al.[64] presented a comparison between frequency-
based damage detection (FBDD) and mode-shape-based damage detection (MBDD),
and concluded FBDD is better for damage detection, while MBDD is better for damage
localization.

Mohan et al.[65] developed a correlation based algorithm to detect and localize the
damage by analyzing experimental natural frequency change ratios and analytical nat-
ural frequency change ratios. Numerical models of cantilever beam with three different
damage locations have been modelled and the methodology proved to be performing
robustly when applied to a continuous system. For further information, Kannappan|[66]
provides a detailed review on damage detection in structures using natural frequency
measurements.

Measuring mode shapes is a reliable approach for damage detection. However, mea-
surement of the mode shapes is mostly labor intensive compared to natural frequencies,
and a large number of sensors is required to identify a mode shape correctly[67]. This
technique compares measured mode shapes and various features, such as curvature or
modal strain energy to increase the sensitivity[68]. The basic principle of this method is
detecting singularities in mode shapes since damage causes these singularities[69]. This
approach requires data both from the undamaged and damaged state of the structure.
Additionally, there are studies showing this approach is more effective for preliminary
localization rather than point-blank localization[70].

The first employment of a mode shape information for detecting the location of
a damage without the utilization of a finite element model (FEM) was presented by
West in 1984[71, 72]. The test is done on an intact Space Shuttle Orbiter (SSO)
body flap, and the mode shapes gathered while flap is subjected to acoustic loading.
Then, the mode shapes partitioned and change in mechanical assurance criterion (MAC)
was utilized to detect the structural damage location. MAC is a statistical indicator
sensitive to differences in mode shapes, and it yields a good result comparing different
mode shapes|73].

Chen and Buyukozturk[74], introduced a new feature for detecting damage in struc-
tures, the continuous symmetry measure, which evaluates the rotational, mirror, or
translational symmetry in a mode shape of the structure. This method is based on
mode shape analysis and proved its usefulness in the test cases of pipe cross section,
NASA 8-bay model, and the TASC-ASCE benchmark structure.

Khoo, Mantena and Jadhav[75] presents another interesting study by employing
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mode shapes and resonant pole shifts to detect damage in wooden wall structures.
This study includes an experimental demonstration using an actual wooden wall, and
proves SHM is able to monitor different materials. For further and updated information,
An et al.[76] provide a review for various methods in SHM, including mode shape-based
methods.

Another approach is mode shaped curvetures, which are more sensitive to the loss
of stiffness than the mode shapes. Loss of a member generally causes a sudden change
in mode shape’s first and second derivative[77].

Roy[78] demonstrates this method and formulates the derivatives of mode shapes,
and correlates them with damage location. This study includes an experimental case
study of 6-story steel frame mounted on a shaker. The proposed approach is found to
be competent enough for damage detection on various locations, even in the presence
of noise. Shokrani et al.[79], present a novel approach based on principle component
analysis (PCA), which can distinguish between variations due to damage and variation
due to environmental factors. The approach indicates good performance on 2 numerical
test cases for localization but severity is still a challenge.

Analyzing modal strain energies (MSE) is another approach to detect damage.
Modal strain energy is calculated for each element on the structure. Then, it is com-
pared with the undamaged state. The places with damages tend to have big differences
in MSE compared to the undamaged state. Thanks to its extensive adaptability and
effectiveness, MSE-based damage identification has been used widely for damage iden-
tification [80]. Shi, Law and Zhang[81] proposed the ratio of change in MSE for damage
localization. This parameter is calculated by predicting the change in MSE in each ele-
ment in a case of damage, and it is called modal strain energy change ratio (MSECR).
The results of this study indicate that MSECR is effective and robust to locate damages
in structures.

Nyugen et al.[82], discuss a recently developed forward method using the ratio of
geometric modal strain energy to eigenvalue (GMSEE). Although this method is fea-
sible, it relies on the assumption that the fractional modal strain energy is unchanged
after damage. This assumption is acceptable for small size damages but large damages
known to cause calculation errors[83]. Therefore an improved method which uses modal
strain energy to eigenvalue (MSEE) instead of GMSEE is presented, and found out this
method effectively identifies damage in truss structures.

Tan et al.[84] present a vibration-based technique, using only the first vibration
mode, for predicting damage and its location. This study develops a procedure, namely
the modal strain energy based damage index is first calculated using only the first
bending mode. Then the ANN predicts the damage location and severity. The study
concludes that this approach is efficient in the applications to steel beams, that are
important structural components in buildings and bridges.

The damage in a structure generally cause an increase in damping within the struc-
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ture. Mostly this characteristic is not sensitive enough to indicate damage. However
there are some relevant work which managed to explore this method. Frizzarin et
al.[85] developed a baseline-free, time-domain damage detection method for concrete
structures. A strong correlation is observed between the increase in damping and de-
crease in structural stiffness due to seismic damages.

Montalvao, Ribeiro and Silva[86], developed a factor based on modal damping in
order to identify delamination on composite materials such as carbon fiber reinforced
plastics (CFRP). This study is applicable at low cost to structures that have not been
instrumented before, and it provides a probability distribution of damage location. The
study concludes that further research is required on the topic.

Another approach is the utilization of frequency response functions (FRFs). In
the basis FRFs are derived from Fourier transform, and defined as a mathematical
resprestenation between input and output of a system[87]. The utilization of the FRFs
are convenient in the terms of data gathering since a small number of sensor are usually
enough for real-time applications[88]. A minimum number of sensors located at critical
points are able to measure the vibration response of the structures[89].

Hassani and Shadan[90], developed a new model updating-based method for damage
identification based on incomplete FRFs. The study includes 2 numeric simulations such
as, a l44-element, three-layer laminated composite plate and a 120-element, three-
dimensional truss, as a test on bigger structures. This method managed to identify
damages with closely-spaced frequencies. However, the authors also include that the
study requires an experimental verification.

Bandara, Chan and Thambiratnam[91], combine FRFs with neural networks in order
to develop a new method which reduces the dimension of the FRF data and transforms
it to new damage indicators. This paper includes a case study, and the method is
proven to be useful with a maximum error of 2%. Furthermore, the authors conclude
that the neural networks are capable of recognizing nonlinear damages and their sever-
ities in structures. The last vibration-based method is matrix-based analysis. This
technique involves changing the stiffness and flexibility matrices for the damaged case
and comparing them with the undamaged case. Tomaszewska|92] utilized this approach
for several test cases, including the Vistula Mounting Fortress in Gdansk. The study
found out that neglecting modal errors could result in distorted results, and the pos-
sibility to obtain the correct result is greater when flexibility and curvature indicators
are employed together.

Wickramasinghe, Thambiratnam and Chan[93] developed new damage indices based
on modal flexibility. The application results of these new indices based on only the first
few modes confirm that he feasibility of the method is proven. This method is able to
identify damages in single or combined states.



MSc. Thesis Melih Eren Geng Page 18

2.1.4 Summary of Relevant Work

Table 2.2 summarizes the key parameters used in previous studies in a simplified
manner. It includes information such as the method used, the type of damage in-
vestigated, the system’s capability in terms of localization and severity prediction, and
whether the study includes experimental verification. For more details, a comprehensive
version of this table is provided in Appendix A, which includes additional information
on the sensor type used, sensor optimization availability, and the year of the studies.
In the following table L2 means localization, L3 means severity prediction, and Exp.
means experimental verification.

Table 2.2: Comparison of SHM Methods with Localization and Severity Detection
Capabilities

Author Method Damage Type L2 L3 Exp.

Xu, Song  and Displacement Joint  connection v @V v

Masri[41] based damages

Huang et al.[42] Displacement Cracks VAR v
based

Ono, Ha and Displacement Unspecified? VAR { X

Fukadal[43] based

Huseynov et al.[44]  Displacement Unspecified? v oo xX v
based

Jang, Sim  and Strain based Unspecified? VAR { v

Spencer Jr.[47]

Zhao et al.[48] Strain based Unspecified? v o voX

Rageh, Linzell and Strain based Unspecified? v oo xX

Azam[49]

Glisi¢ et al.[50] Strain based Crack, ruptures v oo x v

Tondreau and Strain based Crack v oo xX v

Deraemaeker[51]

Kim et al.[64] Natural fre- Crack v oo xX X
quency based

Mohan et al.[65] Natural fre- Material loss v oo x X
quency based
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Author Method Damage Type L2 L3 Exp.
Chen and Mode-shape Corrosion, material v* X v
Buyukozturk[74] based loss
Khoo, Mantena and Mode-shape Material loss, ter- v X v
Jadhav[75] based mite degradation®
Roy [78] Mode-shape cur- Unspecified? v ooxX v
vature based

Shokrani et al. [79] ~ Mode-shape cur- Unspecified? v o X
vature based

Zhang, Shi and Law Modal strain en- Unspecified? v oo xX X

81] ergies based

Nyugen et al. [82] Modal strain en- Joint  connection vV v
ergies based damages

Tan et al.[84] Modal strain en- Unspecified? v v v
ergies based

Frizzarin et al.[85] Damping analy- Seismic damages v v v
sis

Montalvao, Ribeiro Damping analy- Delamination? VAR { X

and Silva[86] sis

Hassani and FRFs Unspecified? v X X

Shadan[90]

Bandara, Chan, FRFs Unspecified? v oV v

Thambiratnam|[91]

Tomaszewska[92] Matrix-based Unspecified? v v

Wickramasinghe, Matrix-based Unspecified? v o v

Thambiratnam,

Chan[93]

4: This study works on composites.

1: Localization only on 2D. 2: Damage is modeled as stiffness reduction but type is not specified. 3: This damage is caused by termites.
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2.2 Damage Detection with Machine Learning

As seen in the prior subsection, numerous methodologies have been developed with
the aim of damage detection in civil, mechanical, and aerospace structures. In the past
damage detection approaches was based on small sized data, mostly neglecting environ-
mental effects, such as temperature, moisture etc. Today, with better technology, it is
possible to acquire more complex, and much greater sized data. Although the data size
is enormous, so told exponential development in the technology and computer science
also provide valuable opportunities to address this issue, particularly through machine
learning[94].

Machine learning (ML) is a branch of artificial intelligence (AI) field. The aim of
ML is enabling the machines to learn from datasets on their own, without any pre-
programming[95, 96]. During the learning process, the machine learning model creates
associations and links between various pieces of data and forms a structure, which is
able to make predictions given any data with the training format. This takes the burden
of trying to make inferences from a huge dataset from the shoulders of the scientists
and lands it on the shoulders of the machine. Another advantage is that mostly, with
some computing power, machine learning models recognize some patterns that humans
may not.

With the foretold emerging computing power in the last decade, machine learning
(ML) models have become more feasible and extensively used in damage detection field,
demonstrating high performance and rigorous accuracy[97].

2.2.1 Fundamentals of Damage Detection and Assessment

Dusseault and Gray[98] defined: “Mechanical damage is irreversible degradation of
strength or stiffness, or alteration of flow properties, as a result of permanent changes
in material fabric...”. Detection and identification of damage is a crucial process
for health monitoring for structural systems over their lifetime[99]. Damage detection,
diagnosis, and prognosis are closely related to each other. Ryetter proposes a pioneering
hierarchical structure in his PhD thesis[100] for the matter. The original four levels of
damage identification according to Ryetter are:

1. Detection: this step outputs a qualitative indication of probable damage.
2. Localization: this step outputs a probable location of the damage.

3. Assessment: this step analyzes the extend of the damage.
4

. Prediction: this step offers information about the structure, and estimates the
residual life.

It is clear that this structure is sequential and for each level, information from the
previous level is required. Worden and Dulieu-Barton[101] argues that there is one
major exception in this structure, and it can be remedied by the introduction of a
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“Classification” level. This level gives information about the type of damage, and finds
place in-between level 2 and 3. This step is crucial for the next steps to achieve their
goals because the extent of damage and especially the residual life is related to the
damage progression, and different damage types have different progression mechanics.
Without knowing the exact type of the damage, the residual life estimation is only
an assumption. A brilliant example from their work illustrates this concept clearly:”
For an aircraft in flight, for example, this is critical. If the diagnostic system signals
serious damage but fails to indicate that there is time to land, the aircraft may be lost
needlessly and at great expense when the crew bail out. Note that the primary concern
is that the crew do bail out; issues of life safety far outweigh economic considerations.”
Therefore, the final form of damage identification structure includes 5 steps, which are
represented in Figure 2.2. Further discussions on damage prognosis related to SHM
could be found in the work of Farrar and Lieven[102].

Prognosis | -2Vé!°
Severity ). ... [Leeld
Type Level 3
/ Diagnosis -
Localization ceestl . . L level2

. ' . . Level 1

Figure 2.2: Hierarchical Structure of Damage Detection|[2]

2.2.2 Supervised and Unsupervised Machine Learning

Machine learning (ML) techniques in SHM could be broadly classified into supervised
and unsupervised learning. The main difference between these techniques is the labeled
data. Supervised learning relies on labeled data to learn a function that maps the input
to the output, while unsupervised learning tries to discover patterns in the data without
labels[103]. Figure 2.3 explains the difference between supervised and unsupervised
methods schemetically.

Supervised learning achieves high accuracy when labeled datasets are available.
These labels are created by the human hand and pre-determined[104], meaning it re-
quire human intervention. This results in a unique advantage; all output created by the



MSc. Thesis Melih Eren Geng Page 22

ML model is meaningful to humans[105]. Although it is great to understand the results
directly, human intervention creates the problem of human error, and the accuracy of
the ML model is highly dependent on the correct labeling of the data. This imposes
a disadvantage on the technique, especially if large datasets are used as it is costly
to label large datasets correctly by human hand. Naturally, different supervised ML
methods have varying properties. Caruana and Niculescu-Mizil[106], present a great
comparison and overview of ten supervised learning methods including support vector
machines (SVM), neural networks (NN), etc. S. B. Kotsiantis[107] explain various su-
pervised classification methods, and provide an evaluation of these methods in terms
of accuracy, learning speed, classification speed, tolerances etc.

Unsupervised learning produces the output from the knowledge gathered from the
data. Contrary to supervised learning, it is up to the system to produce the output
without human involvement[108]. These methods are better at identifying hidden pat-
terns that may be overlooked by humans while labeling. This results in the correct
detection of complex damage patterns. However, this technique falls behind super-
vised learning in terms of detecting the type of damage[109]. Similar to the studies
on supervised learning, Naeem et al.[110] provide a deep insight about unsupervised
machine learning, including step-by-step application of various algorithms. Usama et
al.[111] present another comprehensive study about unsupervised machine learning on
the subject of networking. This study also includes various applications.

Supervised Vs Unsupervised Learning,

! Unsupervised Supervised
Explained
Supervised Un-Supervised et L
'-i'g”}?- . 18T
x % % | v | o A
oy 2
g v

No

Target Target

Figure 2.3: Comparison of Supervised and Unsupervised Machine Learning[3, 4]

Regarding the SHM, a supervised classification algorithm could be developed if both
the damaged and undamaged data are available. This requires either extensive data
collected through time or model-driven approaches to create these datasets. Most of the
time this data is limited or even unavailable. Therefore instead of supervised, mostly
unsupervised learning is employed, which trains on the available data without the feed-
back, and detects the outliers[112]. From this aspect, unsupervised learning has a clear
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advantage over supervised learning as it doesn’t require undamaged state information.
However, as told before, unsupervised learning is far weaker compared to supervised
learning in terms of predicting location. Furthermore, most of the ML applications
do not consider environmental factors, which could produce significant changes in dy-
namic responses rather than damage[113]. These effects have been studied by different
researchers[114, 115, 116, 117] and the impact found out to be significant. Therefore
an unsupervised approach is not optimal when utilized alone[118]. A combination of
supervised and unsupervised techniques is required to achieve better performance on
SHM applications.

2.2.3 Applications of Machine Learning in Damage Detection

Damage detection identifies changes in structural responses to external loads, and
indicates the presence of damage[119]. Most common and easiest way for damage
detection is visual inspections. However, this approach is highly subjective in finding
different damage modes, sometimes completely internal, and requires great experience
for precise identifications. Furthermore, some of these techniques are destructive for
the material[120]. Non-destructive evaluation (NDE) is a good alternative for better
damage identification, providing less subjectivity. Currently, numerous NDE methods
are available, and most of them perform very-well in damage detection and localization.
However, often these methods require special equipment, which may be expensive to
buy and maintain. Most importantly, these techniques are not developed and therefore
not suitable for live-monitoring. On the other hand, data-driven methods in SHM is
gaining popularity due to the advancements in sensor technology, high-speed internet,
and cloud based systems[121]. Extensive research has been conducted in this topic
and the following part reviews some of the efforts in damage detection with machine
learning.

Bayane et al.[122] present a real-time application of damage detection with machine
learning. A steel railway bridge instrumented with 16 strain gauges, 5 piezoelectric
uniaxial accelerometers, and 1 inclinometer captured an anomaly in March 2023. After
careful inspection the reason of the anomaly is detected as a crack in the steel structure.
On the basis of this data, new data is synthesized and used for ML. Anomaly detection
models such as isolation forest (IF), robust random cut forest (RRCF'), one-class support
vector machine (OCSVM), local outlier factor (LOF), Mahalanobis distance (MD) are
utilized in this study. The training process is unsupervised, since anomaly detection
algorithms are used. In the training data environmental effects are also included, by
contacting the local weather station. It has been observed that during an anomaly
event such as crack formation, all five models managed to succesfully identified the
anomaly. Although, the accelerometers did not experience significant change during
the anomaly, strain gauges detected the anomaly instantly. The study concludes that
such methodlogies are consistent and provide reliable results for damage detection.

Park et al.[123] describe a sequential damage detection approach for beams by us-
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ing time-modal features. Artifical neural networks (ANNs) are employed as machine
learning models. The study develops a ensemble method where two different machine
learning models are operating linked to each other. From the acceleration data time-
domain features are extracted and fed into the first phase neural networks which is
specialized on predicting only damage occurence. If first phase neural networks predict
the presence of damage within the beam, second phase neural network is activated.
This phase is fed with frequency-domain features, again extracted from accelerations,
and the location and severity prediction is obtained. Both of the neural networks are
trained with simulated data from finite element analysis (FEA). The training is super-
vised. The proposed technique is tested with various load cases, and proven feasible.
The study concludes that further studies focusing on sensor placement, optimization,
and tests with environmental conditions can be performed.

Yeung and Smith[124] present a methodology where vibration data is used for dam-
age detection. Neural networks are employed as machine learning models, and a com-
parison between two model are given. The study focuses on riveted connection damages
located on various places in main girders on Clifton Suspension Bridge located in Bris-
tol, UK. Singular and multiple damage modes are tested. Both the training and the test
data is obtained through simulation environment with (FEM). Traffic induced vibra-
tion is simulated with addition of noise in order to conform the real-world applications.
Fast Fourier Transform (FFT) is used to obtain the response spectra and feature vec-
tors are derived. Two unsupervised ML models are selected and comparison in terms
of sensitivity, advantages and limitations, and sensitivity to noise are provided. The
study concludes that a reliable damage identification can be achieved even in noisy
environments, if the neural networks are optimized.

Parisi et al.[125] describe a new method of damage detection and localization in steel
truss railway bridges through ML tools. ML algorithms are trained with raw strain time
series data obtained from FEA. Although the data is simulated the FE model is based
on Quisi Bridge located in Valencia, Spain. Various damage conditions and locations
are considered and the data is automatically created through simulation. Generated
data is fed into a k-Nearest Neighbors (kNN) model to select the most informative
features, and then these features are used in the training of a convolutional neural
network (CNN). Damage location is set as a classification problem, and training has
been carried out with supervised approach. The CNN models train on predicting both
the damage location and the severity. However, their succes in predicting the severity
is relatively low compared to their succes in damage localisation. The study concludes
that it is possible to employ raw strain sensor signals, without any pre-processing, in
order to predict the location and the severity of damage.

Bigoni and Hesthaven[126] propose a simulation based, data-driven damage detection
approach. Synthetic datasets of complex structures are created and the damage is
simulated. Time series signal from pre-selected sensor locations are extracted an used as
features after selection. One-class Support Vector Machines (SVM) are used as machine
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learning models with the aim of anomaly detection. The study follows a semi-supervised
approach, also called one-class classification, where labeled data from undamaged state
is used for training, and unlabeled data from both damaged and undamaged states
are used for testing. Machine learning model is working in two-steps. First a binary
(damaged or undamaged) prediction is made, and then outputs of multiple classifiers
are exploited for the outlying data in order to obtain information about the location
and severity of the damage. The proposed methodology shows succes in both 2D and
3D application. Hovewer, it is yet to be experimentally verified.

Kim and Philen[127] present a machine learning study about detecting cracks and
corrosion on metallic materials. Most appopriate excitation signal is determined in
the study. Various time-frequency method comparison are also included. The training
data is syntetically generated through Abaqus® software. AdaBoost machine learning
model is employed for classification on 2D plates. Simulated tests are verified with
a real-life test conducted on a beam with corrosion and crack damage intentionally
induced. The study employs GML AdaBoost MATLAB Toolbox for machine learning
application and therefore follows a supervised approach. It has been found out that the
correct classification and confidence levels depend upon mostly on the training sample
properties, number of training samples, and number of iterations. Four different signal
processing methods, short time Fourier transform, Wigner-Ville distribution, wavelet
transform, and matching pursuit are examined, and short time Fourier transform is
chosen. Damage classification is performed with the spectogram and AdaBoost. The
study concludes that classification between different damage modes are possible using
AdaBoost.

Ying et al.[128] propose a new data-driven framework for robust damage detection
based on machine learning. This paper focuses on steel pipes and demonstrates the
effectiveness of the proposed framework. Damage is simulated by mass scatterer grease-
coupled to the pipe surface. Ultrasonic waves are measured with piezoelectric wafers,
and various features are extracted from a variety of signal-processing techniques. This
study extracts 365 features for machine learning, since a high number of feeatures
are not computationally efficient, feature selection is performed. For feature selection
adaptive boosting (AdaBoost) is used and the selected features are verified with the
same model again. Five different classifiers are formulated including only AdaBoost,
support vector machines (SVMs), and various combinations of these models. During
testing, all of the trained models achieve good performance for damage detection, and
the study concludes that machine learning based damage detection frameworks show
promising results in pipe monitoring. This study only focus on damage detection, not
localization or severity.

Nick et al.[129] present a comparisonal study where couple of machine learning mod-
els are used in damage detection. The study follows a two-step approach. First stage
ML model is responsible of identifying the presence of the damage and localizing, while
second stage predicts the type of the damage and its severity. First stage is trained
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unsupervised, and the second stage is trained supervised. For the first stage the ML
models k-means with different k values, and self-organizing maps (SOM) with different
number of output neurons are considered. For the second stage support vector machines
(SVMs), naive Bayes classifiers, and feed-forward neural networks (FNN) are employed.
Excluding SOM, each model is tested with and without principal component analysis
(PCA) which reduces the dimension of the data. Both the training and the test dataset
are composed of 30 samples. The study concludes, for damage type classification and
severity prediction, SVM models are the most accurate(in the range 77-90%) and the
use of PCA reduces the accuracy of the SVM models around 10% in general. Naive
Bayes classifiers perform noticeably worse than SVMs (73%) and perform worse with
PCA (60%) applied. FNN models are ranked last with a the accuracy around 60% with
or without PCA performed. The accuracy results for damage detection and localization
are not given since this process was handled unsupervised. The study concludes that,
the obtained results are encouraging for developing multiagent systems as they allow
the discovery of significant differences between different ML models.

Gui et al.[130] present a comparison of three optimization based machine learning
methods. Grid-search (GS), particle swarm optimization (PSO), and genetic algorithm
(GA) are employed to optimize the penalty coefficient and kernel function parameter for
SVMs. Autoregressive (AR) model and residual errors (RE) are considered as damage
feature extractors and detected damages in a 3-story steel frame structure. Support
vector machines (SVMs) are trained with the features extracted from AR model and
REs with foretold different optimization methods. Comparison of these three cases are
provided. Optimization based SVMs exhibited high accuracy results for damage de-
tection, while RE features based SVM performing significantly better than AR feature
based. In all cases RE based features confirmed to be more sensitive to presence of dam-
age. Among the optimization methods GS provided best accuracy, however this method
found out to be more costly in terms of computation power compared with others. The
comparison between GA and PSO yielded nearly same results for best accuracy, but
GA required less amount of samples in each subset decreasing the data size. Therefore,
the genetic algorithm (GA) is identified as a robust and suitable optimization method
for damage detection SVMs. The study concludes that SVMs can successfully distin-
guish between undamaged and damaged cases, even with interferences present such as
operational and environmental conditions.

2.2.4 Summary of Relevant Work

The summary of the reviewed relevant work on machine learning approaches for
damage detection is provided in Table 2.3. This table summarizes some key parameters
of the studies in a simple manner, such as the data source for machine learning (ML),
used ML model, the method’s capability in terms of localization and severity prediction,
and whether the study is experimentally verified. A more detailed version of this table
can be found in Appendix B. Detailed version also includes the structure which the
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method is applied to, is the training process supervised or unsupervised, and the year
of the studies.

In the following table L2 means localization, 1.3 means severity prediction, and Exp.
means the experimental verification. In need of any extra information, one can refer to
the detailed version.

Table 2.3: Comparison of Studies on Machine Learning Approaches for Damage Detec-
tion

Author Method Damage Type L2 L3 Exp.
Bayane et al.[122] Strain, acceler- Anomaly detection X X v
ation measure- algorithms!

ments
Park et al.[123]? Acceleration Artificial ~ neural v vV
measurements network (ANN)
Yeung and Vibration data Probabilistic re- X X X
Smith[124] source  allocation
network(PRAN)
and DIGNET
network
Parisi et al.[125] Strain gauges k-nearest neighbors v* v X
and convolutional
neural network
(CNN)

Bigoni et al.[126]? Guided waves Support vector ma- v' v X
chine (SVM)

Kim and Philen[127] Various  time- AdaBoost v ooxX v
frequency mea-
surements
Ying et al.[128] Ultrasonic mea- Support vector ma- X X v
surements chines (SVM) and
AdaBoost
Smarsly et al.[131]*  Acceleration Artificial ~ neural X X

measurements network (ANN)



MSc. Thesis Melih Eren Geng Page 28

Author Data Machine Learn- L2 L3 Exp.
ing Model
Nick et al.[129] Acoustic emis- Support vector ma- vV X
sion (AE) chine (SVM), naive

Bayes  classifiers,
and feed-forward
neural network
(FNN),  k-means,
and self-organizing
maps (SOMs)

Gui et al.[130] Acceleration Support vector v X v
measurements machines (SVMS)
with different opti-
mization methods

1: Isolation forest, one-class support vector machine, local outlier factor, and Mahalanobis distance. 2: Requires training with real data.
3: States undamaged state is labeled, and the rest unlabeled. 4: Focuses on sensor problems and miscalibrations. 5: Damage presence

and localization results are not given as accuracy, but as time metrics.

2.3 Laminated Composite Structures

Composite materials are created by combination of two or more materials having dif-
ferent mechanical properties. This yields a new material with enhanced characteristics.
Typically one material, called matrix, serves as a medium and links the constituents.
The resulting properties are dependent on the matrix and the constituents. Composite
materials are mostly heterogeneous and often anisotropic in nature[132].

Traditionally composites have different types. As instance, fiber-reinforced compos-
ites materials utilize slender fibers in order to increase the strength and stiffness along
their axis, while the matrix shields them from any environmental corrosive. A common
approach is the employment of laminated composite structures. These structures are
created by thin layers, named lamina, adhered together. Laminated structures offer the
optimization of mechanical properties by changing fibre orientation angles and stacking
sequences[133]. Additionally fiber volume fraction, number of layers, and thickness of
the layers are considered as effective design parameters influencing the behavior of the
laminate. Although the possibilities are basically infinite, fibre orientation angles mostly
vary between four values namely 0°, 45°, -45°, 90°, for practical applications[134].

2.3.1 Defects and Damage Modes in Laminate Structures

Damages can occur on all known materials, whether it is a manufacturing error, or
beacause of a problem arised during working conditions. Some of these damages are ma-
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trix cracking, fiber-breakage, delamination, transverse cracking, fiber-matrix debond-
ing, matrix degregation and blistering[135]. As seen in their names, these damages are
particular to composite materials and each have different damage mechanisms.

Ranging from microscopic defects to large impact damages, Heslehurst[10] suggests
there are 52 defect types that are separatable from each other. These defects are listed
on the following table.

Table 2.4: Defects and Damage Types in Composite Materials[10]

Defects
Bearing surface | Blistering Contamination Corner crack
damage
Corner/edge split- | Corner radius de- | Cracks Creep
ting laminations
Crushing Cuts and scratches | Damaged filaments | Delaminations
Dents Edge damage Erosion Excessive ply over-

lap

Fastener holes

Fiber distribution
variance

Fiber faults

Fiber kinks

Fiber/matrix
debonds

Fiber
ment

misalign-

Fracture

Holes and penetra-
tion

Impact damage

Marcelled fibers

Matrix cracking

Matrix crazing

Miscollination

Mismatched parts

Missing plies

Moisture pickup

Non-uniform  ag-
glomeration of
hardener agents

Over-aged prepreg

Over/under cured

Pills or fuzz balls

Ply underlap or
gap

Porosity

Prepreg variability

Reworked areas

Surface damage

Surface oxidation

Surface swelling

Thermal stresses

Translaminar
cracks

Unbond or debond

Variation in den-
sity

Variation in fiber-
volume ratio

Variation in thick-
ness

Voids

Warping

Wrong materials




MSc. Thesis Melih Eren Geng Page 30

Focusing on this studies subject, all of these unique defect and damage modes can
not be explained in this study. Therefore this study focuses on only the most common
and critical defect and damages. The following damage modes are selected as the focus
point of this subsection: delamination, matrix cracking, fiber breakage or pull-out,
porosity(voids), and fiber/matrix debonding. Since they are recognized as the most
often occuring damage modes in composite laminates.

The reason, possible extent and the related work regarding to these damage types
are provided in the next subsection. For further reading on the different defect and
damage modes of laminate composite structures, relevant references can be employed.

2.3.2 Common Defects and Damage Detection
2.3.2.1 Delamination

Composite laminates are made up by stacking individual plies. The matrix material
( usually a resin) bonds the plies together. The loss of adhesive force results in delam-
ination. The plies no longer act together and behave as individual, compromising the
structural integrity of the laminate. Delamination is one of the most common failure
modes seen in composite structures[136]. Therefore significant amount of work has been
published in this topic.

Delamination should not be misinterpreted as debonding. Although, both of the
damage modes result in similar stiffness reducing effects. The term debonding is mostly
used for the defect introduced while manufacturing, due to a region not bonding prop-
erly. Both damage modes are seen in the Figure 2.4.

(a) Delamination (b) Debond

Figure 2.4: Delamination and Debonding|[5]

Delamination affects the stiffness of the laminate structure and may lead to early
failures. Also, delamination may result in local stress concentrations and local insta-
bilities causing the further growth of the defect, concluding in total failure of the part.
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Another dangerous aspect of delamination is the difficulty to spot it. Delamination is
mostly internal and invisible from the surface, and leads to catasthropic failure in time
if not detected. It is known as one of the most life-limiting damages[137].

Delamination may occur because of remaining interlaminar stresses, by impacts, ec-
centricities in the load paths and from discontinuities( cracks) in the structure[138].Also,
mechanical processes such as drilling, layer defects, insufficient resin, air bubbles and
residual lubricant may catalize the formation of a delamination[139, 140, 141].

In real world, delamination and debond damage modes typically involve a mixed
mode failure phenomenal5]. Since delaminations are mostly internal and invisible to
eye, real-time monitoring is critical to detect the defect before the damage accumulates
and leads to a failure. There are numerous work related to detecting the delaminations
in a composite laminate. Most applications use either strain measurements or, non-
destructive evaluation (NDE).

Chai et al.[142] studied on unidirectional carbon/epoxy prepeg with the aim of in-
specting the growth of delamination. The damage is created by an low-velocity impact
and the resulting deformation is mapped with two high-speed cameras. This study
found out that the growth behaviour of delamination during the rapid-growth phase is
consistent, as observed in repeated tests. This finding is useful for developing a model
for delamination growth. Although this study is not about delamination detection, it
provides base insight about the propagation of the damage.

Kim et al.[143] employed strain gauges to localize the damage in a unidirectional
graphite/epoxy prepreg laminate. Delamination is created by a indentor pressing onto
the composite material under controlled conditions. Later, some of the materials are
scanned with C-scan in order to verify the presence of the delamination, and also
to determine the size of it. By using embedded and surface mounted strain gauges,
the localization of the delamination is achieved under some limitations. The study
concluded that the strain gauges must be located on-top or near the delamination
location in order to detect it succesfully. The results indicate that a large number of
sensors are needed to cover a large structure, but some selected, critical areas can be
monitored with the technique.

Saravanos et al.[144] used piezoelectric sensors on a unidirectional graphite/epoxy
laminate with the aim of detecting the presence of delamination. Piezoelectric sensors
are either bonded or embedded into the laminate and the structure is subjected to
vibration. In the case of continuous piezoelectric layers bonded to upper and lower
surface, it was possible to detect the presence of delamination. Furthermore, it has
been found out that the voltage differences between upper and lower terminals are
feasible to detect the location of the delamination. It should be noted that this study
does not explain how delamination is created, and the basis of the proposed technique
is classical laminate theory (CLT).

Muc and Stawiarski[145] intoduced computational procedures to characterize the



MSc. Thesis Melih Eren Geng Page 32

dynamic behavior of beams and cylindirical panels. Structures with piezoelectric sensors
are developed and the vawe propagation is employed in order to identify delaminations.
The placement of the piezoelectric sensor and the geometrical structure of the part are
identified as limitations which affects the success of this technique.

Aggelis et al.[146] used acoustic emission (AE) sensors in order to detect the presence
of delamination and matrix cracking in a unidirectional glass fibre/epoxy resin. The
damage is introduced as small inclusions to the surface of the laminate for both damage
modes. The study concluded that the increase in wave transmission is correlated with
damage accumulation. The study does not include the damage localization.

A more recent study by Gherlone and Roy[147], employs fiber optic strain gauges
distributed along the surface of a CFRP laminate. This study is done numerically and
delamination is modeled as separate top and bottom meshes at the location of delam-
ination. Then, a damage index is computed and the location of the delamination is
predicted. There are numerical case studies included within the study and the robust-
ness of the method is tested with noisy data. The unique feature of this study is the
utilization of iFEM, which is independent of the structure’s material properties. This
improves the practicality of the technique significantly. The key limitation of this study
is that the strain sensors must be placed near to the damage location in order to ensure
accurate predictions.

2.3.2.2 Matrix Cracking

Matrix cracking is a common damage mode in laminated composite structures. It
is also known as intralaminar cracking[148], or transverse cracking (in case the layers
oriented perpendicular to the load) It is defined as formation of micro or macro-scale
cracks within the resin matrix, which binds the reinforcing fibers. In a composite
lamina, the matrix maintaines the fiber alignment, transfers the stress between fibers
and provides shear and transverse load resistance. A crack formation in this phase
compromises the strength and the stiffness of the lamina. Significant amount of work
has been published about the matrix cracking[149, 150, 151].

Once occured, matrix cracking reduces the stiffness of the compromised lamina, and
causes stress redistribution over the whole laminate. It modifies the thermal expansion
properties of the laminate, causing unintentional expansion and more crack formations.
Matrix cracking may also lead to delamination between plies, and most importantly
this failure mode allows fluid infiltration into the resin matrix, which causes different
detrimental effects[152].

Crack formation is mostly encouraged by transverse tensile stresses, out-of-plane
shear stress, mismatching thermal expansion properties between layers, and monotonic
fatigue loads. Matrix cracking is often the first damage mode occuring in laminates
having 90°plies[153]. The study of Parvizi et al.[154] show that the formation of cracks
have a relation with the thickness of the 90°lamina. As the thickness of the 90°lamina
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decreases below the thickness of 0°lamina the microcrack initiation increases.

Matrix cracking is a dangerous damage mode because it can couple with other dam-
age modes and produce catastropic results. A matrix crack coupled with delamination
is given in the Figure 2.5.

Matrix Cracks

e

Delamination

Figure 2.5: Matrix Crack and Delamination Coupled|6]

Various studies aiming to detect matrix cracking is present in the literature. Some
of them given below.

Prashant et al.[155] developed a genetic fuzzy system in order to localize the matrix
cracking in glass/epoxy laminates. The study uses frequency measurements as data,
and is able to localize the cracking. The system shows great success but it is not
experimentally verified, and all of the process is handled on simulation environment,
requiring experimental verification. It must be noted that the developed system is able
to predict the severity of the crack, which is rare to come by.

Todoroki et al.[156] utilized electrical probes mounted on tank structures made from
CFRP to detect matrix cracking. Since, in the operating condition the tank structures
are filled with various fluids, e.g. fuel, chemicals, water etc., the probes can only be
mounted at the outer surface of the tank. Although this study does not localize the
matrix cracking, it has found out that electrical resistance is increasing linearly with
increasing density of matric cracks. This study is experimentally verified by perform-
ing cracks under tensile tests, and measuring the electrical resistance changes of the
specimens.

Mardanshahi et al.[157] used guided wave propagation and artificial intelligence ap-
proaches in order to detect the presence of the matrix cracking. Glass/epoxy laminates
are used in this study. Various specimens are prepared with different matrix cracking
intensity and excited with actuator. The data is collected with a digital oscilloscope
and standard procedures, such as feature selection, is carried out for the application
of machine learning. The study trained 3 different models to predict the presence and
severity of matrix cracking. The trained models show success in detecting the presence
and severity of matrix cracking. Hovewer, this study does not focus on localization.

Prosser et al.[158] describe an advanced, waveform-based acoustic emission (AE)
system used to detect matrix cracking in graphite/epoxy laminates. This study shows
exact one-to-one correlation between AE crack signals and observed cracks. It is high-
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lighted that the localization accuracy of the AE data is excellent, and only shows an
average absolute difference of 3.2 mm compared to microscopy measurements. The ma-
trix cracking is initiated by tensile loadings and sensor number is discussed. However,
the severity of the cracking is not focused on.

Liu et al.[159] present a Lamb waves-based automated method for early detection
an accurate evaluation oof matrix cracking in laminates. A quantification as ”anomaly
indices” are developed in order to asses the severity of the matrix cracking. This study
is experimentally verified. The specimen exposed to tensile cycling loadin in order to
encourage the occurence of matrix cracking and the wave propagation is monitored with
two piezoelectric sensors. Recursive quantitative analysis (RQA) features of Lamb wave
signals are used. It has found out that the RQA features can succesfully characterize
matrix cracking in laminates, independent of geometry and damage mechanics. This
system is proven to be effective at detecting early stage matrix cracking, and the pro-
posed "anomaly indices” are shown as a effective index for predicting the severity of
the cracking.

2.3.2.3 Fiber Breakage

Fiber breakage is another common damage mode seen in laminated composite struc-
tures. It is defined as the rupture of the fibers within the laminate, and may have
different reasons. Fiber breakage can occur in the presence of high stresses and in-
dentation effects[160]. Since most of the load on the laminated structure is carried by
the fibers, a fiber failure can decrease the mechanical performance of the laminated
material[161].

Fiber breakage is also often associated with impact damages. The shape of the
impacting object is also important. It has been observed that the impact of an ogival
shaped object introduces more fiber breakage, while the impact of a spherical shape
introduces more delamination[162]. Fortunately, the fiber breakage caused from impact
is generally limited to the a small area near impact zone and it is constrained by object
size and impact energy[163].

Fiber breakage is a progressive damage mode. A high amount of the mechanical prop-
erties of a laminate composite is determined by the strength of reinforcing fibers[164],
while resin contribution is relatively small. Inherently, most of the individual fibers
have varying strength, because of weak points randomly located on their length. When
the applied load surpasses the mechanical strength of a weak point, that fiber breaks,
and the load carried by it gets transferred to other fibers. This increases the carried
stress of other fibers. Then another neighboring fiber breaks, and the cycle goes on.
This creates a cluster of broken fibers, that further overloads the neighboring fibers into
creating more defects[165]. Fiber breakage and this process is seen in Figure 2.6.
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fiber failures

Figure 2.6: Fiber Breakage and Progressive Damage]7]

There is numerous work related to detection of fiber breakage within composite
laminates. The following part overviews some of them.

Ativitavas et al.[166] describe a new lo-amplitude filtering technique for identifying
fiber breakge in Fiber reinforces plastics (FRPs) from acoustic emission (AE) data.
This study highlights the association of fiber breakage with high-amplitude AE signal
hits and high signal strength. There are two experimental case studies included within
this work. In the first scenario the specimens undergo a tensile loading scheme, while
in the second case the specimens are subjected to bending by a four-point bending test.
This study concludes that fiber breakage can be differentiated by low-amplitude filtering
technique than other damage modes, since fiber breakage produces high-amplitude and
high signal strength AE hits.

Malik et al.[167] present a unique way to study the fracture of individual fibers in real-
time. Custom made small-diameter optical fibers (SDOF) are used in the study. The
experimental study includes a light source illuminating the laminated structure parallel
to the fibers from one side, and a high-speed camera tracking the light intensity from the
opposite side. The camera is activated by the AE sensors located on the specimen. After
tensile loading, the collected light intensity with the camera is transferred to Matlab
for processing and it can be seen that the fractured fibers no longer transmitting light,
therefore looking dimmer or completely black. This way the very fractured fiber can
be detected immediately as the fracture happens.

Kidangan et al.[168] introduce a novel approach by localizing the fiber breakage
in CFRP materials by employing thermograph. While the specimens are prepared, a
small inclusion is performed in order to simulate the fiber breakage. The test setup
includes a induction coil, the damaged laminate and a thermal camera. The coil is
used to induct current in the carbon fibers, strating from a 0°orientation respect to the
axis normal to laminate. Then it is rotated in order to understand the orientation of
fiber breakage. When a breakage is present on the current orientation the resistance
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increases due to decreased fiber cross-section, or matrix material. Therefore more heat
is produced at the breakage location resulting in higher temperature compared with the
cold state. This study is unique in the way that it can both localize the fiber breakage
and determine the orientation.

Pasadas et al.[169] highlight that ultrasonic guided waves testing (GWT) offers a
promising alternative for damage detection in composite structures. The study focuses
on a two-step process to locate and evaluate fiber breakage in CFPR specimens, using
guided wave testing (GWT) and eddy current testing (ECT). After the careful selec-
tion of frequency, incident angle,and the excitation source, the specimen is excited with
a pulser and the resultant signal is gathered via receiver. Then the results are post-
processed in order to detect any anomalies. The study concludes that this two-step
process is succesful in detecting and characterizing fiber breakage in the laminate. Pos-
sible future work is given as characterizing different defect types, since guided waves
are also sensitive to other types of damages occuring in composite materials.

2.3.2.4 Porosity

Porosity, also knows as voids, is one of the most common damage types seen in
composite laminates. It refers to the presence of voids, air pockets, or simply unfilled
volumes in the matrix or between the fiber and the matrix. When the voids increase
in size, it is not possible to adress them in continuum level but as a different discrete
object[170]. It is nearly impossible to produce a composite laminate without porosity,
the only question is the balance between void sources and void sinks, and a good
strategy will be designing the composite in a way that void sinks overcome the void
sources[171].

Porosity form in composite laminates mostly because of the presence of air bubbles
and volatile substances liberated during curing phase[172]. Various chemical compo-
sition, mixing, mechanical treatment, thickness of the laminate, vacuum pressure are
also effective in the formation of porosity. Therefore the formation and density of the
porosity is a difficult phenomena, controlled by numerous factors.

High levels of porosity is recognized as a serious problem for composite laminate,
since the compressive and interlaminar shear strength depends heavily on thematrix
properties, which are naturally reduced in the presence of porosity[173]. Contrarily, the
tensile strength of the laminate composite is relatively unaffacted by the porosity, since
reinforcing fibers are the dominant load carrying structure under tensile loads[174].

It is important to quantify the amount of porosity in order to ensure the quality
of the composite material. Ultrasonic testing, optical microscopy, x-ray tomography
are commonly utilized for porosity quantization. Metallographic image of a specimen
showing different type of porosities are given in Figure 2.7.
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Figure 2.7: Different Type of Porosities[§]

There are different techniques studied in the literature for detecting porosity. Some
are given below.

Lu et al.[175] employ terahertz (THz) spectroscopy measurements in a glass-fiber
reinforced plastic (GFRP) material in order to predict the density of porosity. The
obtained data from various specimens are fed to a support vector regression (SVR)
machine learning model. Then an ensemble model is created, which outperforms every
single machine learning model. A summary of different ensemble models are given and
a optimized solution is presented. The study manages to develop a highly succesfull
machine learning model, which can predict the porosity of GFRP materials in a range.

Bayat et al.[176] present temporal enhanced ultrasound (TeUS) in order to predict
the porosity density of laminate composite structures. The offered technique provides
an alternative for traditional non-destructive evaluation (NDE) methods. It is stated
that TeUS can capture the porosity in a more realiable manner compared with other
conventional methods, since it is based on multiple readings from one specimen. At the
same time, it has been noticed that this technique is quite robust, even detecting small
changes in porosity density.

Ajith and Gopalakrishnan[177] developed a wave-based method to quantify the
porosity density. Wave propogation is modeled using spectral finite element method
(SFEM), which is also based on the modified version of rule of mixtures rule. This
study also present that the same methodology is also able to localize the highly porous
regions on the laminate.

Hudson et al.[178] developed a in-situ technique to detect the porosity in CFRP
materials during elevated-temperature autoclave cure. The system is based on a ultra-
sonic inspection system, which is cooled during the autoclave process. The porpsity
is monitored via the reflections of ultrasonic waves. This technique is able to detect
and localize the porosities as soon as they occur during the autoclave process. The
localization of the porosities are verified through microscopy. Other than detection and
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localization of the porosities, this tecnique provides a localized cure monitoring over
the laminate in real-time.

2.3.2.5 Fiber-Matrix Debonding

Fiber-matrix debonding is another common damage mode occuring in composite
laminates. The fiber-matrix interface is generally considered a weak spot, especially
exposed to off-axial loads[179]. This damage refers to the complete separation of the
matrix from the surface of the reinforcing fiber, or simply a loss of adhesion force
between them. Since this interface is responsible for transferring the load from matrix
to fiber and vica versa, it is a critical damage mode for the laminate.

Debonding generally initiates a relatively low stress at the interface between matrix
and the fiber. This defect occurs because of excessive shear-transfer stresses, especially
in the presence of short fibers, and may be referred as matrix cracking at the microscopic
level[10] .

Debonding generally results in loss of shear transfer and overall strength degregation
of the laminate. It is a dangerous damage mode because of its progressive nature,
similar to fiber breakage. Interface debonding increases the stress distribution in the
neighboring fiber-matrix interfaces, initiating further debonding. It is also associated
with the initiation of secondary damage, such as matrix cracking and delamination.

Figure 2.8: Fiber-Matrix Debonding in Different Orientations|9]

Detecting fiber-matrix debonding with direct observation is difficult since it occurs at
the microscale level. It can be detected with scanning electron microscopy (SEM), where
high-reolution images of interface surfaces can be observed. Other detection methods
are acoustic emission (AE) and ultrasonic testing. Multiple fiber-matrix debonding is
given in Figure 2.8, observed with SEM.

There are numerous work related to detection of fiber-matrix debonding in the lit-
erature. For instance, Li et al.[180] present a novel idea of using fiber optic Doppler
(FOD) sensors to detect the presence of debonding at lap joints. The study explains
the working principle of FOD sensors and utilizes this sensors to capture guided wave
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signals. The delay in the arrival is used to detect the debonding. The study do not
focus on localizing the damage, since the lap joints are already small areas by defini-
tion. It is highlighted that FOD sensors can self-calibrate meaning, contrary to other
guided-wave-based damage detection systems, the damage detection do not rely on po-
tentially unreliable reference measurements. The study is experimentally verified and
succesfully demonstrates debonding detection with FOD sensors.

Ahmet et al.[181] state that the current optical pulsed thermography non-destructive
testing (OPTNDT) techniques are not efficient to detect damages at the influence of
noisy environments. Therefore, this paper presents the sparse emsemble matrix factor-
ization approach in order to eliminate the noise and enhance the resolution of damage
detection. The so told methodology is experimentally tested on 6 different damaged
specimens and the results are presented. Compared with other methods the the results
of damage detection is highly noise free, and the resolution is enhanced. The study
indicates that the proposed algorithm is able to quantify subsurface debonds in CFRP
materials. It should be noted that this study focuses on generally on debonding, not
only fiber-matrix debonding.

Hamam et al.[182] utilize acoustic emission (AE) in order to detect fiber-matrix
debonding in laminate structures. The study discusses the challanges in establishing a
direct link between various damage modes and AE signals, such as material properties
and sensor effects. Numerical modeling and simulation are presented as a novel ap-
proach in terms of overcoming the foretold challanges. In order to verify the simulated
results, a tensile test is performed both in real-life and simulation-environment, and
the results are found out to be aligned well. Then, couple of other simulated analysis is
done, testing the ability of AE for detecting fiber-matrix debonding. It is shown that
the fiber-matrix debonding produces generally lower amplitude AE signals compared
to fiber breakage. However, the ability to detect and differentiate different damages
is limited by the sensor proximity to the defect location. The study concludes that
different damage modes may be differentiated with well sensor placement.

Uddin et al.[183] utilize a dual-vision image-base approach in order to study the
mechanics of fiber-matrix debonding. This study presents a full-field distribution of
out-of-plane displacements. Then, a 3D finite element (FE) model is used to identify
the resultant properties of fiber-matrix debonding. The simulated models are compared
with experimental results and verified. Various images are supplied in order to explain
the progression of damage modes, and quantification of fiber-matrix debonding propa-
gation along the fiber length is described. Significant work is presented on in-plane and
out-of-plane debonding mechanism. The study concludes that dual-vision approach
is effective in terms of characterizing fiber-matrix debonding and initiation. Although
this study do not focus on detection and localization, it provides highly valuable insight
about fiber-matrix debonding, including the explanation of initiation and propagation
mechanism.
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2.3.3 Summary of the Relevant Work

The summary of the reviewed work on damage detection in composite laminates are
provided in Table 2.5. The table summarizes some key parameters in a simple manner,
such as method used, the type of damage investigated, the system’s capability in terms
of localization and severity prediction, and whether the study includes experimental
verification. Detailed version of this table also includes how the damage is created,
which type of sensors are used, the material used, information about sensor number
optimization, and the year of studies. This detailed version can be found in Appendix

C.

In the following table L.2 means localization, 1.3 means severity prediction, and Exp.
means the experimental verification. Please refer to detailed version in need of any
extra information.

Table 2.5: Comparison of Various Studies on Damage Detection in Composite Struc-
tures

Author Damage Type Material L2 L3 Exp.

Chai et al.[142]! Delamination Unidirectional car- X X v
bon/epoxy prepeg

Kim et al.[143] Delamination Unidirectional car- v X v
bon/epoxy prepeg

Saravanos et al.[144]*> Delamination T300/934 v oo xX v

Muc and Delamination Unspecified* VAR { v

Stawiarski.[145]3

Aggelis et al.[146] Delamination, Unidirectional X X v

matrix cracking  glass/epoxy

Gherlone and Delamination CFRP v oo x X

Roy.[147]

Prashant et al.[155]  Matrix cracking  Glass/epoxy v o X

Todoroki et al.[156]  Matrix cracking CFRP X X v

Mardanshahi[157] Matrix cracking — Glass/epoxy X Vv v

Prosser et al.[158] Matrix cracking CFRP v oo xX v

Liu et al.[159] Matrix cracking CFRP X v v
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Author Damage Type Material L2 L3 Exp.
Ativitavas et Fiber breakage = FRP-vinly  ester X X v
al.[166]° resin reinforced

with glass fibers
Malik et al.[167] Fiber breakage ~ Epoxy/amine with v X v

Kidangan et al.[168]  Fiber breakage = CFRP v X v
Pasadas et al.[169] Fiber breakage =~ CFRP v oo xX v
Lu et al.[175] Porosity” GFRP v X v
Bayat et al.[176] Porosity® AS4/8552 v ooxX v
Ajith and Porosity CFRP v X v
Gopalakrishnan.[177]

Hudson et al.[17§] Porosity CFRP v oo xX v
Li et al.[180] Fiber-matrix CFRP X v

debonding?
Ahmed et al.[181] Debonding!? CFRP v X v

Fiber-matrix
debonding, fiber
breakage

Hamam et al.[182] Epoxy/amine ma- X X v
trix with long car-

bon fibers

Uddin et al.[183]'? GFRP X X v

Fiber-matrix
debonding

1: Focuses on damage growth, not detection. 2: Based on CLT.
focus on localization. 6: Detects the broken fiber, not location.
focuses on lap joints. 10: Focuses on multiple subsurface defects, not only fiber-matrix debonding.

number. 12: Does not focus on localization.

3: Uses only one sensor. 4: Properties given in text. 5: Does not
7: Predicts porosity density. 8: Predicts porosity density. 9: Only
11: Optimizes sensor location, not

Relevant work shows that numerous methodologies are developed with the aim of
damage detection in composite structures. Most of the studies focus on only one damage
mode at the time. Also, it is noticible that most of these methodologies are not applied
in-situ and not applicable in real-time. Development of a multi-damage mode detecting
methodology and new methodologies which may operate during the parts working cycle,
in real-time, would surely be contributing to the field.



Chapter 3

Theoretical Background and
Methodology

3.1 Displacement, Strain, and Stress Fields

This study relies on a methodology based on strain, stress, and displacement fields.
For any given material with same geometric properties, undamaged and damaged states
differentiate numerically in these properties. Therefore, short descriptions of these
properties are provided in the following subsections.

3.1.1 Displacement Field

Before defining any of the foretold mechanical properties, some assumptions re-
garding to continuum mechanics are required. Continumm mechanics describes the
macro-scale behavior of matter that is under mechanical loading. It is a combination of
mathematical and physical laws. Continuum mechanics employ The Newtonian refer-
ence frame, where the world is assumed as a three dimensional Euclidean space, where
each point is defined by coordinates (x1,x2,23). This vector space contains all real
numbers and all possible coordinates. Vectors can be disassembled to components of
perpendicular unit vectors {ej, e, e3}. Newton’s law are assumed to hold in this space.

Matter is treated as continuum, it can be divided indefinitely and it is locally ho-
mogeneous. This means any small part of the material has the exact same physical
properties (e.g., density), regardless of scale. The matter is defined as a collection of
infinite connected particles.

In order to describe motion, reference and deformed configuration of a solid body
must be defined. A configuration of a solid refers to the specific region in space it
occupies. To analyze motion or deformation, typically an appropriate reference con-
figuration must be given. This is commonly the initial, undeformed state of the solid
body, though it could be any reasonable shape the solid might take. When external

42
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loads act on the body, deformation occur and solid body moves to a new configuration.
This configuration is commonly referred as deformed or current configuration of the
solid.

In certain problems such as fluid flow or materials with growth or changing mi-
crostructures, a fixed initial reference configuration is not feasible. In these cases a
deformed configuration may be used instead as a reference.

Mathematically, deformation is modeled as 1:1 mapping from points in the reference
configuration to the corresponding points in the deformed configuration. Let’s assume
g; is the corresponding coordinates of a point(Cartesian coordinate system, polar coor-
dinate sytem does not matter) in the initial, undeformed solid body. As the external
force acts the solid will start to deform, and the values represented by ¢; will start
to change due to deformation. This is deformation mapping, and can be expressed as
Equation 3.1, where ¢ is the deformation at point k, and ¢ is time.

ni = (€k, 1) (3.1)

There are conditions for a deformation to be physically admissible. The coordinates
must specify a unique position in Newtonian reference frame. This means, a coordinate
transformation x;(ex) must exist, such that x; are components in an orthogonal basis,
which is assumed to be stationary in Newtonian dynamics. The mapping fucntion f;(e)
must be injective on the full set real numbers, and it must be invertible. The function
fi; must be continuous and contentiously differentiable. The Jacobian determinant of
the transformation must be positive ensuring no folding or overlapping occurs in space,
this is given in Equation 3.2.

det(0n;/Oey) > 0 (3.2)

The positions of particles in both undeformed and deformed configurations are ex-
pressed using a Cartesian inertial reference frame. The undeformed position is denoted
as x;, while the deformed position after the motion is denoted as y;(xy).

Reference Configuration Deformed Configuration

Figure 3.1: Initial and Deformed Configurations
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In Figure 3.1, u(x,t) is called the displacement vector and describes the motion of
each point in the solid body. As seen, a point at position x has moved to a new point
y at time t. Therefore the relative displacement vector can be defined as Equation 3.3.

y =x+u(x,t) (3.3)

Considering the coordinate system as Cartesian, and the reference configuration to
be current state, following equation is obtained.

(3.4)

=%
”
=
I
<
)
»
=

This is called the displacement field of a solid body, given in Equation 3.4, which
describes the motion of a deformable body. It is the basis for computing strain and
stress.

3.1.2 Strain Field

Strain is a core principle in both continuum and structural mechanics. It is a di-
mensionless measure of the deformation. Any material subjected to external forces
experiences strain as a response. It is defined as relative displacement and represents
the relative displacement between particles in a solid body.

The following part describes the derivation of the strain field following the guidance
of the published work by Wierzbicki[184]. Most of the explanation is an adaptation of
the original work.

Undeformed, » F

initial

Deformed,

current ' ' F

— X

Figure 3.2: Simple Beam in Unidirectional Loading
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Let’s consider a one-dimensional beam fixed at one and subjected to a tensile load
at the other end. As explained, the external load causes elongation on the loading
direction. Initial length of the beam is denoted as [,, and the current, deformed length
is denoted by [, seen in Figure 3.2. Note that the investigation is one-dimensional, only
on X axis. The strain is assumed to be homogeneous in current case, meaning local
and the average strains are the same. Therefore, strain can be defined by considering
the total length of the beam. Displacement at the fixed end of the beam (x = 0) is
zero(u(x = 0) = 0). At the free-end(z = [) displacement is calculated as Equation 3.6.

ulz=10)=10-1, (3.5)

At the risk of repeating, strain is defined as relative displacement. Considering
different reference points, there are different definitions for strain. Following equations
represent various approaches of strain measurement.

l=1,

€= Engineering strain (3.6)
BB ey strai (3.7)
€=5"p auchy strain :
l o .
e=In T Logarithmic strain (3.8)

o

Each of the equations stated above are valid definitions of strain. Unsurprisingly,
only the engineering strain is relevant for most of the studies in the literature, since it
provides a straightforward and practical approach for evaluating material deformation.
Also, considering a small strain (l,+1 = 2l, and [ —1, =~ 0), both of the other definitions
basically reduces to engineering strain.
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Infinitesimal
element

du/2;

F <+

X

Figure 3.3: Strain on a Infinitesimal Element

Let’s imagine the strain as inhomogenous. In this case strain must be defined locally,
not for the entire part. In Figure 3.3, an infinitely small element with length dz under
a tensile load is considered. Exposed to the load, a change in length du is observed
in the infinitesimal element. New (deformed) length of the element becomes dz + du.
Remembering the definition engineering strain from Equation 3.7, engineering strain of
the infinitesimal element is given in Equation 3.10.

. (dz +du) —da _ du
e dz dx

(3.9)

It should be noted that the spatial derivative of the displacement field (Equation
3.4) is the displacement gradient given as:

_du

D= —
dx

(3.10)

Inspecting Equation 3.10 and 3.11, it may appear that the engineering strain and
the displacement gradient is the same, but this is only true for uniaxial scenarios. For
the uniaxial state, strain is the simply the displacement gradient. However, this is not
valid for the three-dimensional (3D) application.

To extend this concept into the three-dimensional space, Equation 3.10 is re-written
as follows.

du = edx (3.11)

Considering an Euclidian space an arbitrary point in a solid body is represented as
the vector x = {x1, o, x3} or alternatively x;, where ¢ indicates the directions ¢ = 1,2, 3.
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The displacement of this arbitrary point is also a vector with direction components
= {uy,us,uz}. Summing the components in each direction, and substituting in
Equation 3.12 displacement increment vector is obtained.

8u1 8u1 aul
d , =—d —d —d 3.12
uy (21, Te, x3) = o, 1+ Ot To + 04 T3 (3.12)
Employing the subscripts ¢ and j, where j is the "dummy” index, the following
equation is obtained.

ou; Ou; ou; ou;
du;(z;) = ——d —d . d E | 1
U (I) axl T+ O ” i) —|— T3 = al'] (3 3)
Then the displacement gradient becomes:
ou;
D= 3.14
o (3.14)

The displacement gradient is not a symetric tensor, it includes the rigid body motion
terms. Re-writing the expression in Equation 3.15 in an equivalent form the asymmetry

is visible.
Ou; 1 (0u;  Ouy 1 (Ou; Ouy
="' =C A [ L 3.15
The strain tensor ¢;; is defined as the symmetric term of the displacement gradient
in the equivalent form. This is the first term of Equation 3.16.

1 Guz an
== 3.16
< 2 ((’91:] + 8@) ( )
By transposing the indices ¢ and j:
1 an 8UZ

Now, the first term of Equation 3.18 is the second term of Equation 3.17, and the
second term of Equation 3.18 is the first term of Equation 3.17. This signifies that the
strain tensor is symmetric.

5ij = 83‘1' (318)

The second term of the Equation 3.16 is called the spin tensor w;;.
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R (axj N 8xi) (3.19)

It is easy to see that after the transpose of the subscripts, the spin tensor shows
asymmetry because of the negative sign of the second term.

Wij = —wj; (3.20)

The diagonal terms of the spin tensor (wi;,was,ws3) are equal to zero from the
definition. Therefore the components of the strain tensor are as follows:

. . 1 aul 8u1 8u1
=1 4j=1 == = 3.21
! » J “i 2 (8x1 * axl) 8$1 ( )
8U2
=92 j=29 == 3.22
t » J €22 02y ( )
8u3

=3, 7=3 = — 3.23
t y J €33 O ( )

. . 1 [ 0u ou
1=Lj=2 en=en=5 (_axl + —a;) (3.24)

2 1

. . 1 /0u ou
i=2 j=3 623:532:5(0_:(:2+a_;> (3.25)

3 2

. . 1 [/ 0u ou
1=3,)=1 esn=ci3= B (_@x3 + _8:171) (3.26)

1 3

Constructing the strain tensor:
€11 €12 €13

€ij = |€21 €22 €23 (3.27)

€31 &32 €33

Substituting the components in Equation 3.28, the strain tensor is obtained.

duy Oui | Oup 1 (0u1 4 Ous
oz <3$2 + 8$1> 2 ((93:3 + 81‘1)
Oug | Qw1 Ouz 1 (0Ouz 4 Ous
<6x1 + 8x2> 8:22 2 (813 + ax2> (328)

Qug | Oui )\ 1 (0us | Oua Ous
(6901 + 8$3> 2 (8:1:2 + ax;;) 8:)33

N[

5ij =

NI N
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Strain field and strain tensor are not the same things. Strain tensor is the local
representation of the strain field at a given point. Strain field is a function of strain
tensors, defined at every point of the structure.

Although, there are new developing methodologies providing better resolution in
strain measurement such as light microscopy[185], traditional strain gauges based on
electrical principals are commonly used.

Strain is important since it describes how the material deforms under applied load.
A thorough understanding of the strain behavior of any material is a key point for
designing long-lasting structures, as it helps to predict the response of the material
under any given load.

Furthermore, as in our study, strain analysis plays a critical role in ensuring struc-
tural integrity and safety of engineering structures. In civil engineering, monitoring
strain in bridges or buildings helps to detect overloading before failure occurs, various
work on this topic are included in the literature review. In aerospace and automative
industries, strain measurements are used for lightweigh design without compromising
strength, resulting in efficiency increase. It is even studied on biological materials for
medical device developments.

3.1.3 Stress Field

The stress field refers to the distribution of internal stresses throughout a material
or structure subjected to external forces. Since external loading can cause deformation
or changes in the material, stress fields are crucial for understanding the behavior of the
material under load. Understanding the stress field in a material or structure is essential
for predicting failure, analyzing how loads distribute within complex geometries, and
designing safe structures. Furthermore, stress field provides insights about how the
solid body experience internal forces, especially near discontinuities, boundaries, and
most importantly defects. Stress is closely related to strain, remembering the Hooke’s
law given in equation below, where F is the Young’s modulus, and ¢ is the strain.

o=FEe (3.29)

The following section follows the work of David Dye[186], and defines the stress field.
Most of the explanation and the figures are adapted from the original work.

Let’s start with a two-dimensional (2D) element in a material, with dz as the length
and dy is the height. The element is infinitely small and there are forces acting on the
element on each side. The forces are denoted as A, B, C, D seen in Figure 3.4.
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infinitesimal
element

Figure 3.4: Forces on a 2D Infinitesimall Element

Resolving these forces in their respective x and y coordinates, the following distri-
bution is obtained in Figure 3.5.

4 infinitesimal A= B

element T T

Dx“‘_ — Bx

——— Ax

Figure 3.5: Forces Resolved into Components

These forces can be converted into stresses, considering the length dz and the height
dy of the element. It should be noted that the resultant of the forces and moments
must be zero, if the element is in equilibrium. In the following figure, the first subscript
denotes the normal plane and the second subscript indicates the direction. For equilib-
rium condition to be met, the following must be true 7., = 7,,, otherwise the element
will spin. Therefore, only three stresses are enough to construct stress tensor.
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4 nfimtesimal @,
element .

dy Oxe—

Figure 3.6: Stresses in 2D Element

Moving onto the three-dimensional space, stress can be written as a second rank
tensor. Therefore it is a 3x3 matrix, where ¢ is the direction of the stress, and j is the
direction of the plane normal to loading face. The normal stresses are denoted with
the subscript iz, and the shear stresses are denoted with subscript 7 or ji with the
condition i # j. The visualization of these components are given in Figure 3.7.

Oz

Figure 3.7: Stresses on a Infitesimal Element

The general stress tensor in three-dimensions ia written as :
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Ox Ozy Ogxz
055 = Ozy Oy Oy (330)

Oxz Oyz Oy

where 0, = 044, Oyy = 0yy, and 0, = 0.

The condition for the equilibrium can be seen as 0;; = 0;;, which reduces the 9
independent components to 6 independent component. It is seen that the stress tensor
is a symmetric tensor. It should be noted that the stress field and the strain tensor are
not the same things, though they are related. Strain tensor describes the stresses in
a single point, while stress field describes the stresses in the whole structure. Simply,
stress field contains all of the stress tensor in a structure, and maps a tensor to every
single point.

3.2 Ensemble Methods in Machine Learning

In machine learning applications, ensemble methods utilize multiple machine learn-
ing algorithms to obtain a better prediction than the prediction obtained by any con-
stituent model alone[187].Frequently, evaluation with multiple different models exceeds
the performance of only one model, and provides a more generic model. Ensemble ma-
chine learning models are specifically better at balancing low variance and low bias, and
therefore they align well with real-world applications and produce significantly better
results. The main techniques for ensemble machine learning applications are bagging,
boosting, and stacking. The ensemble methods will be described in detail in the next
section.

Bagging (Bootstrap Aggregating), combines especially high-variance machine learn-
ing models and their variations and produces a more stable and better performing
model. This technique divides the dataset into multiple random subsets and feeds
them into different models. Each model outputs a prediction and the final predictions
done by voting, with or without weights, for classification problems, and with mathe-
matical average for regression problems. Random forest algorithm is the most typical
example of this technique. In a random forest model, multiple decision trees work
simultaneously in order to produce a final prediction.

Boosting techniques combines multiple weak machine learning algorithms and trains
them consecutively, while feeding the next model with the residual error obtained by
the prior model. Every new model attempts to correctly predict which was not correctly
predicted by the prior model. These models generally include less bias, but care should
be given in the training process, since they are susceptible to overfitting. AdaBoost,
Gradient Boosting, XGBoost and Light GBM are the most popular models based on
boosting. Although, boosting models show impressing overall performance, the required
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computation power is costlier than bagging techniques and it is more sensitive to the
hyper-parameter tuning.

Stacking, also called as Stacked Generalization, is an ensemble method where various
different machine learning models are brought together. It is a more flexible technique
compared to others, since it allows different machine learning models working together,
such as neural networks, decision trees, support vector machines, etc. These models
are trained with the same data, and generate different outputs. Then, as a second
step, these outputs are used as features for a "meta model”. Meta model trains on the
outputs of the other models and creates the final output. The strengths of each machine
learning model are combined together in the meta model. However, stacking is a highly
complex method, particularly when a diverse pool of models are employed. Therefore,
it requires careful data preparation and mostly cross-validation after training.

The working principle of Bagging is explained in its dedicated section, and it is
visualized in Figure 3.11. Similarly, the structure of Boosting is found in its section,
and in Figure 3.12. Since stacking is not employed in this study, it does not have a
dedicated section, but the working principle of stacking can be seen in Figure 3.8.

Dataset )
‘ \. —Jp Prediction 1
Decision Tree
X Dataset
>

=P Prediction2 Q -3 Final Prediction

Meta Model
Dataset Suppor Vector Machine

Dataset

—>

L
s —Jp Prediction 3
L]

e 8 8 8 8 ®
[ S S N
e 5 " 9 8 ®
e o o o °

Deep Neural Network

Figure 3.8: Working Principle of Stacking Technique

As explained, ensemble methods perform well where individual models make mis-
takes. Along these advantage, there are disadvantages such as high computation cost,
low interpretability, and high complexity data preparation process. Especially for big
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datasets, selecting the right ensemble strategy is crucial. A well prepared ensemble
method produces significantly better results compared to other individual machine
learning models.

3.3 Structure of Selected Machine Learning Models

The applications, given in Chapter 4, employ three machine learning algorithms
for damage detection and localization, namely neural networks (NN), random forest
(RF), and Extreme Gradient Boosting (XGBoost). The following section is dedicated
to explain the working principles of these ML models.

3.3.1 Neural Networks

Neural networks (NNs), or also known as artificial neural networks (ANNs), are a
computational model inspired from the very neurons and their connections in the human
brain, and they have long been employed for modeling decision-making systems|188].
Neural networks use interconnected nodes (neurons) to process data and learn complex
patterns. The connections resemble the synapses in the brain. Each of the nodes, or
neurons, receives signals from the connected nodes at the prior layer and processes
the data before sending the output to other connected nodes at the superior layer.
The received signals are real numbers, computated according to a non-linear function,
called the activation function. This function takes the sum of all gathered signals and
produces an output, which will be sent to the connected nodes at superior layer. The
strength of the signal at different connections are determined by its weight, which is
adjusted during the learning step.

The layered structure consist of three type of layers. First layer is the input layer,
and it receives the raw input features (e.g., color of a pixel, sensor readings, etc.).
Number of the neurons on this layer is equal to number of input features. There is
exactly one neuron per feature. The layers located between input and the output are
called hidden layers. Each hidden layer applies non-linear transformations with the
activation function, and transfers the information to the next layer. A NN model might
have one or more hidden layers. If there are at least two hidden layers, the network
is typically called a deep neural network[189]. The output layer is the last layer of
any NN model. This layer produces the final output of the network. The number
of neurons are dependen on the task. For instance, binary classification use just one
neuron but multi-class classifiers use neuron numbers equal to output classes. The
graphical representation of a neural network is given in Figure 3.9.
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Input Layer Hidden Layer Output Layer
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Figure 3.9: A Simple Neural Network

Each of the nodes, or neurons, follow a mathematical process for determining its
output. Suppose that a neuron with label j receives inputs 1, xs, ..., x,, each coming
from a single neuron. The propagation function computes the total input p; to the
neuron, given in Equation 3.31.

D = sz’jxi (3.31)
i1

Here, x; is the input coming from the neuron 7, w;; is the weight of the connection
between the neurons ¢ and j. A bias term b; can be added to the value as well.

Dj = Z w;;T; + b; (3.32)
=1

The value of p; is called the pre-activation value. Then, an activation function (¢) is
applied in order to compute the actual activation value (¢(p;)) of the neuron. Finally,
this value is sent to all of the connected neurons. Figure 3.10 explains the workflow
visually.
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Figure 3.10: Simplified Mathematical Background of a Neuron

Here, w;; or w; represents the weight of the connections, which is also visualized
with line thickness. The activation function ¢ might differ regarding to the study, since
each of them provide unique strength and weaknesses. The most common activation
functions are given in the following equations.

1
ReLU:  ¢(p;) = max(0, p;) (3.34)
Tanh: ¢(p;) = tanh(p,) (3.35)

3.3.2 Random Forest

Random forest, or also called as random decision forest, is a machine learning al-
gorithm for classfication, regression, and other tasks. It consists of the combination of
multiple decision trees. Each of the decision trees are trained with different random
subset of the dataset. This improves the accuracy of the model and reduces the risk of
overfitting. Random forest is an inherently ensemble method, meaning the final predic-
tion includes the contribution of each three. Simply put, each independent tree votes
on the result.

For classification, majority voting is employed while for regression problems average
of all predictions is used. Working principle for classification is given in Figure 3.11.
It can be seen that each decision tree takes a random subset of the data, this is called
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bootstrap sampling. Furthermore, each branch randomly selects the features for train-
ing. Therefore, the similarity between trees are minimized and each prediction gets
calculated uniquely.

Y
Dataset \._.
A
Random Random [ \ Random
subset 1 subset 2 l | subset3
v

@
P o o
SAESAS

Decision Tree 1 Decision Tree 2 Decision Tree 3
Cat Dog Cat

Decision: Cat

Figure 3.11: Working Principle of Classification Random Forest

The mathematical structure behind random forest relies on Bagging (Bootstrap Ag-
gregation), and random feature selection. It is important to understand the math-
ematics behind the random forest algorithms in order to better optimize the model
for applications. Let’s suppose D is the total dataset, and N decision trees are to be
created.

D= {($1,y1),(Sﬁz,yg),---,(wn,yn)} (336)

where Dy = (z1,v1), D2 = (22,92), Dy = (s, yn), and VD; C D. Here, each D;
represents a random subset used for the corresponding decision tree. This process is
called Bootstrap Aggregation or Bagging. The decision process starts with the first
node, and at each split random features (k) are selected as training features from all
of the present features (f). Considering Figure 3.11, this can be visualized as one split
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takes the outline of the cat and the average color of the subset as features, and another
split takes number of total colors, and the standard deviation of the color distribution
as features. Following equations are commonly used in random feature selection, where
d is the total available features, and k is the selected features.

Classification: k = vd (3.37)
Regression: k= d/3 (3.38)

For classification applications, the split quality is measures with the metric Gini
Impurity:

Gt)=1-Y_p} (3.39)

where p; is the number of sample belonging to the class i, while C' represents number
of classes. Alternatively, entropy (information gain) can be used as a measure for split
quality, given in Equation 3.40.

H(t) = - Zpi log(p;) (3.40)

Regarding these metrics, the more homogeneous the subset, better the split quality.
For classification, each decision tree outputs a decision with their internal function
hi(x), where x is the input features. The final prediction (y) is determined with the
decision of all trees.

y = mode (hi(x), ho(z), ..., ha(z)) (3.41)

For regression applications, final prediction is the statistical average of the tree
outputs, given in Equation 3.42.

y = % Z hi(z) (3.42)

Random forest algorithm is particularly favored in situations where model inter-
pretability, robustness to noise, and resistance to overfitting is important. Due to its
ensemble nature, combining predictions of multiple models, random forest performs
well on complex and high-dimensional datasets, and is capable of capturing non-linear
realtionships among the features.
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3.3.3 Extreme Gradient Boosting (XGBoost)

XGBoost, also known as Extreme Gradient Boosting, is a machine learning model
based on decision trees. The core part of the model is an ensemble method called
boosting. This method trains multiple relatively weak machine learning models con-
secutively, which ends up as a strong model. There are various optimization techniques
employed, in order to make the training process faster, more accurate and more stable.
Each decision tree, tries to reduce the error caused by the prior trees. Therefore, the
error gets minimized through each step.

The training process is carried out according to an objective function. This function
not only minimizes the error, but penalizes the complexity formed by the model, pre-
venting overfitting. XGBoost is a strong model for both classification and regression
problems, but the application area of XGBoost is not limited to these. With XGBoost,
ranking, anomaly detection, and time series forecasting can be performed with high
speed and accuracy.
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Figure 3.12: Working Principle of XGBoosting

The working principle of the XGBoost model is provided in Figure 3.12. The most
important features which differentiate XGBoost from other gradient boosting algo-
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rithms are penalization of trees, extra randomization parameter, and automatic feature
selection.

The mathematical procedure in the background for XGBoost starts with an initial
prediction y;;;) from the first decision tree. It is important to not confuse this with
the final prediction. This initial prediction is fed to the next tree with the residual

prediction, and the cycle goes on. Equation 3.43 shows the process.

Ypred = Ypred' + 1 i) (3.43)

Where 7 is the learning rate, f;(x) is the residual, and yl(,i)ed is the prediction of
current tree, which is the ¢-th tree.

The objective function is the base mathematical structure that determines what is
to be optimized in the training process of XGBoost. A good objective function provides
better predictions. The objective function is given in Equation 3.44.

T

OF = Z Wy, 9i) + ZQ(ht) (3.44)

t=1

This equation consists of two terms. The first term is called the loss function given
in Equation 3.45.

n

Zl(yh?ji) (3.45)

i=1

Where y; is the real value, and y; is the prediction of the model. Function [ compares
these two values and generates an error. For regression mean squared error (MSE),and
for classification log loss or cross entropy are commonly employed. The model attempts
to minimize these errors. The second term is the regularization, given in Equation 3.46.

T

> (k) (3.46)

t=1

Here, h; is the learning function in the t-th tree, and €2 is the penalization function
for complexity. This term tries to reduce the error without adding complexity to the
model. This function is where XGBoost makes a difference. The internal structure of
the function is given below.

J
1
Q(hy) =~J + §Azw§. (3.47)
j=1
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Where j is the leaf number in a decision tree, w; is the weight of j-th leaf, and v, A
are the hyper-parameters for model tuning.



Chapter 4

Development and Application

4.1 Test Case

Two different models are considered for the numerical work. First model is a com-
posite plate with one edge clamped,and the other edge is free. The free edge is loaded
with two 50N forces. This configuration is commonly used to study bending and de-
formation behavior under static loading. The height of the plate is 400 mm, while the
length is 2000 mm. Nastran/Patran is used for modeling and mechanical analysis. The
first model, also called Model 1, is given in Figure 4.1.

Figure 4.1: Isometric Projection of Model 1

The model is meshed using quadratic element for finite element analysis (FEM).
There are 231 elements in the mesh, seen in Figure 4.2. The mesh has been kept
coarse, considering both the computation power limitations, and the scope of the study
aiming to verify the methodology rather than providing a robust application.

62
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Figure 4.2: Top View of Model 1 Including Mesh Numbers

The fixed support can be seen on the left end, while two application points of the
forces can bee seen on right. This configuration of supports and loads are shared in
both models.

Second model, also called Model 2, shares the same length and height with Model
1. As a variation, this model has two stiffeners built into the composite structure. The
material of the stiffeners is the same with the structure and the width of each stiffeners
is 10 mm. Model 2 is given in Figure 4.3

Figure 4.3: Isometric Projection of Model 2

Stiffeners are added to the structure to challenge the system more further. The
presence of stiffeners makes the strain, stress, and displacement fields more complex,
resulting in harder patterns for machine learning algorithms. Meshed version of the
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model has 293 elements in total, given in Figure 4.4. Material properties are the same

in both models.
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Figure 4.4: Top View of Model 2 Including Mesh Numbers

The composite laminate consists of 3 plies, each 0.5 mm thick, with fiber orientations

[0°/90°/ + 45°]. The material is specified to be CFRP, and the properties are given in
Table 4.1.

Table 4.1: Material Properties of CFRP

Property Value Unit
Elastic Modulus, E; 135 GPa
Elastic Modulus, Ey 10 GPa
Poisson’s Ratio, v 0.3 -

Shear Modulus, G12 5 GPa
Shear Modulus, Gag 5) GPa
Shear Modulus, G13 5 GPa
Density 1.6  g/cm?

The given material properties are shared for both models, including the stiffeners in
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4.2 Data Generation

Required data for training the machine learning models has been gathered through
structural analysis in Nastran/Patran. Undamaged version of both models are modeled,
and strain, stress, and displacement fields are collected from the first ply. Afterwards,
different elements are considered to be defected and the stiffness of those elements
has been halved[190], reflecting damage. No geometric changes are introduced in the
mesh; the defect is purely modeled through material property degradation. Then,
these damaged cases are simulated and again strain, stress, and displacement fields are
collected. One defected element per analysis has been considered.
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Figure 4.5: Selected Elements for Defects

The selected elements for damage simulation are Selected Elements = {3, 6, 9, 12,
15, 18, 21, 24, 27, 30, 33, 102, 105, 108, 111, 114, 117, 120, 123, 126, 129, 132, 201,
204, 207, 210, 213, 216, 219, 222, 225, 228, 231}. Since the distribution of the training
data is important, these elements are highlighted with red in Figure 4.5. An even
distribution, including each section of the composite plane has been aimed, in order to
have a more general training dataset.

This process has been followed for each ply. First, the damage is assumed to be on
the top (1st) ply and all 33 selected elements have been considered damaged in single
cases. Then, the damage is assumed to be in mid (2nd) ply and again all elements
have been considered damaged in single cases. Finally, the same procedure is applied
assuming the damage is located at bottom (3rd) ply. Therefore, a total of 99 simulations
has been performed to acquire the initial training dataset, with each 33 of the entries
belonging to damage cases on a different ply.

Considering the required number of analyses are high, automation is adopted with
Python, which made handling the damage modeling and structural analysis workflow
much easier and time-efficient. The initial dataset is available in Appendix D.
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4.3 Numerical Case 1

This numerical case employs Model 1 as base model and neural networks as the
machine learning approach. As a reminder of the model, the undamaged condition of
Model 1 is given in Figure 4.6.

Patran 2024.1 (Student Edition) 12-Jul-25 16:07:24
Fringe: SC1:DEFAULT, A1:Static subcase, Strain Tensor, , X Component, Layer 1

5357 " 4.01-0

-9.86-
default_Fringe :
Max 8.72-03 @Nd 69
Min -9.86-04 @Nd 239

Figure 4.6: X Component of Strain in Undamaged Condition of Model 1

4.3.1 Feature Engineering and Data Preparation

The machine learning model is selected as Graph Neural Network (GNN). The ad-
vantage of the GNN is that the structure of the neural network is similar compared to
a dicretized domain with nodes and elements. Therefore, it can represent associations
between different elements with higher accuracy compared to other machine learning
model. The initial data obtained from the analyses was 22.869 by 12 in size. The row
number is equal to element number multiplied by damage scenarios (231299), while the
columns store the features. Initial dataset included the following features: ”FElement
ID”, ”X Coordinate”, 7Y Coordinate”, ”Strain in X Axis”, ”Strain in Y Axis”, ”Stress
in X Awis”, 7Stress in Y Axis”, 7Stress in Z Axis”, ”Displacement in X Axis”, ”Dis-
placement in Y Axis”, "Displacement in Z Axis”. Each element has been treated as
individual, and the association between the elements are modeled considering 8 neigh-
bors. GNN considers these "neighborships” and combines the information from the

original element and the neighbor elements while training. Visual explanation given in
Figure 4.7.

During data extraction from raw analysis files, additional 2 columns are produced
storing the damage presence(0:undamaged, 1:damaged), and damaged ply(0:no damage,
l:damage on ply 1, 2:damage on ply 2, 3:damage on ply 3). The data shaped so, because
the detection and localization can be treated differently in case of any need.
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Figure 4.7: GNN Neighborhood Structure with 8 Neighbors

During feature engineering, additional features were derived from the raw data. The
generation of new features, in this test case and in others, are conducted according to
the learning capacity of the ML model. The undamaged condition of the plate was
taken as a reference, denoted by the subscript i. The absolute differences between the
current and reference values of strain in the x-direction (Equation 4.1), stress in the
x-direction (Equation 4.2), and strain in the y-direction were calculated and used as
new features.

Eagiff = |€2; — €al (4.1)
Ogiff = |0z, — 04 (4.2)
Eyair; — |€yi - gy‘ (4'3)

Additionally, another feature called ”strain difference magnitude” is derived from
the derived values, given in Equation 4.4.

Ediff = 2 gidiff + SZQIdiff (44)

Since only one damaged element has been considered per analysis, the dataset was
unbalanced. It was including undamaged elements more than the damaged elements,
which may affect the performance of the machine learning model. Most machine learn-
ing models tend to neglect or overlook the under-represented samples in the unbalanced
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learning datasets. Therefore, Synthetic Minority Oversampling Technique (SMOTE)
has been employed to deal with the unbalance of the training dataset, and more samples
are generated synthetically for under-represented samples.
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Figure 4.8: PCA Projection of the Initial Data
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Figure 4.9: PCA Projection after Feature Engineering and SMOTE

Since the data is of high dimensions, Principal Component Analysis (PCA) has been
utilized to visualize the data, and understand the effect of feature engineering. It is
important to remark that PCA only captures linear correlations in the data and does not
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account for non-linear relationships between features. Figure 4.8 show the distribution
of the initial dataset, and the Figure 4.9 shows the distribution of the dataset after
feature engineering and SMOTE application. It is noticeable that the initial data is
completely overlapping, this signifies the linear distinction between the undamaged and
damaged cases is low. After the application of feature engineering, a better partition
is obtained. However, the damages on ply 2 and ply 3 are still hard to differentiate
linearly, regarding the figure.
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Figure 4.10: t-SNE Projection of the Initial Data
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Figure 4.11: t-SNE Projection after Feature Engineering and SMOTE
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Although the data does not exhibit clear separation in the principal components, this
suggests that more complex, non-linear relationships may exist. In such cases, non-
linear dimensionality reduction techniques such as t-Distributed Stochastic Neighbor
Embedding (t-SNE) or Uniform Manifold Approximation and Projection (UMAP) can
provide additional insights into the structure of the data and potential separability.
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Figure 4.12: UMAP Projection of the Initial Data
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Figure 4.13: UMAP Projection after Feature Engineering and SMOTE

t-SNE projections of the initial data and the processed data are given in Figure 4.10
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and 4.11, while UMAP projections are given in Figure 4.12 and 4.13. These figures
signify that the non-linear separation shows similar characteristics to linear separation
made by PCA. Damages on plies 1 and 3 are relatively separable from the undamaged
case, but damages on ply 2 are still overlapping. Although not certain, it is highly
probable that the machine learning model will face difficulties in distinguishing ply 2
damages due to the lack of clear separation in the feature space.

4.3.2 Modeling and Training Process

Stated previously, a GNN model is developed for the application. The model has
been trained with the dataset explained in the previous section. Four potential out-
puts(0:no damage, 1:damage on ply 1, 2:damage on ply 2, 3:damage on ply 3) are
specified. The model trained and evaluated the test data independently, without any
ensemble.

The model is composed of two stacked Graph Attention Network (GAT) layers de-
signed to process node-level features in a graph structure. It takes 9-dimensional input
features for each node and outputs a 4-class classification. On the first layer the input
dimension is 9, number of attention heads are 4, and the output dimension per head is
32. Since concatenation is enabled, the outputs of the heads are concatenated, result-
ing in a combined output of 128 features per node. Activation function is Exponential
Linear Unit (ELU). This layer enhances the feature representation by learning multiple
attention-based projections.

Second layer has the input dimension 128, 4 attention heads. Concatenation is not
enabled in this layer, which means the output of the attention heads are just averaged,
but not concatenated. So, the final output dimension per node is 4, which corresponds
with the classification categories. This layer compresses the features into a class score
vector per node.

Each node in the graph receives a 4-dimensional output vector, which is passed
through a cross-entropy loss to compute the training loss. Final prediction is made by
taking the index of the maximum value stored in the vector, per node. Information on
both layers is given in Table 4.2. Other training parameters are provided in Table 4.3.

Table 4.2: Layer Properties

Layer Input Dim. #Heads Output Dim. Activation Function

GATConvl 9 4 32 x4 =128 ELU
GATConv2 128 4 4 None
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Table 4.3: Training Parameters and Details

Parameter Value
Loss Function Cross-Entropy Loss
Optimizer Adam (Learning Rate = 0.001)

Early Stopping Patience 50 epochs

Max Epochs 1000 (early stopping applied)

SMOTE Applied for class balancing

Output Classes 4 (Undamaged, Damage Ply 1, Damage Ply 2, Damage Ply 3)
Device CPU

4.4 Numerical Case 2

For this numerical case Model 1 is considered as the base model and random forest
machine learning models is selected for damage localization. Unlike the previous model,
which relied solely on a single graph neural network algorithm, this version utilizes an
ensemble of multiple models to improve the accuracy. Figure 4.14 is given as a reminder
of the model.

Patran 2024.1 (Student Edition) 12-Jul-25 16:09:29
Fringe: SC1:DEFAULT, A1:Static subcase, Strain Tensor, , Y Component, Layer 1

5851 2,920

-6.43-0.
default_Fringe :
Max 1.10-03 @Nd 70
Min -6.43-03 @Nd 3

Figure 4.14: Y Component of Strain in Undamaged Condition of Model 1
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4.4.1 Feature Engineering and Data Preparation

The initial data gathered from the model is the same with the previous numerical
study, but contrarily the approach is quite different. The processed data is fed to 4
different ML model to determine the location of the damage. Each of these models
are trained on different datasets, which makes them specialized in detecting damages
on different plies. A voting system is used for the final prediction. Afterwards, the
same data is again processed and fed to another ML model for specifying the damaged
ply. Table 4.4 contains the brief explanation of the ML models, and the next section
explains the developed structure clearly. Since data preparation procedure for each
model is same, only one data preparation process, for L1Spc, is given.

Table 4.4: Employed Machine Learning Models

Name ML Model Training Data

L1Spc Random Forest Damage only on Ply 1
L2Spc Random Forest Damage only on Ply 2
L3Spc Random Forest Damage only on Ply 3

L123Spc Random Forest All damage cases
PlyDetector XGBoost All damage cases

As stated, the initial data is the same as the previous study. The size of the data
is 22.869 by 12 in size. Each one third of this dataset corresponds to damage on a
specific ply. The raw data included the columns "FElement ID”, "X Coordinate”, 7Y
Coordinate”, 7Strain in X Axis”, 7Strain in Y Axis”, ”Stress in X Axis”, ”Stress in Y
Auxis”, 7Stress in Z Axis”, "Displacement in X Axis”, ”Displacement in Y Axis”, ”Dis-
placement in Z Azis”. Considering the model L1Spc, the training data must contain
only the damage cases of the first ply. Therefore, the required data is extracted from
the main dataset. After the extraction size, of the dataset was 7.623 by 12. Afterwards,
the differences compared to the reference state is computed.

Unlike the NN in the previous study, this model and the other models are trained
to predict only the presence of the damage primarily, not the damaged ply specifically.
Therefore, only two outputs are possible, damaged or undamaged. A feature significance
study has been conducted by training a preliminary random forest model to select the
best features for the training. The result is given in Figure 4.15, where Y axis shows the
importance of the feature on a percentage basis. The top six most important features
identified by the machine learning model include the differences in Y-direction stress, X-
direction strain, X-direction stress, and Y-direction strain compared to the undamaged
reference case, as well as the absolute values of stress and strain in the X-direction.
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Once again the data is found out to be unbalanced, including only 33 damage la-
bels compared to 7.590 undamaged labels since the elements are treated individually.
Therefore, SMOTE is employed to balance the learning dataset.
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Figure 4.15: Feature Importance for L1Spc

Additionally, 3 extra features have been derived in order to have better separability.
The first derived feature is the strain ratio, calculated as in Equation 4.5. Secondly,
the same ratio is derived for x-direction stresses, given in Equation 4.6. Finally, the
magnitude of strain differences in both x and y-directions is employed, featured in
Equation 4.7.

. €2 — €2l

gx'ratio - 8— (45)
x
Oy — O,
Tratio = |$ZO_—Z‘| (46)
x
Ediff = { 532%1,” +8§diff (47)

The most affecting 6 features are selected from the feature significance study. A
dataset containing these features and the derived features is created. To visualize the
learning dataset PCA, t-SNE, and UMAP are employed. It is important to remark that
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these models only differentiate between damaged and undamaged conditions. Before
and after PCA results are given in Figure 4.16 and 4.17, t-SNE result are given in 4.18
and 4.19, and UMAP results are given in 4.20 and 4.21.
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Figure 4.17: PCA Projection after Feature Engineering and SMOTE

It is easy to notice that even the initial data has a linear separation, with each labels
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overlapping only on a small area. After the SMOTE application the separation is not
disturbed, meaning the dataset has a good teaching potential. Regardless, t-SNE and
UMAP projections are still examined to see any non-linear associations.
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Figure 4.18: t-SNE Projection of the Initial Data
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Figure 4.19: t-SNE Projection after Feature Engineering and SMOTE

In the inital t-SNE projection, it is noticed that there are some overlapping. This
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means the data has non-linear relationships. After feature engineering, and SMOTE,
nearly all overlapping is resolved and the data is distributed separately.
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Figure 4.20: UMAP Projection of the Initial Data
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Figure 4.21: UMAP Projection after Feature Selection and SMOTE

The UMAP projection of the data simply verifies the inferences obtained from the
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t-SNE application. There are overlapping data points in the initial data, which are
resolved after feature engineering and SMOTE.

4.4.2 Modeling and Training Process

The structure of the developed ensemble system is briefly described in the first
paragraph of the previous section. The ensemble method contains a total of five ML
model, four for general damage localization, one for ply-level specification. Therefore,
the ensemble system consists of two layers, given in Figure 4.22. One can refer to Table
4.2 for information about the presented ML models.

Data

engineering
— L1Spc
Datg
engineering
L2Spc
N Datg |
englneering i
— PlyDetector Elrgiiiction
Datg
engineering
. L3Spc —
Datg )
engineering
L123Spc
. )\ /
Vs wV
Layer 1 Layer 2

Figure 4.22: Developed Ensemble Structure

Each of the ML models located on ”Layer 1” is trained on a different dataset with
the aim of specializing on a ply. Model L1Spc is only trained on damage cases for the
top ply. Model L2Spc is trained only on damage cases of middle ply, and model L3Spc
is trained only on damage cases for the bottom ply. Model L.123Spc is trained on all
the damage cases and provides a general prediction. The models are awaited to exhibit
high sensitivity to damage occurring within the specific layer it was trained on. Each
model outputs a value between 0 and 1 for each element in the structure indicating the
probability of that element being damaged. To obtain the final prediction of damaged
elements, a weighted voting scheme is employed across the individual models. The final
damage probability prediction for each element is calculated as:
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DamageProbabilityi == 0, 2PL15pc + 07 2PLQSpC + 0, 2PLSSpc + O, 4PL1235pc (48)

where 7 denotes the element, and P reflects the probability output for element ¢
from the specified ML model. If the probability is over 50%, the element is considered
damaged.

One can notice the weight of model L.123Spc is twice the others. This is intentionally
selected since the model is more general than the other models and provides a super-

vision on them. The training parameters of the models on ”Layer 1”7 is given in Table
4.5.

Table 4.5: Hyperparameter Settings Used for Each Random Forest Model

Model Number of Trees Splitting Criterion Max. Depth No. of Features

L1Spc 100 Gini Not Specified Square Root (sqrt)
L2Spc 100 Gini Not Specified Square Root (sqrt)
L3Spc 100 Gini Not Specified Square Root (sqrt)
L123Spc 100 Gini 30 Square Root (sqrt)

In the table, the "No. of Features” column specifies the number of considered fea-
tures, and "Max. Depth” defines the maximum growth of the decision trees. If not
specified the decision trees grow until they converge, if specified the growth of the tree
is limited. The growth of the model LL123Spc is limited to prevent the model learning
too much of the damage cases of a singular ply.

"Layer 2”7 includes a single machine learning model, implemented as an XGBoost
model. XGBoost selected because of it’s resilience to noise, which is found out to be
highly disruptive for ply-level specification. This model predicts the specific ply where
the damage is located. It uses both raw data and data from the previous layer. After
processing the data with the presented procedure, the model outputs a prediction,
identifying the damaged ply. By combining this prediction with the prediction from
the previous layer, the final prediction is obtained.

Table 4.6: Important Hyperparameters of the PlyDetector

Model Learning Rate Max Depth No. Estimators Gamma Subsample

PlyDetector 0.02 3 500 2 0.7
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4.5 Numerical Case 3

For this numerical case Model 2 is considered as the base model and XGBoost ma-
chine learning models are selected for damage localization. This numerical case utilizes
the same ensemble structure as the previous numerical case, but the ML models are
different. The presence of stiffeners in Model 2 generates a more complex distribution
of strains, stresses and displacements on the structure, which is a big challenge for the
proposed system. Figure 4.23 is given as a remainder of the Model 2.

Patran 2024.1 (Student Edition) 12-Jul-25 16:10:42
Fringe: SC1:DEFAULT, A1:Static subcase, Strain Tensor, , X Component, Layer 1

1.59-0:
1.48-0
1.36-0:
1.25.0
1.14-0
1.02-0:
9.08-0
7.94-0
6.80-0
5.66-0
4520
3.38-0
2.24.0
1.10-0:
f 3.89-0
¥ 1.18-0:

default_Fringe
Max 1.59-02 @Nd 372
Min -1.18-03 @Nd 4

Figure 4.23: X Component of Strain in Undamaged Condition of Model 2

4.5.1 Feature Engineering and Data Preparation

The initial data gathered from the model is different than the last two numerical
studies, since the structural model is changed. However, the approach for both the
feature engineering, data preparation, and the ensemble structure is the same as the
previous case study. The ensemble system includes five machine learning models, with
four dedicated to element-level detection and one to ply-level classification. Similar to
the previous case study, only one data preparation process is provided, this time for
L2Spc, as the data preparation procedure is identical.

The data is different from the previous numerical studies, but the data size is the
same considering the same number of elements in the structure. The size of the data is
22.869 by 14. Each one third of this dataset corresponds to damage on a specific ply.
The raw data included the columns ”Element ID”, "X Coordinate”, 7Y Coordinate”,
"Strain in X Axis”, 7Strain in Y Axis”, "Stress in X Axis”, "Stress in Y Awis”, ”Stress
in Z Axis”, ”Displacement in X Awis”, ”Displacement in Y Axis”, ”Displacement in
7 Axis”,” In-plane Shear Strain”,” In-plane Shear Stress”. Unlike the previous this
dataset included shear strain and shear stresses. Considering the model L2Spc, the
training data must contain only the damage cases of the middle ply. Therefore, the
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training data is extracted from the main dataset. After the extraction, size of the
dataset was 7.623 by 14.

The differences compared to the reference state is computed. Similar to the previous
study, a feature importance study is conducted given in Figure 4.24. The top six
most important features are found out to be differences in strain in X-direction, stress
in X-direction, shear stress, shear strain strain in Y-direction compared to reference
undamaged case, and the displacement in Z-direction.

0.200 1

0.175 A

0.150 1

0.125 1

0.100 1

0.075 A

0.050 A

0.025 1

0.000 -

Figure 4.24: Feature Importance for L2Spc

Again, the dataset was unbalanced. There was only 33 damaged cases, compared to
7.590 undamaged cases, since the elements are treated individually. Therefore SMOTE
is applied in order to balance the dataset.

Additional two features are derived from the top six most important features. The
first derived feature is the absolute difference change of strain in X-direction, and the
second feature is the absolute difference change of stress in X-direction. The calculation
of the first derived term is given in Equation 4.9, where ¢,,,, is the average value
calculated with the prior and superior neighbors.

Ex T Exgyyg

Aé‘diffz = (4.9)

é‘-Tzwg

The formula of the second derived term is given in Equation 4.10, where o5,,, is the
average calculated with the prior and superior neighbors.
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Oyp — UIavg

Agdiffz = (410)

O-xa'ug

The two derived features are added to the most important six features to obtain the
learning dataset for L2Spc. PCA projection of the initial data and the processed data
are given in Figure 4.25 and 4.26
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Figure 4.25: PCA Projection of the Initial Data
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Figure 4.26: PCA Projection after Feature Engineering and SMOTE
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The PCA projection of the processed data reveal a clear linear separation. Although,
this is probably enough for the ML models to classify the data, t-SNE and the UMAP
projections are also helpful to understand the relationship in data. t-SNE projections

are given in Figure 4.27 and 4.28.
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Figure 4.27: t-SNE Projection of the Initial Data
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Figure 4.28: t-SNE Projection after Feature Engineering and SMOTE
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The UMAP projections are given in Figure 4.29 and 4.30.
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Figure 4.29: UMAP Projection of the Initial Data
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Figure 4.30: UMAP Projection after Feature Engineering and SMOTE

Considering the data distribution on PCA, t-SNE, and UMAP projections, the pro-

cessed data is highly separable, showing small overlaps.
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4.5.2 Modeling and Training Process

The structure of the ensemble system is the same as the previous ensemble system.
There are five ML models, four for damage localization, and one for ply-level specifica-
tion. Damage localization ML models are located in the first layer, while the ply-level
specification model is located on the second layer. Unlike the previous application, all
of the machine learning models are selected as XGBoost. This selection is done due to
the high robustness of XGBoost model, taking the complexity of Model 2 into account.
A brief explanation of the ML models are given in Table 4.7.

Table 4.7: Employed Machine Learning Models for Numerical Case 3

Name ML Model Training Data
L1Spc XGBoost  Damage only on Ply 1
L2Spc XGBoost  Damage only on Ply 2
L3Spc XGBoost  Damage only on Ply 3
L123Spc XGBoost All damage cases
PlyDetector ~ XGBoost All damage cases

The hierarchical structure of the ML models is identical to the previous numerical
case, given in Figure 4.22. The calculation of the final prediction is also identical to
the previous case, given in Equation 4.8. It should be noted that adjustments in the
behavior of the system is possible by changing weights.

Important parameters used in the training of the ML models in this numerical case
is given in Table 4.8.

Table 4.8: Important Hyperparameters of the ML Models

Model Learning Rate Max Depth No Estimators Gamma Subsample
L1Spc 0.1 5 200 0 1
L2Spc 0.1 5 200 0 1
L3Spc 0.1 5 200 0 1
L123Spc 0.1 5 200 0 1
PlyDetector 0.01 7 1500 1 0.8




Chapter 5

Results and Discussion

5.1 Custom Scoring Function

In damage localization tasks, especially in structural health monitoring (SHM) ap-
plications involving spatially distributed systems such as finite element meshes, tradi-
tional evaluation metrics (accuracy, precision, or recall) may not sufficiently reflect the
performance of the developed system. For instance, in structural health monitoring,
the accurate detection of damaged elements (true positives) is significantly more critical
than identifying undamaged ones (true negatives), as the former has direct implications
for safety.

To adress this limitation, a custom neighbor-based scoring function is developed.
This method is referred as Neighorhood-Constrained Scoring Strategy, and only rewards
predictions that are both correct in terms of class and spatially constrained. This means
no false positives are allowed outside the neighbor elements of the true damage location.
Specifically, for each element where the true label is positive, a score is awarded only
if the predicted label for that element is also positive and the model does not predict
damage elsewhere except potentially within its defined neighborhood. The neighbors
of an element is defined as the elements which are in contact with the base element,
given in Figure 5.1.

This strict criterion ensures that the scoring favors not just the detection, but accu-
rate and focused localization, which is critical for SHM applications where false alarms
outside the affected zone could lead to unnecessary inspections or misinformed mainte-
nance decisions, resulting in economic loss. The proposed metric captures the success
of the localization better considering realistic scenarios.

It should be noted that the developed scoring function only assesses the performance
of the localization, not the ply-level specification. For ply-level specification a more
simple scoring function has been defined. The model is awarded a full point in case of
correct prediction. If the predicted element is correct but the ply is wrong, half point

86
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is awarded. In case of wrong prediction except the neighbors, a deduction equal to the
full point is applied.

Original

Element

Figure 5.1: Definition of Neighborhood on FEM

The following examples are provided to provide a better explanation of the scoring
functions, both for localization and ply-level identification. The threshold for

The damage is on Element 70. The model predicts the damage location correctly,
thus earns 1 point. This damage case is represented in Figure 5.2.

Decision Output - Element Number: 70

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
0.0000 0.0000 0.0000 0.0001 0.0008 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55
0.0000 0.0000 0.0004 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
67 68 69 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88
0.0012 0.0001 0.0095 0.0009 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
100 101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 1uz 118 119 120 121
0.0000 0.0000 0.0001 0.0002 0.1929 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
133 134 135 136 137 138 139 140 141 142 143 144 145 146 147 148 149 150 151 152 153 154
0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
166 167 168 169 170 171 172 173 174 175 176 177 178 179 180 181 182 183 184 185 186 187
0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
199 200 201 202 203 204 205 206 207 208 209 210 211 212 213 214 215 216 217 218 219 220
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

[Round Score: 1| [Total Score: 1

Figure 5.2: Prediction Equivalent to 1 Point

Figure 5.3 represents the damage case of Element 62. The model predicts the damage
location correctly, but there is a wrong damage prediction (false positive) on Element 29.
Since this element is a neighbor of the original element, this false positive is disregarded
and 1 point is awarded.
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Decision Output - Element Number: 62
14 15 16 17 18 19 20 2 22 23 24 25 26 27 28 30 32 33
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000
a7 48 49 50 51 52 53 54 55 56 57 58 59 60 61 63 64 65 66
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0023 0.1628 0.0000 0.0000 0.0000
80 81 B2 83 84 85 86 g 88 89 20 91 92 93 94 95 96 7 98 99
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0044 0.0004 0.1730 0.0086 0.0000 0.0000
113 114 115 116 17 118 119 120 121 122 123 124 125 126 127 128 129 13 131 132
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 0.0004 0.0000 0.0000
146 147 148 149 150 151 152 153 154 155 156 157 158 159 160 161 162 164 165
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001
179 180 181 182 183 184 185 186 187 188 189 190 191 192 193 194 195 197 198
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
212 213 214 215 216 217 218 219 220 221 222 223 224 225 226 227 228 230 231
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
[Ply: 1] [Round Score: 1] [Total Score: 8.5
Figure 5.3: Prediction Equivalent to 1 Point
In the following figure, the damage is located at Element 92. Even it seems the

prediction is correct, the required threshold of 0.5 is not achieved. Therefore,

prediction is wrong (false negative), and results in a 1 point deduction.

the

Decision Output - Element Number: 92
14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000
47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 9% 97 98 99
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0009 0.4245 0.0007 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
113 114 115 116 17 118 119 121 122 123 124 125 126 127 128 129 130 131 132
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
146 147 148 149 150 151 15, 15 154 155 156 157 158 159 160 161 162 163 164 165
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
179 180 181 182 183 184 185 187 188 189 190 191 192 193 194 195 196 197 198
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0012 0.0000 0.0000 0.0000 0.0000
212 213 214 215 216 217 218 220 221 222 223 224 225 226 227 228 229 230 231
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000
[Ply: 1] [Round Score: -1] [Total Score: 4.5
Figure 5.4: Prediction Equivalent to -1 Point
Figure 5.5 shows the damage case of Element 168. The model fails to detect the
damage at the original element but identifies damage at Element 204 (false poisitive).
Therefore a deduction of 1 point is applied.
Decision Qutput - Element Number: 168
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
0.0618 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55
0.1147 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 B84 85 86 87 88
0.0422 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
100 101 102 103 104 105 106 107 108 109 110 111 12 13 114 11s 116 1uz 118 19 120 121
0.0137 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
133 134 135 136 137 138 139 140 141 142 143 144 145 146 147 148 149 150 151 152 153 154
0.0027 0.0000 0.0898 0.0001 0.0012 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
166 167 168 169 170 171 172 173 174 175 176 177 178 179 180 181 182 183 184 185 186 187
0.0001 0.0075 0.0073 0.0240 0.0003 0.0008 0.1952 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
199 200 201 202 203 - 205 206 207 208 209 210 211 212 213 214 215 216 217 218 219 220
0.0001 0.0058 0.0001 0.0001 0.0183 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Figure 5.5: Prediction Equivalent to -1 Point

Round Score: -1

[Total Score: 3

Figure 5.6 represents the damage case of Element 37. As seen, the original element
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is identified as damaged but Element 39 is also identified as damaged, which is not a
neighbor of the original element. In this case, 0.5 point is awarded to the system, since
the prediction would be useful in real-life application.

Decision Qutput - Element Number: 37
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
0.0004 0.0001 0.0001 0.2701 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
34 35 36 38 40 41 a2 43 44 45 46 a7 48 49 50 51 52 53 54 55
0.0000 0.0001 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0001 0.0000
67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88
0.0000 0.0000 0.0001 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
100 101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 17 118 119 120 121
0.0015 0.0000 0.0001 0.0001 0.3913 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
133 134 135 136 137 138 139 140 141 142 143 144 145 146 147 148 149 150 151 152 153 154
0.0001 0.0000 0.0000 0.0000 0.0000 0.0138 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
166 167 168 169 170 171 172 173 174 175 176 177 178 179 180 181 182 183 184 185 186 187
0.0028 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
199 200 201 202 203 204 205 206 207 208 209 210 211 212 213 214 215 216 217 218 219 220
0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

[Round Score: 0.5] [Total Score: 8.0

Figure 5.6: Prediction Equivalent to 0.5 Point

5.2 Results of Numerical Case 1

For the Numerical Case 1, Model 1 is used as base, and GNN is employed as the
machine learning algorithm. As the testing method, 30 random elements are selected
from the model, and considered as damaged individually. The elements, where the
learning data is obtained, are excluded from the selection. The predictions of the
model is scored according to the custom scoring function given in the previous section.
Later, the same technique is repeated with 50 samples instead of 30. For the 30 sample
test, the maximum score possible is 30 and the minimum score possible is -30. For the
50 sample test, maximum possible score is 50, and the minimum possible score is -50.
The test is conducted for damage cases in each ply individually.

Table 5.1: Results with 30 Samples

Damaged Ply |Run1l Run2 Run3 Run4 Run5 Run6 Run?7 Run8 Run9 Run 10| Average(30 Max)

1 -30 -27 -28.5 -28.5 -30 -30 -28.5 -28.5 -28.5 -30 -28.95
2 -28.5 -28.5 -30 -30 -30 -28.5 -28.5 -28.5 -28.5 -27 -28.8
3 -30 -30 -30 -30 -30 -28.5 -30 -28.5 -30 -30 -29.7

Table 5.2: Results with 50 Samples

Damaged Ply | Run1 Run2 Run3 Run4 Run5 Run6 Run?7 Run8 Run9 Run 10 | Average(50 Max)

1 -50 -50 -48.5 -45.5 -45.5 -50 -50 -50 -48.5 -50 -48.8
2 -48.5 -50 -48.5 -47 -47 -48.5 -47 -48.5 -47 -50 -48.2
3 -50 -50 -50 -48.5 -48.5 -47 -48.5 -50 -48.5 -48.5 -48.95
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The obtained results with 30 samples are given in Table 5.1, while results with 50
samples are given in Table 5.2. The results show that the model can not predict the
damage location or the damaged ply. More explanation regarding the results is given
in the following sections.

5.3 Results of Numerical Case 2

For the Numerical Case 2, Model 1 is used as base, and the ensemble method consist-
ing of Random Forest models is utilized as the machine learning algorithm. The testing
method is identical with the previous one, where two test runs, one with 30 samples
and other with 50 samples is considered. Again, the test is conducted for damage cases
in each ply individually. Unlike the previous application, the damage localization and
ply-level identification scores are given separately since the process runs in two-steps.

Table 5.3: Damage Localization Results with 30 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 27 26 23.5 28 26 29 25 28 27.5 29 26.9 89.67
2 22 18 20 24 18 22 16 20 24 20 20.4 68
3 27.5 21 26 27 26 19 25 19 30 23.5 23.5 78.33

Table 5.4: Damage Localization Results with 50 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 46.5 44.5 46 44.5 45.5 47 46 44.5 47 47 45.85 91.7
2 34 36 36 30 40 36 32 28 28 32 33.2 66.4
3 40.5 42.5 40.5 43 45 44.5 42 44 45 39.5 42.65 85.3

The damage localization results are given in Table 5.3 and 5.4, both for 30 samples
and 50 samples. Considering the scores of both tests, the ensemble model has around
79-81% success rate on average for damage localization.

Table 5.5: Ply-Level Identification Results with 30 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 30 30 30 30 30 29 30 30 29 30 29.8 99.33
2 26 27.5 25.5 24.5 27 23.5 25.5 26 24.5 26.5 25.65 85.5
3 28 28 27.5 29 30 28 27.5 28.5 28 28 28.25 94.1
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Table 5.6: Ply-Level Identification Results with 50 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 50 50 50 50 49 50 50 49 48 49 49,5 99
2 44.5 42.5 41.5 42.5 42 40.5 39 46.5 40.5 46.5 42.6 85.52
3 49 48 47,5 47.5 46 49.5 47.5 46.5 47 46 47.45 94.9

The results for ply-level identification are given in Table 5.5 and 5.6, both for 30
samples and 50 samples. The success rate of ply-level identification is found out to be
around 92-93% on average. More comments about the case are given on the following
parts.

5.4 Results of Numerical Case 3

For the Numerical Case 3, Model 2 is used as the base, and an ensemble method
consisting of different XGBoost models is used as the machine learning algorithm. The
same testing method, utilized in the previous cases, is applied. The results are given
separately as damage localization and ply-level identification.

Table 5.7: Damage Localization Results with 30 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 29 27 25 29 29.5 27 30 27.5 29 28.5 28.2 93.91
2 20 27.5 24 22 19.5 19.5 18 18 21.5 19.5 20.95 69.83
3 17.5 23.5 15.5 22.5 18.5 18 20 13 9 15 17.25 57.50

Table 5.8: Damage Localization Results with 50 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run& Run9 Run 10 ‘ Average Success %

1 47 44 44 44 47 48.5 47.5 47.5 48 48.5 46.6 93.2
2 38 37.5 40 38 44 32 32 34 39.5 36 37.1 74.2
3 43 34.5 33 19.5 22.5 27 25 18 29 31 28.25 56.50

Considering the results in Table 5.7 and 5.8, the average success for the damage
localization is found out to be around 73-74%. The results for ply-level identification
are given in Table 5.9 and 5.10. According to the results, the model presents a success
rate around 78-80%.
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Table 5.9: Ply-Level Identification Results with 30 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Run 10 ‘ Average Success %

1 25.5 26.5 26 27 29 27.5 29 26 27 27.5 27.1 90.32
2 28.5 25.5 23.5 24 26.5 28 26.5 26 26.5 22.5 25.75 85.82
3 22.5 18 14.5 15.5 18 16 17 15.5 20 16.5 17.35 57.83

Table 5.10: Ply-Level Identification Results with 50 Samples

Damaged Ply ‘ Runl Run2 Run3 Run4 Run5 Run6 Run7 Run& Run9 Run 10 ‘ Average Success %

1 47 44.5 45 47.5 47 44 45.5 45.5 48 44.5 45.85 91.7
2 45 47 46 44 45.5 45 44 415 45 45 44.8 89.6
3 34 28 26.5 30 29 34 29.5 28 29.5 31 29.95 59.9

5.5 Interpretation and Comparison of Results

The results obtained for each numerical case are given in the previous sections. It is
important to remark that each run is done with 5% noise added into the test data.

Examining the results individually, one can see the results obtained in Numerical
Case 1 are nothing but poor. It is clear that the system is predicting the damage loca-
tion completely random. Although the working principle of GNN, based-on neighbor
relations, was thought to be suitable for the job, it performed poorly in for damage
localization. Therefore, the reasons behind this low performance are investigated. It is
discovered that the results get better with increasing datasize, but even those results
were far worse than the success achieved in other numerical cases. It is concluded that
the low performance of the model is caused by the low datasize. In order to achieve a
high performing GNN for damage localization, greater data in terms of size is required.

Numerical Case 2, yields good results in both in damage localization and ply-level
identification. The success rate of the prediction drops as the distance from the first
ply increases. This is expected, since the data is gathered from the first ply. As the
damage occurs in deeper plies, the effect caused by the damage becomes less sensible
at the first ply. The success rate of the ensemble model is around 80% considering
damage localization. Interestingly, the model shows a really high success rate of 92% in
ply-level identification. Unlike in localization, the success rate does not decrease with
increasing damage depth in ply-level identification. This might be due to the patterns
created in strain, stress, and displacement fields by damages in different plies being
more recognizable for ML algorithms. Finally, considering the strain distribution on
the part, in order to achieve this success rate, strain gauges with minimum precision
of 10ue would be required in real-world application. Most strain gauges are capable of
satisfying this precision.
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Numerical Case 3, presents similar but relatively worse results compared to previous
case. The average success rate for damage localization is around 73% and the steady
decrease is seen as the damage occurs on deeper plies. For ply-level identification, the
average success rate is around 79%. Although the obtained results are slightly worse
than the previous numerical case, the complexity of the model due to the stiffeners
must be taken into the account. Even though the distribution of the strain, stress,
and displacement fields is more complex, the model achieves to maintain a success rate
around 75% for both damage localization and ply-level identification. It should be noted
that due to the complexity of the so told fields, high precision strain gauges, at least
up to precision of 1ue, would be required in order to produce this result in real-world
application.



Chapter 6

Conclusion and Implications

6.1 General Conclusions

A novel approach for damage localization and ply-level identification for composite
structures has been developed in this study. Two FEM models are produced and three
numerical studies are performed. The data is generated through FEM software and
processed with Python. As part of the feature engineering process, key features were
extracted from the original datasets, and additional derived features were constructed
to enhance the discriminative power of the input data. These features were then used to
train various machine learning models, some implemented within ensemble structures,
under a supervised learning framework. The proposed numerical studies are tested with
different test data, and the results are provided.

After testing the models, valuable insights are obtained regarding the predictive
capability, robustness under noise, and generalizability of different machine learning
models. Some machine learning models are discovered to be better at predicting and
localizing damages in composite structures. On the other hand, a limitation is ac-
knowledged on the first numerical study. Although, the machine learning model GNN
thought to be a perfect fit for the damage localization process, it is found out that
bigger datasets are required to train this model.

Other two numerical cases produced valuable results in terms of advanced damage
localization in composite materials. The ensemble method in second numerical case
achieved 80% success rate at damage localization and 92% success rate at identifying
the damaged ply. Similarly, the third numerical case achieved a success rate of 73%
at localization and 79% at ply-level identification. Even though the success rates are
slightly lower than the second numerical case, more complex distribution of strain,
stress, and displacement fields due to stiffeners must be considered. This numerical
case demonstrates the proposed methodology’s ability to localize the damages.

Compiling the results obtained, the technical feasibility of the proposed strategy in
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detecting and localizing the damages in composite structures to a ply-level degree is
proven with this study.

6.2 Practical Implications

The study provides several practical implications for the real-world implementa-
tion of damage detection and localization strategies in composite structures. While
the proposed methodology demonstrates high potential for Structural Health Monitor-
ing (SHM) systems, it should be noted that not all input features used in this study
are directly measurable in practical settings. For example, when using only strain
gauges, displacement and stress data are generally not directly measurable and often
require numerical reconstruction or model-based estimation techniques. Nevertheless,
with the development of digital twin approaches or real-time simulation tools, such
parameters can be approximated with sufficient accuracy. Therefore, the methodology
remains promising for practical deployment, especially in high-value applications where
enhanced sensing and modeling infrastructure is available.

Considering such limitations are addressed through different techniques, the pro-
posed methodology of ensemble structure demonstrates strong potential for integration
into Structural Health Monitoring (SHM) systems. Since the model operates based on
strain, stress, and displacement field data, which are obtainable by embedded sensors
and inverse techniques, it can be used in real-time monitoring scenarios for aerospace,
automotive, or civil engineering applications. The advanced ability to localize the dam-
age down to ply-level allows for more accurate and efficient repair and maintenance
decisions.

Also, the use of FEM simulations combined with supervised machine learning tech-
niques offers a robust framework for data-driven diagnostics. This can be applied in
the early design stages of composite materials, enabling virtual testing and reducing
the need for costly physical experiments.

Furthermore, the comparison of different machine learning models provide valu-
able guidance for model selection in future SHM applications. The proposed ensemble
method have shown high performance, even in complex scenarios. On the other hand,
graph-based neural networks were found to require greater datasets in terms of size to
reach their full potential.

Finally, the successful implementation of the idea in a complex case with stiffeners
proves the generalizability of the methodology. This opens the door to applying the
technique across a wide variety of composite structures with different geometries and
loading conditions.

In summary, this study not only validates a novel damage localization methodol-
ogy but also lays the theoretical groundwork for practical deployment in real-world
engineering systems where safety, reliability, and precision are critical.
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6.3 Suggestions for Future Work

For future studies, the limitations of this study can provide a starting point. First
and foremost, an experimental study verifying the real-world applicability of the pro-
posed methodology is required. Furthermore, the displacement and stress fields, which
are critical for machine learning, cannot be directly measured in practice and thus re-
quire indirect estimation through different methods (inverse methods, numerical mod-
eling etc.), which introduces additional complexity and potential sources of error. An-
other study focusing on reducing this error would be valuable.

More emphasis can be given to other machine learning algorithms. Although, the
proposed models provide a high performance in terms of localization of the damage,
much better systems in terms of precision, prediction speed, robustness under noisy
conditions might be developed. Different structures, including ensemble methods, can
be examined, and more efficient solutions might be discovered.

Higher importance should be given to graph-neural networks (GNNs) in the future
studies. Although the results obtained in this study are poor, the working principle
of the GNNs is a good fit for advanced damage localization. Bigger datasets must
be obtained and the performance of GNNs for damage localization should be studied.
Also, a study focusing on hyper-parameter optimization could be considered.

More complex geometries must be studied and tested with different machine learning
algorithms embedded in the ensemble structure. Since the classification capacity of the
machine learning models differ, an optimization study focusing on the relation between
the model complexity and the required classification capacity would be helpful to the
literature.
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8.1 Appendix A

Table 8.1: Comparison of SHM Methods Based on Sensor Type, Damage Type, and Layer Detection Capability

Author Method Sensor Type Damage Type L2 | L3 | Exp. Verified | Sensor No Opt. | Year

Xu, Song and Masri Displacement Non-contact laser dis- | Joint connection dam- | v/ v v X 2012
based placement sensors ages

Huang et al. Displacement Accelerometer Cracks VAR v v 2018
based

Ono, Ha and Fukada | Displacement Displacement meter Unspecified? v X X X 2019
based

Huseynov et al. Displacement Inclinometer Unspecified? v X v X 2019
based

Jang, Sim and | Strain based Unspecified Unspecified? v X v X 2008

Spencer Jr.

Zhao et al. Strain based Long gauge sensors Unspecified? v v X X 2018

Rageh, Linzell and | Strain based Strain gauges Unspecified? v X 2018

Azam

Glisi¢ et al. Strain based Fiber Bragg-grating | Crack, ruptures v X v X 2013

sensors

Tondreau and Derae- | Strain based PVDF sensors Crack v X v X 2014

maeker

Kim et al. Natural Unspecified Crack v X X X 2002
quency based

Mohan et al. Natural Unspecified Material loss v X X X 2014
quency based

Continued on next page




Author Method Sensor Type Damage Type L2 | L3 | Exp. Verified | Sensor No Opt. | Year

Chen and Buyukoz- | Mode-shape Accelerometer Corrosion, material | v X v X 2017

turk based loss

Khoo, Mantena and | Mode-shape Laser vibrometer Material loss, termite | v X v X 2004

Jadhav based degradation®

Roy Mode-shape cur- | Unspecified Unspecified? v X v X 2017
vature based

Shokrani et al. Mode-shape cur- | Unspecified Unspecified? v v X X 2016
vature based

Zhang, Shi and Law Modal strain en- | Unspecified Unspecified? v X X X 1998
ergies based

Nyugen et al. Modal strain en- | Accelerometer Joint connection dam- | v v v X 2018
ergies based ages

Tan et al. Modal strain en- | Unspecified Unspecified? v v v X 2017
ergies based

Frizzarin et al. Damping analy- | Accelerometer Seismic damages v v v X 2010
sis

Montalvao, Ribeiro | Damping analy- | Unspecified Delamination* v X X X 2008

and Silva sis

Hassani and Shadan FRFs Unspecified Unspecified? v X X 2022

Bandara, Chan, | FRFs Accelerometer Unspecified? v 2014

Thambiratnam

Tomaszewska Matrix-based Unspecified Unspecified? v v X 2010

Wickramasinghe, Matrix-based Unspecified Unspecified? v v 2020

Thambiratnam, Chan

1: Localization only on 2D.

2: Damage is modeled as stiffness reduction but type is not specified.

3: This damage is caused by termites.

4: This study works on composites.




8.2 Appendix B

Table 8.2: Comparison of Studies on Machine Learning Approaches for Damage Detection

Author Data Machine Learning | Applied Structure Supervised- | L2 | L3 | Exp. Verified | Year
Model Unsupervised
Bayane et al. Strain, acceleration | Anomaly detection al- | Bridge Unsupervised X X v 2024
measurements gorithms'
Park et al.? Acceleration mea- | Artificial neural net- | Beams Supervised v v v 2009
surements work (ANN)
Yeung and Smith Vibration data Probabilistic re- | Bridge Unsupervised X X X 2004
source allocation
network (PRAN) and
DIGNET network
Parisi et al. Strain gauges k-nearest  neighbors | Bridge Supervised v v X 2022
and convolutional
neural network
(CNN)
Bigoni et al.? Guided waves Support vector ma- | Beam, complex struc- | Semi- v v X 2019
chine (SVM) tures supervised
Kim and Philen Various time- | AdaBoost Metallic 2D plates Supervised v X v 2011
frequency measure-
ments
Ying et al. Ultrasonic mea- | Support vector ma- | Pipes Supervised X X v 2012
surements chines (SVM) and Ad-
aBoost
Smarsly et al.* Acceleration mea- | Artificial neural net- | Complex steel struc- | Supervised X X v 2016
surements work (ANN) ture

Continued on next page




Author Data Machine Learning | Applied Structure Supervised- | L2 | L3 | Exp. Verified | Year
Model Unsupervised
Nick et al.’ Acoustic emission | SVM, naive Bayes, | Unspecified Supervised v v X 2015
(AE) FNN, k-means, and and unsuper-
SOMs vised
Gui et al. Acceleration mea- | SVMs with different | Frame structure Unspecified v X v 2016

surements

optimization methods

1: Isolation forest, one-class support vector machine, local outlier factor, and Mahalanobis distance.

unlabeled. 4: Focuses on sensor problems and miscalibrations.

2: Requires training with real data.

5: Damage presence and localization results are not given as accuracy, but as time metrics.

3: States undamaged state is labeled, and the rest




8.3 Appendix C

Table 8.3: Comparison of Studies on Damage Detection in Composites

Author Damage Type Damage Cause Sensor Type Material L2 | L3 | Exp. Verified | Year
Chai et al. Delamination Impact High speed cameras Unidirectional | X X v 1983
carbon/epoxy
prepeg
Kim et al. Delamination Indentor Strain gauges Unidirectional | v X v 1993
carbon/epoxy
prepeg
Saravanos et al.? Delamination Unspecified Piezoelectric sensors T300/934 v v 1994
Muc and Stawiarski® | Delamination Unspecified* Piezoelectric sensors Unspecified v 2011
Aggelis et al. Delamination, ma- | Small inclusions Acoustic emission Unidirectional v 2012
trix cracking glass/epoxy
Gherlone and Roy Delamination Numerically modeled | Fiber-optic strain sen- | CFRP v X X 2023
sors
Prashant et al. Matrix cracking Numerically modeled | Unspecified Glass/epoxy v v X 2005
Todoroki et al. Matrix cracking Tensile loading Electrical probes CFRP X X v 2006
Mardanshahi Matrix cracking Tensile loading Digital oscilloscope Glass/epoxy X v v 2020
Prosser et al. Matrix cracking Tensile loading Acoustic emission CFRP v X v 1995
Liu et al. Matrix cracking Tensile loading Piezoelectric sensors CFRP X v v 2020
Ativitavas et al.? Fiber breakage Tensile loading Acoustic emission FRP-vinly es- | X X v 2004

ter resin re-
inforced with
glass fibers

Continued on next page




Author Damage Type Damage Cause Sensor Type Material L2 | L3 | Exp. Verified | Year
Malik et al. Fiber breakage Tensile loading R15 Acoustic emission | Epoxy/amine | v | X v 2016
sensor with  custom
fibers
Kidangan et al. Fiber breakage Inclusions Thermal camera CFRP v v 2021
Pasadas et al. Fiber breakage Inclusions Oscilloscope CFRP v v 2022
Lu et al. Porosity” Varying manufactur- | Spectrometer GFRP v v 2022
ing conditions
Bayat et al. Porosity® Varying manufactur- | Digital microscope AS4/8552 v X v 2023
ing conditions
Ajith and Gopalakr- | Porosity Varying curing pres- | Piezoelectric sensors CFRP v X v 2012
ishnan sure
Hudson et al. Porosity Unspecified High temperature | CFRP v X v 2021
transducers
Li et al. Fiber-matrix Tensile loading Fiber-optic  Doppler | CFRP X X v 2010
debonding® (FOD)
Ahmed et al. Debonding!? Unspecified Infrared camera CFRP v 2018
Hamam et al.l! Fiber-matrix Simulated and tensile | Resonant sensors Epoxy/amine X v 2021
debonding, fiber | loading matrix  with
breakage long carbon
fibers
Uddin et al.'? Fiber-matrix Tensile loading Digital image correla- | GFRP X X v 2024
debonding tion setup

1: Focuses on damage growth, not detection.
7: Predicts porosity density.

location.
sensor location, not number.

2: Based on CLT.
8: Predicts porosity density.
12: Does not focus on localization.

3: Uses only one sensor.

4: Properties given in text.
9: Only focuses on lap joints.

5: Does not focus on localization.
10: Focuses on multiple subsurface defects, not only fiber-matrix debonding.

6: Detects the broken fiber, not
11: Optimizes




8.4 Appendix D

The data used in the study can be accessed by scanning the QR code below.
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