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Summary

As libraries evolve in the recent years into multifunctional environments that
support study, collaboration, and cultural activities, effectively managing their
indoor sound environments has become increasingly important. In such settings,
noise is not only a potential source of distraction but also a factor that may influence
cognitive performance and user’s comfort. These challenges are further amplified
in heritage buildings, where architectural interventions are often limited. This
study examines the acoustic environment of the New Civic Central Library of
Torino, a historically protected structure with a volume of approximately 160,000
m3 and a reverberation time of around 6 seconds at mid frequencies. Given
its future role as a hub for reading, social interaction, and public events, it is
essential to assess how background noise affects both user perception and cognitive
performance to inform effective planning and sound management. To simulate a
realistic soundscape, detailed three-dimensional modeling was carried out using the
acoustic software Odeon 18, with geometrical acoustic simulations performed at five
receiver positions corresponding to typical user locations. Simulated sound sources
included urban traffic (transmitted through the ceiling), HVAC systems (on the
floor and balconies), as well as human-related activity sounds such as unintelligible
and intelligible buzz as well as spoken sentences that were syntactically correct but
semantically meaningless, footsteps, page turning, pen clicking. The simulation
was based on a highly accurate 3D model of the library, with surface absorption
and scattering coefficients carefully assigned to each material to reflect real-world
conditions. The resulting A-weighted sound pressure levels ranged from 50.2 to 61.8
dB, representing moderate noise levels that may still interfere with concentration in
study-oriented settings. To complement the simulation data, an experimental study
was conducted involving 50 participants (aged 20–61, all with normal hearing),
who completed cognitive tasks under both quiet and noise conditions. Although no
statistically significant differences in task performance were observed between the
two conditions, subjective reports revealed varying levels of perceived disturbance
and focus. A slight trend toward increased arousal in the presence of background
noise was noted, though without clear cognitive detriment. These findings underline
the complexity of assessing auditory comfort in large, multifunctional library spaces,
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especially when architectural constraints limit physical acoustic treatment. The
study highlights the value of advanced simulation tools in evaluating complex
sound environments and proposes a replicable methodology that integrates detailed
physical modeling with user-centered perceptual testing. The insights gained are
directly applicable to the ongoing development of the new Central Civic Library
of Turin, supporting informed design decisions that balance heritage preservation
with acoustic functionality.
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Chapter 1

Introduction

In recent decades, libraries have evolved into multifunctional spaces that go far
beyond their traditional role as quiet sanctuaries for reading and study. While
older libraries were often designed with grand reading rooms, high vaulted ceilings,
and reflective materials that naturally encouraged silence and self-restraint, con-
temporary libraries serve a much broader set of purposes. They now host a diverse
array of activities, from collaborative work and group learning to cultural events,
digital media engagement, and social interaction. This transformation has resulted
in an increasingly complex soundscape, where managing acoustic comfort poses
new challenges for designers and researchers. The presence of overlapping functions
within the same architectural environment, such as quiet study areas adjacent to
cafes or children’s sections, complicates the traditional notion of what a library
should sound like. As libraries become more inclusive and dynamic, noise levels
have risen, particularly during peak hours. This new reality has made it difficult
to balance the need for quiet with the vibrancy of shared public use. Modern
library design must now consider a wide range of acoustic sources, including human
activity, HVAC systems, noise from traffic and multimedia content. Consequently,
there is growing recognition that traditional acoustic parameters are no longer
sufficient for evaluating these environments. Instead, attention has shifted toward
user-centered approaches and the study of the indoor acoustic environment and
the way people perceive it.

It is within this broader context that the new Civic Central Library of Torino
is being developed. Located inside one of the historic Torino Esposizioni complex
pavilions, a vast, highly reverberant space subject to cultural heritage restrictions,
the library presents a unique case. The building’s surfaces cannot be acoustically
modified, and its architectural features were not originally designed to support
multifunctional modern use, such as the one of a library. Nevertheless, the new
library aims to combine conventional functions like reading and individual study
with more contemporary concepts of digital engagement, social activity, and open
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cultural exchange, all within the same open-space environment. This thesis explores
how such a setting, characterized by acoustic constraints and diverse usage patterns,
might impact cognitive performance and user perception. A comprehensive research
methodology was adopted to assess these aspects, integrating literature review,
acoustic modeling, and experimental testing. Through this approach, i.e. combining
spatial acoustic simulation with human-centered testing, the thesis investigates not
only the direct impact of noise on cognitive performance but also the perception of
the simulated acoustic environment.

2



Chapter 2

Literature research

2.1 Research methodology
To investigate the existing literature on the topics this study aims to analyze, a
scoping review methodology was employed, as it aligns with the exploratory nature
of this research. Rather than addressing a narrowly focused question or evaluating
the effectiveness of specific interventions, this approach aims to map the breadth,
scope, and nature of research activity in the field. While systematic reviews are
designed to answer specific research or policy questions, often involving strict
inclusion criteria, critical appraisal, and quantitative synthesis, the topics analyzed
in the present study span multiple disciplines, including architecture, environmental
psychology, sound engineering, and information science. This diversity in study
types and methodological approaches makes a scoping review the most suitable
strategy, as it allows for inclusive synthesis without excluding relevant contributions
due to methodological heterogeneity. Scoping reviews are particularly effective for
identifying research gaps, thematic patterns, and conceptual ambiguities, which are
essential for informing future research directions and supporting evidence-based
design or policy decisions.

2.2 Protocol
The literature research was conducted in accordance with the PRISMA-ScR 2018
checklist, a standardized reporting guideline consisting of 22 essential items orga-
nized into key sections: title, abstract, introduction, methods, results, discussion,
and funding. These items are intended to ensure transparency, methodological
rigor, and reproducibility, while allowing flexibility in the inclusion of heterogeneous
evidence. The PRISMA-ScR checklist also supports a systematic approach to data
collection and synthesis, facilitating the identification of research gaps, thematic
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patterns, and areas of conceptual ambiguity. This protocol guided all stages of
the literature research, from formulating the research question to selecting and
charting relevant studies, culminating in a thematic synthesis of findings. Figure 2.1
summarizes visually the process showing the most important steps that have been
considered. The full checklist of the 22 reporting items as well as more information
about the process and the protocol can be found on the official website of PRISMA:
https://www.prisma-statement.org/scoping.
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Figure 2.1: Scoping review process based on PRISMA-ScR 2018 guidelines.

2.3 Eligibility conditions
The submitted papers had to fulfill the following requirements for review:

• Document type: article or review article;

5



Literature research

• Conduct studies on the acoustics of libraries;

• Conduct studies on the effect of noise on cognitive activities;

• Conduct studies on the relation between noise and emotions;

• Contain the search terms within the title and/or the abstract and/or the
keywords;

• Official language of the publication: English;

• Period of publication: 2015–2025;

• Document availability: full text.

2.4 Sources of information
The sources of information used for the research were exclusively well-known, official
and scientific platforms such as Scopus, Web of Science and ERIC.

2.5 Research execution
In the period of May 2st and May 4th 2025, the literature research was conducted
using the scientific databases specified in Section 1.5. The papers were required
to address the research questions and meet the established eligibility conditions
reported in Section 1.4. No additional selection conditions were applied during the
research. Table 2.1 illustrates the two research questions of this study as well as
the terms with which was done the research.

Table 2.1: Summary of Research Questions and Corresponding Search Terms

Research Question Terms Used for the Research
What are the main characteristics of the
acoustics of the libraries?

acoustics OR soundscape AND of
AND libraries OR modern AND li-
braries OR traditional AND libraries
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Research Question Terms Used for the Research

How does noise affect cognitive perfor-
mance?

libraries AND effect AND of AND
noise AND on AND cognitive AND
performance OR cognitive AND abil-
ity OR cognitive AND impairment
OR cognitive AND test OR informa-
tive AND background AND noise OR
meaningful AND noise OR arousal

2.6 Identification and selection of relevant
evidence

Firstly, the publications identified for the analysis contained the terms from the
research questions either in the title, in the abstract, or as keywords. Then, a
preliminary screening was conducted based on titles and abstracts. Where relevance
could not be determined from these alone, full-text articles were retrieved and
assessed to ensure alignment with the eligibility criteria.

2.7 Data extraction process
Once the relevant studies were selected, they were carefully reviewed following the
PRISMA-ScR guidelines. The evidence mapping procedure, typical for scoping re-
views, involved systematically extracting key information from each paper, including
authorship, year of publication, journal’s name, study design, population/sample
characteristics, methods and main findings. A standardized data extraction form
was used to ensure consistency and transparency throughout the process.

2.8 Data elements
For the first research question, the selected papers were analyzed with a specific
focus on the acoustic conditions of the libraries. Particular attention was also given
to the architectural nature of the libraries, mainly the typology and the overall
concept, distinguishing between contemporary and traditional library designs. For
the second research question, the selected papers were investigated focusing on the
effect of noise on cognitive performance. Special attention was paid to main concepts
in this topic such as Arousal theory, noise sensitivity, and individual characteristics.
In general, both the researches took into consideration the characteristics of the
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population involved in the experiments, and the methodologies employed in the
case studies.

2.9 Restitution of the results
To present the results of the research, a tabular method was chosen. The outcomes
from each study were organized into tables containing information relevant to the
research. For the first research question, which focuses on library acoustics, the
table highlights not only general information such as the authors but also details
about the type of library examined in the referenced paper, including the library’s
name, its conceptual design as either traditional or modern, and key acoustic
parameters such as sound pressure level (SPL) and reverberation time (RT). The
table outlines also the case study analyzing the conducted experiment by providing
information about the study’s aim, the population involved, the methodology used,
the experimental results, as well as any additional findings reported by the authors.
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Research N.1

3.1 Research N.1 – Acoustics of libraries in the
world

Search terms: acoustics OR soundscape AND of AND libraries OR modern AND
libraries OR traditional AND libraries

Although the acoustics of libraries remain an underexplored research area,
existing studies provide a meaningful overview of the current state of knowledge.
Findings suggest that spatial layout and user activity often have a greater impact
on acoustic comfort than measured sound levels. Users tend to prefer a moderate,
lively background noise over complete silence. While new buildings can effectively
integrate acoustic treatments, historic buildings present unique challenges due to
preservation constraints and a lack of targeted research. These insights support
the need for user-centered acoustic strategies across both modern and heritage
environments suggesting the soundscape approach.

3.2 Identification and selection of the
relevant papers

Figure 3.1 illustrates the search and selection process conducted in the initial
review. The database search yielded 575 papers. After eliminating duplicates 481
unique records remained. These were assessed for relevance by examining their
titles and abstracts, and in cases requiring further clarification, the full texts were
reviewed. From this process, 8 papers were identified as relevant. A subsequent
review of their reference lists led to the inclusion of 2 additional articles, resulting
in a final total of 10 papers included in the review. As illustrated in Figure 3.2,
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the publication dates of these articles range from 2016 to 2024, with the majority
having been published in 2016 and in 2024.

Figure 3.1: Workflow for database identification and selection of the relevant
papers.
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Figure 3.2: Publication years of the selected papers for Research N.1.

3.3 Analysis of the selected papers

Figure 3.1 presents the general information for the ten studies included in the
review. The sections that follow provide an overview on the methodologies used to
assess the acoustic quality in the studied environments as well as a review of the
acoustic conditions in both contemporary and traditional historical libraries.
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Table 3.1: Summary of the articles from Question 1
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3.4 The soundscape approach
The conducted research showed that modern approaches to acoustic design tend to
prioritize the regulation of sound pressure levels and reverberation times, adjusting
them according to the type of activity performed in a given space. This is typically
achieved through the use of materials engineered to absorb, diffuse or resonate
sound. Nonetheless, conventional noise control strategies, based mainly on physical
measurements such as the A-weighted equivalent sound pressure level, often cannot
represent efficiently the complexity of acoustic environments and tend to overlook
how users actually experience those spaces. In response, more attention is now being
given to psychoacoustic parameters, including loudness, which better reflect how
sound is perceived by the human ear [1]. Unlike traditional methods, the soundscape
perspective adopts a user-centered view, focusing on how individuals perceive
and interpret sounds within a specific spatial and contextual framework. This
approach integrates both quantitative acoustic measurements and the subjective
experiences of users, with the aim of improving overall comfort. Research into
indoor soundscapes has progressively incorporated variables such as architectural
design, acoustic performance, and user perception, positioning sound not only
as a potential disturbance, but as an integral part of the environment with the
potential to enhance well-being. Soundscape analysis looks at how various sound
sources interact with spatial configurations and user expectations, supporting the
creation of environments that are both acoustically functional and emotionally
pleasant. This broader shift reflects a growing consensus in the literature toward
rethinking acoustic design from a user-focused rather than a purely building-
or regulation-oriented standpoint, an evolution that is particularly relevant in
educational environments [2, 3]. According to ISO 12913-1, a soundscape is defined
as "the acoustic environment as perceived and/or understood by a person or people
in context" [4]. This emphasizes that auditory perception is context-dependent and
influenced by factors such as the user’s role, their ongoing activities, and the specific
characteristics of the space. While most of the foundational work in soundscape
research has concentrated on outdoor settings, where perceptual models based on
dimensions like pleasantness and eventfulness have been formalized [5, 6], there
is a rising interest in extending this framework indoors, especially in relation to
health, comfort, and quality of life [2, 7].

3.5 Acoustics of contemporary libraries
A recent study evaluated the Library of Birmingham [1], a typical example of
a modern public library built in 2013, with large open-plan reading spaces and
multiple functions, including a café, lecture rooms, a children’s section, performance
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spaces, etc. A mixed-method approach was adopted involving noise measurements
and a socio-acoustic questionnaire. Results revealed no straightforward correlation
between measured sound levels and user expectations for different spaces. Using an
adapted “soundwalk” method, 12 architecture students assessed SPL values that
were around 57 dB(A) and shared their subjective impressions. Findings indicated
that users in reading zones were more sensitive to verbal noise, while social areas
were more tolerant of both verbal and non-verbal sounds. Generally, users preferred
a moderately lively sound environment over silence. Similarly, Dokmeci and Kang
[8] examined three Sheffield libraries with similar architectural layouts: Western
Bank Library built in 2013, Information Commons library built in 2007, and St.
George’s Library built in 1992, showing that spatial features significantly influence
SPL and loudness. Average sound pressure levels of 56.5 ± 1.9 dB(A), 51.3 ± 2.0
dB(A), and 57.8 ± 3.7 dB(A) were recorded for volumes of 1548 m3, 1945 m3,
and 2667 m3, respectively, indicating that there is no correlation between the two
variables. Instead, spatial configurations such as atriums, interconnected zones,
and overlapping spaces had a greater impact on acoustic parameters. Crowding
also raised SPL and loudness in foyer areas. It should be noted that some modern
libraries have successfully integrated acoustic treatments. At the Library at the
Dock in Melbourne [9], built in 2014 and constructed from cross-laminated timber,
the recorded indoor noise levels were between 41.5 and 48.5 dB(A). Measures
such as carpeted floors and perforated wooden ceilings proved effective in noise
reduction.

3.6 Acoustics of traditional historical libraries
While achieving good acoustic conditions in new libraries is relatively straightfor-
ward through design interventions, historic libraries present greater challenges due
to limited research and preservation constraints. Most existing work on historical
acoustics has focused on performance venues like theaters and churches [10], where
speech and musical clarity are essential. Libraries, however, are unique because they
prioritize quiet reading environments, necessitating consideration of both room and
building acoustics [8]. Recent research on Victoria State Library [9], built in 1854
and known for its iconic domed La Trobe Reading Room, with a 35-meter-high
domed ceiling and a volume of 32000 m3, showed that recorded noise levels are
from 45 to 47.6 dB(A) in workshops and 38.7 to 43.4 dB(A) in reading rooms
during early mornings. Peak daytime activity raised levels to 47.2–52.2 dB(A) and
56.5–61.4 dB(A) in reading and workshop areas, respectively, with key sources
being HVAC systems and external traffic. In another reading room, the Redmond
Barry reading room, with a volume of 12000 m3, the background noise level is 49.7
dB(A) and the reverberation time is up to 2.5 s. Another monumental building,
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the Stockholm Public Library [11] where the main Reading Room has a volume of
12000 m3, was assessed during nighttime measurements between 10 PM and 3 AM
due to daytime renovation works. Despite being unoccupied, background noise from
metro lines and urban activity resulted in SPLs ranging from 35.6 to 50.1 dB(A)
in the Reading Room. Additionally, noise level measurements were conducted by
the Authors in several historic libraries in Paris, in 2024. The Richelieu Library’s
Main Reading Room, built in 1856 and with a 19,600 m3 volume, recorded 47
dB(A). Similar levels were found at the multifunctional Beaubourg Library built in
1997, while Saint-Geneviève Library, a traditional quiet study space, built in 1851,
showed slightly higher SPLs of 49–53 dB(A), despite its 20,400 m3 size. Table 3.2
represents the most significant libraries chosen for the analysis and their main
architectural and acoustic characteristics.
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Table 3.2: Architectural and acoustic characteristics of the reading rooms of
libraries in the world.

Library Location Year Volume [m3] SPL [dB(A)] RT [s]

Birmingham

Birmingham, UK 2013 - 57 -

Western Bank

Sheffield, UK 1959 1945 54–58 -

Information
Common

Sheffield, UK 2007 2667 49–53 -

Saint George

Sheffield, UK 1992 1548 54–62 -

At the Dock

Melbourne, Australia 2014 - 41.5–48.5 -
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Library Location Year Volume [m3] SPL [dB(A)] RT [s]

Victoria State, La
Trobe Reading

Room

Melbourne, Australia 1854 32000 47.2 - 52.2 5.6

Victoria State,
Redmond Reading

Room

Melbourne, Australia 1854 12000 49.7 2.5

Stockholm Public

Stockholm, Sweden 1925–28 12000 36–50 (unoccupied) 5–6

Richelieu

Paris, France 1856 19600 47 -

Saint-Geneviève

Paris, France 1843–50 20400 49–53 -

Beaubourg

Paris, France 1977 17000 47 -
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Research N.2

4.1 Research N.2 – Effects of noise on cognitive
performance

Search terms: libraries AND effect AND of AND noise AND on AND cognitive
AND performance OR cognitive AND ability OR cognitive AND impairment OR
cognitive AND test OR informative AND background AND noise OR meaningful
AND noise OR arousal

Numerous studies have shown that noise can impair cognitive functions, par-
ticularly attention and short-term memory, especially when the sound is variable
or intelligible, such as speech. However, findings are not always consistent, as the
impact depends on factors like noise type, task difficulty and individual sensitivity.
Prolonged exposure to high noise levels can lead to stress, fatigue, and reduced
motivation, indirectly affecting performance. Individuals with high noise sensitivity
tend to be more vulnerable to both the emotional and physical effects of noise.
According to the Arousal theory, in some cases, moderate levels of noise may
temporarily enhance activation and efficiency in simple tasks.

4.2 Identification and selection of the
relevant papers

The initial review process involved a systematic search that identified 3886 papers,
as shown in Figure 4.1. After removing duplicates and retracted papers, 3304
papers were retained. These were screened for relevance based on their titles and
abstracts, with full-text reviews conducted for clarification when necessary. This
process resulted in 10 relevant papers. Additional 4 articles were included following
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their reference lists, bringing the total number of studies included in the review to
14. As shown in Figure 3.2, these publications span from 2020 to 2025, with most
appearing in 2020 and 2023.

Figure 4.1: Workflow for database identification and selection of the relevant
papers.
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Figure 4.2: Publication years of the selected papers for Research N.2.

4.3 Analysis of the selected papers

Table 4.1 presents the general information for the 14 studies included in the review.
The sections that follow provide an overview on the effect of noise exposure on
cognitive performance, the arousal theory, and the effect of the noise sensitivity
and individual differences.
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Table 4.1: Summary of the articles from Question 2
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4.4 Noise exposure and its effects on cognitive
performance

Noise is widely recognized as an environmental stressor capable of interfering with
essential mental processes such as attention, memory, processing speed, and auditory
perception. Moreover, it is a significant psychological stressor that affects also
people’s emotions and well-being. Numerous studies have confirmed that elevated
noise levels impair cognitive tasks such as memory, attention, and verbal reasoning.
Nevertheless, the results are not always consistent [12]. This inconsistency is
partly due to the variety of noise types ranging from traffic to intelligible speech
and the diversity of tasks used in experimental settings. Numerous studies have
shown that exposure to noise, particularly when it includes intelligible speech or
alarm-like features, can disrupt attention, impair memory and generate negative
emotional states such as irritation and anxiety [30, 14, 15, 16, 17, 18]. These studies
confirm the Irrelevant Speech Effect (ISE), widely documented in both children
and adults. This phenomenon occurs when task-irrelevant verbal noise intrudes
upon verbal short-term memory, reducing recall accuracy even when participants
are instructed to ignore the auditory stimuli. This effect is explained by either the
redirection of attentional resources or the automatic interference with the rehearsal
process in the phonological loop. Studies have shown that speech noise has a
significantly more detrimental impact on performance than non-speech or steady-
state background noise, particularly when the speech is intelligible. In educational
settings, environmental noise, particularly speech and traffic noise, has been shown
to impair students’ learning efficiency, attention, memory, and emotional well-being
[14, 19, 20, 15]. For example, Fernandes et al. 20 found that children’s attention
was markedly diminished when children were exposed to 40 dB of background
unintelligible babble. Guerra et al. [18] examined the reading abilities of 63 children
in third and fourth grade under two acoustic conditions in which they were exposed
to speech noise from a single speaker, a Dutch female talker, and to unintelligible
speech of a native Hungarian female talker. The noise varied in intelligibility,
being either understandable or not, and was presented at two SPLs ranging 45–50
dB(A) and 65–72 dB(A). Their findings showed that different aspects of reading,
such as fluency and comprehension, were impacted differently depending on the
noise’s sound pressure level and intelligibility. Specifically, an increase in noise
volume led to slower reading speed, whereas the intelligibility of the speech noise
had little detrimental effect on how fast the children read. Conversely, reading
comprehension was more sensitive to the meaning of the background speech, with
intelligible noise causing a greater decline in understanding. In terms of memory,
Yang et al. [21] demonstrated that children performed better with the ambient
sound condition at 41 dB(A) given by the typical noise in a classroom than with

28



Research N.2

traffic noise with a SPL of 65 dB(A). In workplace settings, especially in open-
plan offices, noise, particularly intelligible background speech, has been shown to
significantly impair employees’ concentration and verbal reasoning performance
[22, 15, 23]. Experimental studies demonstrate that task-irrelevant speech leads
to the highest annoyance levels and the most pronounced cognitive disruption
when compared to other background sounds. Sukowski [22] examined how different
acoustic environments affect concentration. The study tested four conditions:
complete silence; the checkout area of a fashion retailer with a SPL of 62 dB(A),
featuring background noise such as employee conversations, customer chatter, music,
and operational sounds; a multi-space office with an SPL of 50 dB(A), characterized
by typical office noises; and a construction site with an SPL of 65 dB(A), dominated
by the sounds of heavy machinery. Results indicated that participants performed
better in the silent condition compared to the noisy ones.

4.5 Task complexity and the arousal theory
It is important to highlight that the effect of noise is strongly related to the
complexity of the cognitive task. In order to compare the effect of noise in different
cognitive processes Zhang and Ma [24] conducted a study involving 248 students.
The design of the study considered that children do different cognitive tasks with a
various complexity under different sound conditions such as road traffic noise or
low-frequency noise at sound pressure levels ranging from 35 dB(A) to 65 dB(A)
with a constant increase of 5 dB(A). They found that in tasks involving simple
cognitive processes, performance remained largely unaffected by both the level and
type of noise. However, when it came to more complex cognitive activities, different
types of noise had varying effects on performance. In other words, complex tasks
were more vulnerable to auditory interference than simpler ones. This finding is
aligned with what the Arousal Theory suggests. The relationship between noise
and cognitive performance, illustrated in Figure 4.3, is often explained using this
hypothesis, which posits that an individual’s level of physiological and psychological
arousal can significantly influence task performance. A central concept within this
theory is the inverted U-shaped relationship between arousal and performance, often
referred to the Yerkes-Dodson law [25]. As shown in Figure 4.4, for tasks of low
complexity, performance tends to increase sharply with initial increments in arousal
before plateauing. Conversely, in the case of more complex tasks, performance
improves more gradually; however, both the attainment of optimal arousal and the
subsequent change in performance trajectory occur at earlier stages. According to
this principle, performance improves with increasing arousal, but only up to an
optimal point beyond which further increases in arousal can lead to a decline in
performance due to stress, distraction, or cognitive overload.
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Figure 4.3: Relation between arousal level and cognitive performance.

Figure 4.4: Relation between arousal level and task complexity.

This model is particularly useful in explaining the dual effects of noise on human
cognition. At moderate levels, noise can increase arousal to a point that enhances
alertness, vigilance, and short-term cognitive efficiency. In such cases, performance
may actually improve, especially for simple or repetitive tasks that benefit from
heightened stimulation [26]. For instance, low-intensity noise may prevent under-
arousal in monotonous environments, helping individuals stay engaged and avoid
mental fatigue [27], article about Mozart effect. However, the same noise exposure
can produce negative effects when the task is complex, or the exposure is prolonged.
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Complex cognitive tasks such as problem-solving, memory recall, or tasks requiring
sustained attention are more susceptible to arousal-related disruption. These
tasks typically require greater executive control and working memory capacity,
which can be compromised when arousal exceeds the optimal threshold [28]. In
such situations, noise becomes a stressor that overloads cognitive resources and
impairs performance. This dynamic is reflected in the Poulton arousal model,
which suggests that initial exposure to noise may prompt a temporary increase in
arousal that serves a compensatory function, helping individuals maintain cognitive
performance [29]. However, as exposure continues, the beneficial effects of arousal
diminish and performance begins to deteriorate, particularly under cognitively
demanding conditions. Importantly, this framework indicates that task complexity
moderates the effect of arousal on performance under noise. High-arousal states
may enhance performance on low-demand tasks but are more likely to impair
outcomes when the cognitive load is high [26]. Thus, the relationship between noise,
arousal, and performance is not linear but rather depends on a balance between
stimulus intensity and cognitive demands, as described by the inverted U-curve.

4.6 Noise sensitivity and individual differences
Research also showed that the cognitive and emotional responses to noise are
significantly modulated by the noise sensitivity and the individual variability. The
environmental stress theory suggests that a person’s perception plays a crucial role
in determining whether an environmental event is experienced as stressful. This
judgment is influenced both by the nature of the uncertain situation like exposure
to noise and by personal characteristics. One of the most distinctive and significant
characteristics linked to how individuals respond to noise is their level of noise
sensitivity. Song et al. [30] investigated this concept and found that people vary in
how noise affects their emotions and thinking. In particular, those sensitive to noise
feel more annoyed and perform worse on tasks when exposed to distractions like
speech or traffic sounds. This sensitivity may come from stronger brain reactions
in emotion-related areas. Noise sensitivity, considered a stable personality trait, is
closely associated with psychological conditions like neuroticism, lower emotional
resilience, and increased physiological arousal. Highly sensitive individuals are
more likely to report higher levels of annoyance and exhibit impaired performance
on cognitive tasks, especially in the presence of disruptive noise such as speech
or traffic sounds. In educational contexts, these effects are especially pronounced.
For example, school-aged children and adolescents demonstrate varying degrees of
susceptibility to noise based on age, cognitive development, and attentional control.
Younger children and those with lower selective attention skills or interference
control tend to perform significantly worse in noisy environments, particularly in
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tasks involving verbal working memory or reading comprehension.
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Chapter 5

Methodology

5.1 The New Civic Central Library of Torino

Turin is on the path to becoming a key center for cultural innovation through the
construction of the New Civic Central Library. The building is located within the
Torino Esposizioni complex, specifically in pavilions 2, 2b, and 4. It was designed
in 1938 by Ettore Sottsass and Pier Luigi Nervi, and is now under the protection
of the Superintendence for Archaeology, Fine Arts, and Landscape (SABAP) for
the Metropolitan City of Turin. The realization of the new library represents
both an architectural restoration and a future-focused investment in education and
community life. The design, created by the architecture studio Isolarchitetti, will
stretch across three levels and cover 20 000 square meters. The library will hold
around 680,000 books and documents, with 250,000 available directly to visitors. It
will offer 707 formal study seats and another 762 informal ones, including armchairs
and other comfortable seating options.
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Figure 5.1: Render of the entrance of
the New Civic Central library.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

Figure 5.2: Aerial view render of the
New Civic Central library during night.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

The future library redefines what such a place can be, not only a place for books
and study, but a lively environment where people of all ages can come together
to learn, create, and interact [31]. The library’s design mixes modern ideas with
traditional features, creating a space that feels both familiar and new. Taking
inspiration from leading examples around the world such as the Oodi Library
in Finland and the Médiathèque in Thionville, France, shown in Figure 5.3 and
Figure 5.4, the design borrows global best practices while developing its own unique
identity. Technological innovation is also a key element, with features such as
automated archive systems, similar to those used in Virginia’s Thomas Jefferson
Library.
The New Civic Central Library of Torino will incorporate a variety of areas for
different purposes. These will include more than 20 rooms for workshops and
hands-on activities, a large hall for conferences, themed spaces like the Memory
Machine, the Knowledge Gallery, and the Street of Stories, as well as places to
relax such as a café and recreational areas.
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Figure 5.3: Helsinki Central Library
OODI.

Figure 5.4: Médiathèque in Thionville.

One of the most notable architectural features of the New Civic Central Library
of Torino is the open-plan design of its ground floor represented in Figure 5.5. By
avoiding the addition of unnecessary internal structures, the architects have pre-
served the original architectural integrity of the building, allowing for uninterrupted
views of the impressive vaulted ceiling, as shown in Figure 5.6. This approach
not only enhances the sense of space and light but also respects the historical
value of the Torino Esposizioni complex in which the library is housed. The main
entrance is marked by a shaded portico, illustrated in Figure 5.7, which acts as
a transitional space between the vibrant, fast-paced urban surroundings and the
quieter, reflective atmosphere within the library. This area will feature a literary
café and a public meeting zone, both of which are designed to encourage informal
conversation and community engagement.
Upon entering, visitors are immediately introduced to the “Gallery of Knowledge,”
a central corridor that forms the ground floor layout. This space accommodates a
variety of user needs, offering both traditional study areas with desks and quieter
corners for focused work, as well as more relaxed zones furnished with armchairs
and casual seating. The gallery’s design supports multiple patterns of movement,
allowing users to navigate through three main linear paths or follow a ring-like
route that encourages leisurely browsing and exploration. The layout reflects the
library’s dual identity as both a place for individual research and a welcoming
social environment.
The library will provide more than 1,400 seats in total, with a thoughtful balance
between formal and informal arrangements to accommodate different user pref-
erences. Approximately 250,000 volumes will be made readily accessible to the
public, drawn from a total archive of around 680,000 items. These resources will
be distributed across three floors, offering visitors a layered and varied experience
that supports deep study, discovery, and cultural participation. At the rear of the
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Figure 5.5: Plan of the ground floor of the New Civic Central Library of Torino.
Authority: SCR Piemonte SpA. Professional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI Srl, Ing. G. B. Quirico, ONLECO Srl, MCM
ENGINEERING Srl

ground level, the apsidal section of the building serves as a secondary entrance,
shown in Figure 5.8, which opens out toward the nearby Parco del Valentino. This
area is planned to house a series of important functional spaces. Among them are
a newspaper library for periodical reading and current events, a room dedicated to
the theme “The Challenges of Change,” which will focus on contemporary social
and environmental issues, and a dedicated section for early childhood visitors,
designed to serve the needs of infants (0–3 years) and young children (4–6 years)
with appropriate furniture, resources, and learning materials. The part of the
exedra that will be a childrens’ area is depicted in Figure 5.8. The remaining
part of the ground floor is intended to accommodate a wider age group, featuring
dedicated zones for children and teenagers between the ages of 7 and 14, along
with a multimedia area designed for interactive learning and digital engagement.
Administrative offices and staff support rooms will also be located on this level,
positioned strategically along the front and lateral sides of the structure to ensure
smooth operation and accessibility [31]. The basement floor will function as both a
technical and cultural zone. In addition to serving as a logistics and archive area,
it will include two important spaces: the “Memory Machine” and the “Enchanted
Forest”. The “Memory Machine” will house rare and historical collections and serve
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as a center for preservation and scholarly engagement with archival materials. On
the other hand, the “Enchanted Forest”, shown in Figure 5.10, will provide a more
informal, serene atmosphere. Designed as a garden-like indoor reading space, it
will offer users a quiet retreat with tables, seating, and soft lighting, reinforcing
the library’s goal of creating spaces for rest, reflection, and inspiration. Above the
ground level, the design incorporates balcony walkways that overlook the central
spaces of the library. As illustrated in Figure 5.11, these elevated corridors not only
enhance the visual connection between floors but also create additional reading
and study areas that feel more intimate and private. The balconies offer users the
opportunity to engage with the library’s collections from a different perspective,
while still maintaining a strong visual link to the open and spacious atmosphere
of the main hall below. Their presence contributes to the vertical layering of the
library’s spatial experience, reinforcing the sense of openness and fluidity that
defines the overall architectural concept.
More than just a library, the building will also host the new Architecture Campus of
the Politecnico di Torino and include the restoration of the nearby Teatro Nuovo. In
addition, the broader plan involves improving the surrounding Parco del Valentino,
bringing back boat routes on the Po River, and enhancing infrastructure throughout
the area. Funded by the National Complementary Plan and other public programs,
the construction of the New Civil Central Library of Torino is already in progress.
The library is expected to open to the public by 2026, marking a new chapter in
the city’s cultural and educational development.
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Figure 5.6: Render with a whole view
of the New Civic Central Library.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

Figure 5.7: Render of the shaded por-
tico at the entrance.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl
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Figure 5.8: Render of the entrance from
the Parco del Valentino.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

Figure 5.9: Render of childrens’ area
in the exedra.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl
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Figure 5.10: Render of the "Enchanted
Garden" located on the basement floor
of the library.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

Figure 5.11: Render of one of the bal-
conies located in the first floor of the
library.
Authority: SCR Piemonte SpA. Profes-
sional grouping: ICIS Srl, RTP ICIS Srl,
Arch. R. Moneo, ISOLARCHITETTI
Srl, Ing. G. B. Quirico, ONLECO Srl,
MCM ENGINEERING Srl

5.2 3D Geometrical Acoustics model of the New
Civic Central Library of Torino

5.2.1 Odeon software
As part of the acoustic evaluation of the New Central Civic Library of Turin, a
detailed three-dimensional model of the building was created using Odeon 18, a
specialized and widely recognized software used for the simulation and analysis of
room acoustics. With over forty years of continuous development, it has established
itself as a benchmark tool among acousticians and acoustic consultants worldwide.
In this study, all simulations and analyses have been carried out using ODEON
Combined 18, the latest and most comprehensive edition of the software, which
integrates the full range of functionalities required for both room acoustics and
industrial applications. Its primary function is to model how sound propagates and
interacts within architectural spaces, offering precise predictions of key acoustic

40



Methodology

parameters such as reverberation time, clarity, speech intelligibility, and sound
pressure levels.

The software supports a full range of sound source types, including point, line,
surface, and array sources [32], which enables it to simulate a broad spectrum
of acoustic emitters from human voices and musical instruments to traffic and
industrial noise.

• Point sources: the most common and versatile type in ODEON. The point
sources radiate sound equally in all directions from a single point, making them
suitable for simulating speech, instruments, or basic loudspeakers. Their emis-
sion pattern can also be customized to reflect directional behavior, enhancing
realism.

• Line sources: these sources are used to model continuous sound emission along
a linear path. This type is ideal for representing elongated noise sources such
as traffic on roads or running water in pipes. They are also used to represent
the noise of ventilation systems.

• Surface sources: emit sound across one or more selected surfaces within a space.
They are well suited for large, distributed sources like industrial machinery
or groups of people, offering a more accurate depiction of widespread sound
generation.

• Array sources: designed to simulate complex loudspeaker configurations. Com-
monly used in performance venues, they allow for precise modeling of loud-
speaker arrays and are essential for assessing the acoustic performance of
sophisticated sound systems.

• Natural sources: these sources refer to emitters like human voices or acoustic
instruments, whose directivity patterns include their real frequency response.
To avoid duplicating this response during auralisation, ODEON uses specially
equalized “Natural” directivity patterns. This ensures accurate simulation
of parameters such as sound pressure level and speech intelligibility, while
maintaining realistic playback [32].

In addition to defining sound sources, receivers are also a key element in ODEON
simulations. They are represented as point-based virtual microphones placed
within the 3D model. While standard analyses require only basic positioning, more
advanced applications such as auralisation benefit from specifying the listener’s head
orientation to achieve a more realistic audio experience. These source and receiver
configurations form the basis of ODEON’s simulation environment, which is further
enhanced by the software’s advanced computational methods and auralisation
features. In particular, ODEON employs a hybrid computational approach that
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combines image-source and ray-tracing algorithms, balancing simulation accuracy
with computational efficiency.

Among the most advanced features of the software is its ability to produce
auralisations, realistic audio simulations that help to understand how sound will
behave within a given space. This functionality allows users to preliminarily assess
the expected acoustic performance [32]. As such, it serves as a vital instrument in
both the design of new environments and the acoustic verification and optimization
of existing ones.

5.2.2 3D model development

The process of the 3D model design began with a careful analysis of the executive
architectural documentation, including floor plans, construction sections, and
detailed information about materials used on walls, ceilings, and floors. These
resources served as the foundation for developing an accurate virtual model of
the library’s interior spaces as illustrated in Figure 5.12. To construct the model
within Odeon, the geometry of the building was first drawn using the native tools
of the software, allowing for the precise delineation of spatial elements such as
walls, floors, and ceilings. These surfaces were closed to form volumes, and key
architectural features, including doors and windows, were modeled by creating
polygonal openings within the walls. Attention was paid to the complexity of
the meshes, ensuring that a balanced number of polygons was used to maintain
computational efficiency without compromising model accuracy.

Once the geometric model was completed, each surface was assigned materials
from Odeon’s database, with absorption and scattering coefficients, reported in
Figure 5.13 and Figure 5.1. The coefficients were applied according to the specifica-
tions outlined in the architectural project. These acoustic properties were defined
across octave bands to reflect the real-world performance of the materials within
different frequency ranges, which is essential for capturing the spatial behavior of
sound within the building. The model incorporated a second-order reflection limit,
ensuring that only two sound reflections were considered during the simulation. To
enhance the precision of the results, a total of 50,000 rays were traced during the
simulation process. Before any simulations were performed, the model underwent a
verification phase using Odeon’s diagnostic tools to identify and correct geometric
inconsistencies, such as open surfaces or intersecting elements. With a validated
model, sound sources and receiver points were strategically placed throughout the
space to simulate realistic acoustic conditions. These positions were chosen based
on architectural functions and user pathways, including quiet study areas, reading
rooms, and public gathering spaces. A detailed information about the receivers
and the sound sources will be provided in the following sections.
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Figure 5.12: 3D model of the library created in Odeon.

Figure 5.13: Absorption coefficients of the materials for the frequences between
63 and 8000 Hz.
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Table 5.1: Scattering coefficients of the materials.

5.2.3 Sound sources and receivers
Once the geometry of a room has been imported into ODEON, the next step was
defining the positions of sound sources and receivers. Their accurate placement in
the model is a critical step in acoustic simulation using ODEON.

Sound sources represent the origin of sound within the modeled environment and
must be positioned accurately to reflect their real-world counterparts, whether they
are human voices, ventilation systems, traffic noise or other. In the present study, a
detailed analysis was conducted to identify the main sound sources typically found
in a contemporary library. Based on this investigation, the acoustic consultancy
firm VIBES S.r.l., a company based in Turin and specialized in building acoustics,
developed a final list of selected options, presented below.

• S1: HVAC (Heating, Ventilation, and Air Conditioning) system, modeled as a
single surface source uniformly distributed across the entire floor area.

• S2: HVAC system, modeled using two line sources, positioned at a height of
8.4 meters above the floor, to simulate the ceiling-mounted diffusers.

• S3: Traffic noise, modeled as a surface source distributed across three sub-
areas, S3.1, S3.2 and S3.3, located on the building’s roof. Sub-area S3.1 is
near the busy street, S3.2 is positioned midway between the street on the one
side of the library and the river on the opposite side, while S3.3 is adjacent to
the river, extending over the rear section of the roof and the exedra.
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• S4: Unintelligible speech, modeled as a surface source positioned above the
tables in the reading areas, at 1.2 meters above the floor, and at 1.5 meters in
the semi-toroidal space. Moreover, unintelligible speeching was simulated in
the transit area near the main entrance, as well. These heights correspond to
the typical mouth level of seated and standing speakers, respectively.

• S5: intelligible speech, modeled as an omnidirectional point natural source
simulating a person engaged in a conversation.

• S6: When the source is positioned near a certain receiver, it is replaced by
equivalent intelligible five-sentence phrases from the Matrix Sentence Test
(REF...) representing a clearly articulated speech, ensuring a more realistic
representation of speech perception.

• S7: Background noise generated by turning pages, pen clicks and notifications
from personal electronic devices, a calculator, papers, a notebook, a pencil case,
pens and pencils, sounds typical for a contemporary library. Omnidirectional
point sources are used to represent this type of noise.

• S8: Sound of footsteps, representing a person descending the stairs rapidly.
This source was modeled by an array of 35 omnidirectional point sources.

• S9: Sound of footsteps, representing a person walking at a middle speed. This
source was modeled by an array of 35 omnidirectional point sources each at a
distance of 0.80 m from the previous one, simulating a typical person’s walking
pattern.

Once the sources had been positioned, they were oriented towards the specific
receiver that was analyzed in the certain moment. Figure 5.14 illustrates the
general plan of the library with the positioning of the different sources oriented
towards the specific receiver of interest, i.e. R1. There is a tailored map for each
receiver, so the presented map is an example of only one receiver.

Moreover, ODEON provides the opportunity to make a visual representation
of room acoustic parameters within the three-dimensional model. It enables the
evaluation of parameter variation across the space and supports the identification of
acoustically critical areas. Below are represented the maps showing the distribution
of every type of simulated sources.
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Figure 5.14: Positioning of the sound sources in the 3D model of the library.
This is a tailored configuration made specifically for R1, i.e. the sound sources are
oriented towards this receiver.

Figure 5.15: Map showing the distribution of the noise given by the ventilation
system.

46



Methodology

Figure 5.16: Map showing the distribution of the noise given by traffic.

Figure 5.17: Map showing the distribution of the noise given by the unintelligible
speech.
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Figure 5.18: Map showing the distribution of the noise given by the intelligible
speech.

Figure 5.19: Map showing the distribution of the noise given by the equivalent
sentences.
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Figure 5.20: Map showing the distribution of the noise given by pen clicks,
turning pages and notifications from personal electronic devises.

The receivers (R1-R5), modeled as point-based virtual microphones, are strate-
gically placed in five different positions, as shown in Figure 5.21. The positions of
the receivers are the following:

• R1: in the center of the main area on the ground floor, oriented towards the
basement floor with the underground courtyard known as the "Enchanted
Garden". This point simulates a seated person at 1.2 meters above the floor
and working on one of the tables.

• R2: in the center of the exedra but still in the main area on the ground floor; it
simulates a standing person with a height of 1.6 m from the floor and oriented
towards the main area of the library.

• R3: positioned on one of the balconies, this point simulates a seated person at
a height of 1.2 meters above the balcony floor, within one of the niches created
from the structural walls. The listener’s feet are positioned 4.3 meters above
the main ground level and oriented towards the main area of the library.

• R4: positioned in the underground area known as the “Enchanted Garden”
located in the basement floor which is 5 meters below the main ground level,
this point simulates a standing person with a height of 1.6 meters above the
basement floor and orientend towards the exedra.
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• R5: positioned in the semi-toroidal exedra at the rear front of the library, this
point simulates a standing at 1.6 m height person oriented towards the main
area of the library.

Figure 5.21: Positioning of the receivers in the 3D model of the library.

5.2.4 Acquisition of the sounds
An accurate auralisation within acoustic simulation tools like ODEON depends
on both suitable sound recordings and a carefully structured setup of the virtual
acoustic scene. For the purposes of this study, all required audio material was
sourced in advance. The recordings were produced under controlled conditions,
either in anechoic environments, open free-field settings, or synthesized through a
MIDI keyboard, to ensure neutrality and precision of the sound input.

5.2.4.1 Recording of the sounds in anechoic chamber
The intelligible speech (S5) as well as the background noise generated by turning

pages, pen clicks and notifications of personal electronic devises (S7) were recorded
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in an anechoic chamber. An anechoic chamber is a highly specialized environment
designed to completely eliminate sound reflections and shield the interior from
external acoustic interference, effectively creating a space of absolute silence. At
the Politecnico di Torino, the chamber’s walls are covered with wedge-shaped
sound-absorbing materials, shown in Figure 5.22, that attenuate the sound waves
from nearly every direction, including low frequencies. The floor, depicted in
Figure 5.23, consists of a suspended mesh structure placed above the absorptive
wedges, allowing for effective sound absorption from below while still enabling
people to move freely within the space. Located in a sound-isolated area, the
chamber ensures minimal intrusion from external noise, thus preserving the fidelity
of recorded audio data.

Figure 5.22: The walls covered with
sound-asborbing materials at the ane-
choic chamber of the Politecnico di
Torino.

Figure 5.23: The suspended mesh on
the floor at the anechoic chamber of the
Politecnico di Torino.

The sound recordings were performed using an NTI sound level meter, which
enabled both the calculation of sound pressure levels and the analysis of frequency
spectra related to the recorded parameter. To enhance control over the recording
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process, the sound level meter was connected to a sound card, which interfaced
directly with the Audacity software. This setup provided detailed configuration
options such as adjusting input gain, applying filters and managing equalization.
Before initiating the measurements, the device was calibrated using a professional
acoustic calibrator to ensure precision and consistency in the data collection. To
replicate the acoustic environment of a library, a dedicated platform was assembled
inside the anechoic chamber, as illustrated in Figure 5.24. It was equipped with a
table and one or two chairs to resemble a typical reading setting. Various everyday
items were placed on the table to create realistic sound events such as a smartphone
receiving notification tones, a calculator, papers, a notebook, a pencil case, pens
and pencils.

Figure 5.24: The workstation used for the recordings of the sounds at the anechoic
chamber of the Politecnico di Torino.

For the measurement of sound events such as pen movements and background
buzz, three microphones were placed in different positions based on the spatial
relationship between the sources and receivers, as illustrated in Figure 5.25. The
microphones were arranged at angular intervals of -135°, 0° and 180° relative to
the source to ensure an optimal coverage of directional sound characteristics. For
all recordings the microphones were set at a consistent distance of 1.5 meters from
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the sound source, with vertical placement varying depending on the simulated
receiver position: 1.2 meters to replicate a seated listener and 1.84 meters for
one positioned above. To verify accuracy, these measurements were taken using
both a manual tape measure and a laser distance meter. In the first recording
session, the sound source was positioned at the center of the table. In the following
session, it was placed at the typical height of a speaker’s mouth, aligned centrally
between two speaking individuals. This carefully structured methodology allowed
for highly accurate and contextually realistic sound recordings, replicating the
auditory conditions experienced by listeners in an actual library environment.

Figure 5.25: A 3D representation of the anechoic chamber of Politecnico di Torino
with the three positions of the microphones used for the sound acquisitions.

5.2.4.2 In-field acoustic data collection
As part of the data collection process, environmental audio recordings were

carried out in an open-air context, specifically from the rooftop of the library
building. These recordings mainly captured urban traffic noise, which varied in
different parts of the building. A total of three outdoor and one indoor positions
were selected for the measurements, as illustrated in Figure 5.26. All data were
collected using the same NTI phonometer, positioned at a height of 1.5 meters
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above the roof, as shown in Figure 5.27. The choice of the three rooftop recording
sites was made due to the considerable size of the building and the variability in
the exposure of surrounding traffic. Each location provided distinct spectral data
due to differences in traffic intensity. The first recording spot, positioned near a
major road, unsurprisingly registered the highest sound levels among the three.

Initially, an indoor measurement was also attempted. However, due to the
ongoing construction phase at the time, marked by the presence of a large sinkhole
inside the building, these recordings were severely compromised by excessive
reverberation, making them acoustically invalid for analysis.

Figure 5.26: An orthophoto of the roof the library with the four positions which
were chosen for the measurements.
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Figure 5.27: Photograph of the phonometer used for the traffic noise measure-
ments.

5.2.4.3 MIDI acoustic data collection

In order to simulate realistic footsteps sounds in an anechoic environment,
the Edward Foley Art sound library [33], depicted in Figure 5.28, was used in
combination with the VST Kontakt virtual instrument platform [35]. This setup
allowed for detailed customization of the sound parameters, including the type of
shoes and the walking surface. For the purpose of this project, high-heeled shoes
worn by a woman were selected, with the contact surface set to ceramic, chosen to
reflect the typical flooring material found in public libraries. A total of 49 footstep
samples were created, 35 of which were assigned to source S8 and 14 to source S9.
While all samples shared the same general acoustic properties, slight variations in
dynamics and tonal quality were introduced to enhance realism and avoid artificial
repetition. Each individual footstep was paired with its corresponding impulse
response (IR), previously measured and processed, to create spatialized auralizations
tailored to the source layout. The MIDI keyboard was used to trigger each sample
in real time, connected to the Pro Tools digital audio workstation (DAW) [36].
The Edward plug-in allowed for responsive input, with faster keystrokes used to
simulate hurried steps such as a person descending stairs (S8) and slower presses
representing normal walking pace (S9). Once recorded, the sequences were arranged
in Pro Tools with interstep intervals of 0.25 seconds for the fast track and 0.5
seconds for the slow one, resulting in two distinct footstep sequences ready for
integration into the simulation model.
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Figure 5.28: Edward plug-in displayed inside the Pro Tools DAW, reported in
[34].

5.2.4.4 Remaining sound sources collection
Several audio assets used in this thesis originate from archived material previously

recorded by the Politecnico di Torino for unrelated academic projects. All sources
have been selected in compliance with applicable copyright and usage regulations.

Among the materials integrated into this study are background recordings of
mechanical ventilation systems, assigned to sources S1 and S2, shown in Figure 5.14,
which serve to recreate realistic environmental noise conditions.

A second category includes generic crowd noise, used for source S4. This
particular track, captured in an anechoic chamber, consists of a layered mixture of
indistinct overlapping voices, intentionally rendered unintelligible to avoid semantic
interference.

In addition, a series of acoustically standardized speech recordings was used
to simulate low-density verbal background noise presented as S6. These speech
samples, denominated in this thesis as equivalent sentences, were recorded under
controlled conditions and consist of five-word phrases that are grammatically
correct but semantically meaningless. Designed to be acoustically equivalent, they
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enable controlled comparisons across experimental conditions involving one or two
speakers.

5.2.5 Determination of the sound pressure levels of the
sources

In preparation for the acoustic simulations, it was necessary to define the sound
pressure level, the sound power level as well as the spectral characteristics of each
sound source. To accurately characterize sound sources for simulation within Odeon,
a systematic methodology was adopted to determine the sound pressure levels
(SPL) in octave bands, derive corresponding sound power levels (Lw) and create
both flat and frequency-dependent spectral representations. This procedure ensures
that all sources are acoustically consistent and usable across different simulation
contexts.

5.2.5.1 Spectral analysis and octave-band SPL calculation
Each mono-channel WAV file of the different sound sources was analyzed using

a customised MATLAB script that performed a spectral decomposition via Fast
Fourier Transform (FFT). The obtained spectral data was divided into standardized
octave bands with center frequencies at 63 Hz, 125 Hz, 250 Hz, 500 Hz, 1000 Hz,
2000 Hz, 4000 Hz, and 8000 Hz, in accordance with Odeon’s input requirements. For
each octave band, the script calculates the signal energy by summing the relevant
frequency components that fall within the defined band limits. The resulting values
are then converted into sound pressure levels (SPL) expressed in decibels (dB):

SPLi = 10 · log10

A
p2

i

p2
0

B
(5.1)

where:

• p0 = 20 µPa is the reference pressure;

• p2
i is the mean square pressure in the i-th band.

5.2.5.2 Calculation of the global sound pressure level
The calculation of the global sound pressure level (SPL) required an energy-

based averaging procedure due to the logarithmic nature of decibel values. A simple
arithmetic mean of SPL values would not be physically meaningful, as decibels are
a logarithmic representation of sound energy. Therefore, each individual SPL value
was first converted from the logarithmic decibel scale to its corresponding linear
power value. The conversion was performed using the following equation, where N
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represents the number of bands and SPLi is the sound pressure level in decibels for
the i-th octave band:

Average = 1
N

NØ
i=1

10SPLi/10 (5.2)

This linear average represents the mean acoustic energy across all octave bands,
expressed in relative power units. Once this intermediate result was obtained, it
was converted back into decibels through a logarithmic transformation, in order to
express the final result using the same scale as the input data:

SPLavg = 10 · log10 (Average) (5.3)

This method ensures that the energetic contribution of each frequency band is
correctly represented in the final overall SPL value, preserving the physical meaning
of the calculation.

5.2.5.3 Conversion to sound power level
The sound power level Lw was then calculated from SPL values using the

standard area-based formula:

Lw = Lp + 10 · log10

3
A

A0

4
(5.4)

where:

• Lw: Sound power level in decibels (dB),

• Lp: Sound pressure level in decibels (dB),

• A: Measurement area (m2),

• A0: Reference area, typically 1 m2.

In free-field conditions with a reference distance r, a simplified version is used:

Lw = Lp + 20 · log10(r) + 11 (5.5)

For this study, a reference distance of r = 1 m was assumed, resulting in:

Lw = Lp + 11 (5.6)

5.2.5.4 Construction of the flat spectrum
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A flat spectrum was derived by distributing the total sound power equally across
all octave bands. The total power was first converted to linear scale, divided by
the number of bands N , and converted back to dB:

Lw,flat = 10 · log10

A
10Lw,global/10

N

B
(5.7)

This configuration was used in auralization to evaluate the room’s acoustic effect
without spectral coloration from the source.

5.2.5.5 Use of frequency-dependent spectrum and spectral
normalisation

A fundamental step in preparing audio sources for use in acoustic simulations
is the definition of their spectral content. In this work, two distinct spectral
representations were computed for each source: a flat spectrum and a real spectrum
distributed across octave bands. These two spectral approaches were applied with
distinct purposes depending on the simulation goal. The flat spectrum was employed
for auralization tasks, where the aim was to evaluate the perceptual influence of the
room’s acoustic response independently from the source’s spectral characteristics.
Conversely, the octave-band spectrum was used to obtain accurate SPL values and
to calculate the corresponding sound power levels, both unweighted and A-weighted.
This dual strategy made it possible to balance analytical control and perceptual
realism according to the context. This method allowed for greater versatility in the
simulation process in Odeon and a more comprehensive understanding of how each
source interacts with the environment. From a practical point of view, MATLAB
provided also the actual spectrum divided in the frequency bands. It reflects the
real frequency-dependent emission of each sound source and was used when a
realistic spectral profile was necessary (e.g., speech or mechanical noises). The
bandwise values were corrected to Lw using the same +11 dB rule as above.

Both the flat and real spectra were normalized to ensure the same global sound
power level. This allowed them to be used interchangeably in simulations, depending
on whether neutrality or realism was required.

5.2.6 Characterisation of the specific sound sources

5.2.6.1 HVAC noise
To acoustically define the ventilation system sources, the sound pressure levels

(SPL) in decibels (dB) were first extracted from the selected anechoic recordings
using the MATLAB procedure previously described. These SPL values were then
organized within a dedicated Excel sheet to facilitate further analysis. To evaluate
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the compatibility of the source with the acoustic standards required in library
environments, the NR 35 curve, defined by ISO 1996-2 [37] as the reference criterion
for acceptable indoor noise, was also incorporated into the spreadsheet. This curve
sets target noise limits to ensure an adequate level of acoustic comfort and minimal
distraction in spaces intended for study or concentration. Using the initial SPL
values, A-weighted corrections were applied to obtain both linear and A-weighted
sound pressure levels. The corresponding sound power levels were then derived
from these values in both dB and dB(A) units. To validate the consistency of the
spectral results, the average energy levels for both pressure and power data were
calculated, again using logarithmic summation in decibels. A spectral adjustment
was then performed by determining, for each one-third octave band, the difference
between the average A-weighted sound power level and the unweighted SPL values
computed via MATLAB. These differences were treated as correction factors. The
design constraint for the ventilation system noise in the library imposed a maximum
emission level of 25 dB(A). This value was incremented by the previously calculated
correction factors in order to reconstruct a spectrum that met both the NR 35
standard and the project’s acoustic requirements. The resulting bandwise pressure
levels were then converted back into sound power levels, yielding a relative average
of 51.7 dB. Finally, a 10 dB reduction was applied to this average level to account
for additional design constraints or margin adjustments, resulting in a final average
sound power level of 41.7 dB. This spectrum was ultimately used to characterize
the ventilation source within the Odeon simulation environment.

5.2.6.2 Intelligible and unintelligible speech noise
To simulate background conversational noise within the library environment,

different types of buzz sources were implemented, each designed to reflect specific
acoustic and spatial conditions. A preliminary distinction was made between
intelligible speech sounds and generic background buzz, corresponding to varying
levels of clarity and engagement among occupants. For the simulation of intelligible
speech, comprising both the intelligible speech and the equivalent phrases, the
built, in natural source object available in Odeon [32] was employed. This source
type reproduces speech signals using temporally and spectrally dynamic patterns,
avoiding the repetitive playback of a static WAV file. As a result, natural sources
are particularly well-suited to model individuals engaged in intelligible conversation,
such as seated users at tables or speakers addressing others in shared spaces. They
also streamline the auralization process by mitigating potential artifacts linked
to waveform looping. In particular, the BB93_Normal_Natural source type was
selected, which emulates a male speaker using a typical vocal effort. According
to Odeon’s documentation, when this source type is used, both the gain and EQ
parameters in the Point Source editor should be set to zero to ensure spectral
accuracy. Moreover, it provides a reasonable approximation of a female voice as
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well, provided that the 63 Hz and 125 Hz bands are excluded from the analysis, due
to their limited relevance for higher-pitched voices [32]. For the intelligible sources,
i.e. intelligible speech and equivalent sentences, the sound pressure levels were first
analyzed using the previously described MATLAB script. The SPL values in octave
bands were then imported into an Excel spreadsheet, where the corresponding
sound power levels (Lw) were computed. Gain adjustments were subsequently
applied to reach the desired levels for each source. Specifically, the intelligible
speech source was assigned a global sound power level of 64.9 dB, representing
collective low-level conversation. Conversely, the equivalent phrases source, based
on standardized speech material, was set at 56.0 dB, reflecting more isolated or
subdued vocal input.

For the simulation of generic buzz, intended to represent a more diffuse, less
intelligible background buzz such as that produced by a large number of people
speaking simultaneously in low voices, different methods were adopted. In this case,
surface sources were used considering the spatial distribution required. One such
source was created using an anechoic recording of background buzz acquired from
a previous project. In this case, the output levels were adjusted manually using an
appropriate gain correction. Following SPL analysis and power level computation,
the overall level for the generic buzz was intentionally increased, reaching a global
Lw of 73.9 dB. This elevated level was chosen to simulate a denser crowd and
increase the perception of occupancy within the simulated library space. In the
present study, the acoustic environment of the library was simulated to represent
the full occupacy of the building which is approximately 1200 people.

By combining both types of sources, those with intelligible speech content and
those with diffuse buzz, it was possible to achieve a more realistic and immersive
acoustic environment. The layered approach reflects both localized intelligible
communication and broader, less directional conversational background noise.

5.2.6.3 Noise from traffic
To properly represent the contribution of traffic noise in the simulation, a

dedicated method was developed to estimate its indoor acoustic effect based on
rooftop measurements and building transmission characteristics. Unlike other
sound sources used in the simulation, the traffic signal was recorded on the roof of
the building, making it necessary to consider the transmission effects of the roofing
material in order to obtain a realistic estimation of its indoor impact. The initial
step involved processing the recorded sound pressure levels (SPL) using a MATLAB
script, from which the external noise levels in decibels (dB) were obtained. Since
the signal had to pass through the roofing system before reaching the interior
space, an acoustic correction was applied to account for the material’s insulating
performance. The indoor sound level Lint was estimated from the outdoor SPL
Lext, using the following relationship:

61



Methodology

Lint = Lext − R + 10 log10

3
S

Atot

4
(5.8)

Where:

• Lint is the estimated internal sound level (in dB),

• Lext is the external sound level recorded on the roof (in dB),

• R is the sound reduction index of the roof material (in dB),

• S is the surface area through which sound is transmitted (m2),

• Atot is the total sound-absorbing area inside the room (m2).

The term R accounts for the attenuation introduced by the roof, while the
ratio S

Atot
adjusts the sound level according to the relationship between transmitted

energy and the room’s total absorptive surface. This approach captures both the
barrier effect of the roof and the acoustic characteristics of the interior space. In this
case, the roof was composed of polycarbonate panels, selected primarily for their
transparency and ability to enhance natural lighting. However, polycarbonate has
relatively poor acoustic performance in terms of sound insulation and absorption,
which was taken into account in the analysis. Once the internal sound pressure
level was estimated, it was used to calculate the corresponding sound power level
LW by applying the following expression:

LW = LP + 10 log10(Atot) − 6 (5.9)

Where:

• LW is the sound power level (in dB),

• LP is the internal sound pressure level, assumed equal to Lint,

• Atot is the sound-absorbing area (m2),

• −6 dB is a constant used to compensate for roof transmission losses and other
correction factors.

This methodology made it possible to assign realistic values to the traffic noise
sources in the simulation. The final calibrated power levels assigned in Odeon were:

• 69.4 dB for the first subdivision of the traffic source,

• 56.6 dB for the second,

• 55.5 dB for the third.
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These values account for both the insulation properties of the building’s roof
system and the distribution of the sound energy within the interior environment.

5.2.6.4 Noise generated by pages-turning, pen-clicking and
notifications of personal electronic devises

The sound generated by clicking pens, turning pages and notifications from
mobile phones was recorded in an anechoic environment at the Politecnico di Torino
to eliminate any reflections or environmental interference, as previously described.
The recording was then processed using a customised MATLAB script in order to
extract the sound pressure level (SPL) values across octave frequency bands. These
SPL values, expressed in decibels (dB), provided a detailed representation of the
spectral content of the noise. Following this, the spectral pressure data were used to
calculate the corresponding sound power levels, as reported in the previous section.
This step was carried out according to the standardized procedure outlined in the
general methodology, which ensures the correct conversion from pressure-based
to power-based acoustic descriptors, taking into account the acoustic absorption
properties of the receiving environment. The outcome of this process yielded an
average power level of 42.2 dB per one-third octave band. When integrated over
the full spectrum, this resulted in a total sound power level of 51.2 dB, which was
subsequently used to define the source parameters within the Odeon simulation
environment.

5.2.6.5 Noise generated by footsteps
To realistically recreate the dynamic acoustic conditions of a traditional library,

several moving sound sources were implemented in the simulation: a person
descending a staircase (source S8) and 9 individuals walking across the floor (sources
denominated as S9). Since Odeon does not currently support true animated source
movement, an alternative solution was developed. Multiple point sources were
placed in succession along the intended path, spaced closely enough to simulate
continuous motion. For the simulations of walks at normal speed, the sources were
aligned along straight linear paths across the floor, while for S8, the arrangement
followed a vertical profile, with discrete points positioned at different elevations to
represent individual stair steps. This layout was designed to emulate the natural
progression of a person walking down a staircase, providing both horizontal and
vertical acoustic variation. The footstep sounds were recorded via MIDI input and
then segmented into smaller audio units. Each segment was assigned to a different
point source along the path. Temporal offsets were introduced between segments
to simulate progression in time. Once the sequence was defined, the sounds were
convolved and mixed to create a seamless acoustic impression of a moving person.
To define the correct sound power level values for the simulation, the sound pressure
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levels were first analyzed in MATLAB, following the general procedure previously
described. For sources S9, which were associated with medium-paced walking, the
resulting sound pressure and power levels were initially higher than desired due
to the nature of the MIDI input. To bring them in line with realistic values, a
correction gain of –57 dB was applied, leading to a final sound power level of 45.7
dB. Similarly, for source S8, representing faster steps down the stairs, the initial
power level was also high and was corrected using the same gain adjustment. The
resulting final level assigned in Odeon was 46.7 dB.

5.2.7 Job configuration
To ensure realistic and spatially consistent auralisations within the simulated
library environment, it was necessary to calculate individual acoustic responses
between each sound source and a fixed receiver position. This approach allowed for
precise control of the direct and reflected sound components arriving at the listener,
ensuring that each element of the auditory scene was properly represented. In
Odeon 18, this task is managed through the use of Jobs, simulation instances that
define the interaction between specific sources and receivers [32]. For each sound
source used in the project, a dedicated job was created and configured. These
included conversational buzz (both intelligible and unintelligible), sounds of turning
pages and writing, multiple walking paths, stair descent, ventilation noise, various
traffic positions, and individually treated speaker pairs. Each job was set up to
compute the impulse response between a single source and the designated receiver.
Since spatial averaging or multi-point calculations were not required in this case,
only single-point response configurations were used. Within the Odeon job interface,
jobs were initialized by naming them and selecting source–receiver pairs, as shown
in Figure 5.29. To ensure accurate directional behavior, each sound source was
explicitly oriented toward the receiver assigned to that job applying the appropriate
orientation angle, as shown in Figure 5.14. Sources were manually activated for
each job through the dedicated controls, and simulations were executed using the
Run Single Job or Run All Jobs functions. A successful computation was visually
confirmed when the job status indicator turned green. Once the simulations were
completed, the Single-Point Response viewer was employed to analyze the output
for each job. This tool, illustrated in Figure 5.30, provides a set of diagnostic
visualizations, including:

• Frequency-band bar graphs displaying SPL and other parameters;

• Tabulated acoustic metrics such as EDT, T20 and C80;

• Energy decay curves illustrating the reverberation profile;
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• Graphs showing how energy is distributed temporally and spatially in the
room;

• Reflection-related analyses: reflection density, reflectograms, and 3D reflection
trajectories;

• Binaural Room Impulse Response (BRIR) visualizations;

• Dynamic Diffusivity Curves (DDC);

• Dietsch echo curves, used to assess perceived echo risk.

For the purposes of source calibration, particular attention was paid to the
A-weighted SPL values. These were extracted from the bar charts and tables,
compiled into a comparison sheet, and used to identify inconsistencies. Sources that
produced excessive or insufficient sound levels were then corrected by adjusting
the gain applied during the job setup, ensuring perceptual uniformity across all
simulated signals.

Figure 5.29: Odeon interface and Job creation.
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Figure 5.30: Odeon interface and Single-Point Response panel.

5.2.8 Anechoic audio samples
The auralisation phase of the simulation was carried out using anechoic recordings
representing various typical sound events within the library environment. These
included isolated footsteps, different configurations of conversational buzz (both
intelligible and unintelligible), noises from pens, turning pages and mobile devices,
ventilation system activity and external traffic noise. Each of these recordings was
processed by convolving it with the room’s impulse response, previously computed in
Odeon for specific source–receiver combinations. This convolution process produces
an audio signal that reflects the acoustic characteristics of the modeled space, such
as reflections, reverberation and possible echo components, perceived at the receiver
position. The acoustic impulse response characterizes how a given environment
shapes sound propagation at a specific receiver location and orientation. It includes
the acoustic effects of the environment, such as direct sound, early reflections, and
late reverberation, as perceived at the receiver position. In this study, all impulse
responses were generated through Odeon’s simulation engine and correspond to
specific job configurations defined earlier. For each auralisation, a single receiver
position was selected, and particular attention was paid to its orientation, as
this parameter significantly influences the perceived directionality and realism
of the reproduced sound. The impulse response used for each convolution was
retrieved from the corresponding job entry, ensuring consistency between the spatial
setup and the simulated acoustic environment. To ensure consistency across all
auralisations and enable direct comparison between sources, all audio files were
standardized to a sampling rate of 44.1 kHz. The original input signals, captured
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at 44.1 kHz, were later resampled to 48 kHz in order to meet the specifications of
ambisonic convolution rendering. This step ensured that all signals were compatible
with the convolution process and maintained consistent time resolution and fidelity
across playback systems.

5.2.9 Convolver and Mixer tools in Odeon
To apply auralisation to specific source–receiver configurations within Odeon, the
Convolver and Mixer modules were employed [32]. These components facilitate the
generation and combination of convolved audio files by associating preprocessed
impulse responses with anechoic recordings. The convolution operation involves
processing an input signal, typically an anechoic sound recording, through the
room’s impulse response to obtain an output signal that simulates the acoustical
characteristics of the modeled space.

The Convolver interface is located on the left side of the auralisation window
in the software and shown in Figure 5.31. It allows users to manually assign an
audio file to a simulation job by selecting the signal path, audio file, channel (in
case of multichannel recordings), and calibration settings. The calibration option
can be enabled to match the input to a predefined A-weighted reference level,
promoting consistency across different recordings [32]. Each job line corresponds
to a source–receiver pair for which the convolution is computed. On the right
side of the same window lies the Mixer, which enables the user to combine several
convolved results into a single output file. This is particularly useful for simulating
complex acoustic scenarios such as environments with multiple active sound sources.
The mixer allows many convolutions, provided they share the same receiver and
orientation. Within the mixer, each convolution can be delayed and level-adjusted
individually to avoid artifacts such as unwanted overlapping or echo buildup.
To streamline the otherwise manual process of assigning multiple sound files to
their respective sources, the Multi-source/signal auralisation expert feature was
utilized. This tool enables batch configuration by letting the user define a mix,
select a receiver and its direction, and then associate each listed source with a
corresponding sound file, as illustrated in Figure 5.32. Once defined, the selected
files are automatically assigned and the software performs the necessary convolution
calculations. Each mix is defined by a short description and includes delay settings,
source gain, maximum output level, record levels and file association fields. The
final mixes were computed and exported for playback in ambisonic environment
and further evaluation. For the purposes of the project, the following mixes were
defined and generated:

• a mix containing only the ventilation system-related sources;

• a mix containing only the traffic-related sources;
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• a mix containing only the unintelligible speech sources;

• a mix containing only the intelligible speech sources; simulating a conversation
between two people;

• a mix containing only the intelligible speech sources given by the equivalent
sentences in 6 acoustically equivalent versions;

• a mix containing only the sources simulating the noise from pens, pages and
mobile devices;

• separate mixes for each of the moving sources (S8 and S9), allowing full-step
sequence evaluation.

These configurations made it possible to verify the realism of the simulations,
particularly for dynamic elements like footsteps, and to ensure that the combined
output conveyed a coherent and spatially plausible acoustic experience.

Figure 5.31: Odeon interface of the Convolver and the Mixer panels.
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Figure 5.32: Odeon interface of the Multi-source/signal auralisation expert.

5.2.10 Auralisation of the simulated sounds
The term auralisation refers to the process of rendering audible a simulated acoustic
environment, allowing the listener to perceive how a specific sound would be
experienced in a defined spatial context [22]. This is typically achieved by convolving
an anechoic sound recording with a measured or simulated room impulse response
(RIR), thus reproducing the spatial and spectral characteristics of the chosen
environment. Through this process, it becomes possible to virtually place a sound
source within a modeledace and to evaluate how it would be perceived from a given
listener position. In the present project, auralisation was carried out using Odeon
18, but instead of generating binaural output for headphone playback, as commonly
done in subjective listening tests, ambisonic rendering was adopted to allow spatial
reproduction over a loudspeaker array or through a virtual reality environment.
This approach enables three-dimensional spatialisation of the sound field, making
it suitable for immersive simulations of complex acoustic environments such as
the New Civic Central Library of Torino. The simulated soundscape included all
defined sound sources within the model, and the auralised signals were generated
for multiple receiver positions. Odeon provided directional room impulse responses,
which were then encoded into an ambisonic format, preserving spatial cues across
the horizontal and vertical planes. Unlike binaural playback, which collapses the
spatial image into two channels tailored to the human head-related transfer function
(HRTF), the ambisonic output supports a more flexible and immersive reproduction,
adaptable to different playback systems.

5.3 Composition of the final mixes
Once the convolution has been done, a set of audio tracks was carefully composed
and structured using the Reaper digital audio workstation, as shown in Figure 5.33.
Each track had a fixed length of three minutes, a duration chosen to balance the
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need for participant adaptation and the execution of the cognitive tasks. The sound
material was organised using a system of time-structured matrices. Each matrix
represented a different cognitive noise condition and was tailored for each of the five
receiver positions considered in the simulation, as shown in Table 5.2 - Table 5.7.
These matrices, structured in 20-second intervals, allowed precise control over the
temporal arrangement of the various audio elements across the full duration of the
stimulus, guaranteeing at the same time an equal overall sound pressure level.

Figure 5.33: The set of audio tracks of the different sound sources imported to
the software REAPER.

Some sources such as traffic noise, ventilation, unintelligible speech and in-
telligible speech given by overlapping two-person speech were intended to play
continuously throughout the test. To ensure consistency in these long-duration
signals, the original recordings were seamlessly looped using cross-fading techniques,
avoiding noticeable repetitions or abrupt transitions. Other elements, particularly
those representing transient events like footsteps or sentence fragments, followed
different logic. Footstep sources were arranged in alternating patterns, with 20-
second active segments followed by 40 seconds of silence. These patterns were
systematically varied across the six tracks to avoid repetition and predictability. In
a similar way, the equivalent sentence recordings were introduced in short bursts
of 20 seconds, interspersed with silent intervals. These were deliberately mixed in
non-identical combinations across the test conditions in order to prevent from any
duplication of acoustic patterns within the same receiver channel. A key design
principle was to assign the equivalent sentence source to nearest point to each
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receiver position, ensuring acoustic plausibility.

Table 5.2: Structure of the matrix applied to generate the 3-minute sound file for
Track 1.

TRACK 1 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of the second row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of the second row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)

Table 5.3: Structure of the matrix applied to generate the 3-minute sound file for
Track 2.

TRACK 2 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of first row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of first row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)
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Table 5.4: Structure of the matrix applied to generate the 3-minute sound file for
Track 3.

TRACK 3 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of first row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of first row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)

Table 5.5: Structure of the matrix applied to generate the 3-minute sound file for
Track 4.

TRACK 4 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of first row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of first row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)
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Table 5.6: Structure of the matrix applied to generate the 3-minute sound file for
Track 5.

TRACK 5 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of first row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of first row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)

Table 5.7: Structure of the matrix applied to generate the 3-minute sound file for
Track 6.

TRACK 6 Source Name 20" 20" 20" 20" 20" 20" 20" 20" 20"

S1, S2 - 1 surface source and 2 line sources HVAC

S3 Traffic

S4 Unintelligible speech

S5 - 9 distributed point sources intelligible speech

S6 - 1 point source close to each receiver Equivalent sentences

S7 - 1 point source close to Receiver 1 Pages, pens, etc.

S8 - 35 point sources in a row Footsteps (people going down the stairs)

S9 - 14 point sources of first row Footsteps (walk 1)

S9 - 14 point sources of the second row Footsteps (walk 2)

S9 - 14 point sources of first row Footsteps (walk 3)

S9 - 14 point sources of first row Footsteps (walk 4)

S9 - 14 point sources of the second row Footsteps (walk 5)

S9 - 14 point sources of first row Footsteps (walk 6)

S9 - 14 point sources of first row Footsteps (walk 7)

S9 - 14 point sources of the second row Footsteps (walk 8)

S9 - 14 point sources of first row Footsteps (walk 9)
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5.4 Sound pressure levels of the final mixes
Once the sound power levels had been assigned to each source, using the methodol-
ogy described in the previous sections, Odeon computed the convolution between
the source signals and the room impulse responses for each receiver. This opera-
tion yielded spatialised signals from which the global A-weighted sound pressure
levels (SPLs) were extracted. To achieve both perceptual realism and analytical
accuracy, the simulation was performed in parallel on two identical 3D models
within Odeon. The only difference between them was the spectral content of the
sources. In the first model, all sources were configured with flat spectra, ensuring
uniform energy distribution across octave bands. This configuration was specifically
used for generating faithful auralisations. In the second model, sources retained
their real spectral profiles, obtained from prior analysis of the anechoic recordings,
guaranteeing the same values of the sound power levels between the two models.
This allowed the estimation of more accurate global SPLs at each receiver. The
global A-weighted SPLs obtained from the two models (flat vs. real spectrum) are
reported for each receiver in Figure 5.34 and Table 5.8.

Figure 5.34: Comparison of global sound pressure level between flat spectrum
and octave-band frequency spectrum for each receiver.

It can be notices that there are only very minor differences, with deviations
between corresponding receivers remaining well within a perceptually negligible
range (typically less than 3 dB(A)). This demonstrates that, under consistent
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calibration, flat-spectrum and real-spectrum models can yield almost equivalent
energetic outcomes, validating the methodological choice to employ flat spectrum
signals for perceptual evaluation, i.e. the auralised mixes, while relying on real-
spectrum signals for quantitative acoustic assessments such as SLP. While the
absolute values differ slightly, the variation is sufficiently small to be considered
negligible for most practical purposes. Both versions are nonetheless included in
the documentation for comparative purposes and completeness.

Table 5.8: A-weighted sound pressure levels (SPL) for each individual source, as
well as for the combination of all sources, were obtained at each receiver position
using the 3D Geometrical Acoustics (GA) model implemented in Odeon 18.

Source
No.

Source
Name

Source
Type

SPL with flat
spectrum, dB(A)

SPL with octave
band spectrum, dB(A)

R1 R2 R3 R4 R5 R1 R2 R3 R4 R5

1 HVAC Surface 17.0 22.4 14.1 15.3 28.2 14.3 19.0 11.1 13.1 24.4

2 HVAC Line (2 above the
balconies) 28.2 15.9 22.0 16.3 3.3 15.3 13.7 17.9 14.0 0.3

S1.3, S2.3,
S3.3 Traffic Surface 38.0 32.0 34.4 37.4 36.0 27.9 23.0 24.2 27.2 24.4

4 Unintelligible
speech Surface 45.4 50.0 48.3 48.8 62.9 44.3 47.7 46.1 46.8 60.8

5
intelligible
speech

Point (9 dis-
tributed) 47.6 46.8 48.0 48.0 55.0 47.6 46.8 48.0 48.0 55.0

6 Equivalent sen-
tences

Point (1 close to
each receiver) 41.2 42.6 40.8 45.1 47.5 41.2 42.6 40.8 45.1 47.5

7 Pages, pens, etc. Point (1 close to Re-
ceiver 1) 27.7 22.5 29.0 25.2 11.7 29.9 25.0 31.3 27.6 12.6

8
Footsteps (peo-
ple going down
the stairs)

Point (35 in a row) 36.2 31.2 33.0 42.1 19.5 36.5 31.9 33.0 41.4 19.7

9 Footsteps (peo-
ple walking)

Point (14 for two
rows) 38.8 41.0 37.1 38.6 49.0 37.9 39.6 36.0 37.7 47.2

1, 2, S3.1,
S3.2, S3.3,
4, 5, 6, 7,
8, 9

All sources - 50.8 52.5 51.8 52.9 63.7 50.2 51.2 50.8 52.0 61.8

In addition, the octave-band representations of SPL for each configuration were
also plotted in Figure 5.35 to offer a more detailed spectral analysis and facilitate a
frequency-by-frequency comparison of the resulting sound fields. The graph displays
the sound pressure levels (SPL) recorded by the five receivers (R1–R5) across octave
bands ranging from 63 Hz to 8000 Hz. As can be seen, all receivers exhibit a similar
trend, with a peak between 250 Hz and 500 Hz, which is consistent with the presence
of sources such as intelligible speech and HVAC systems. The lower frequency
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bands (63–125 Hz), while less prominent, suggest potential contributions from
traffic noise or mechanical equipment. Receiver R5 stands out with significantly
higher SPL values across all frequencies, particularly above 250 Hz. This can
be attributed to its position inside a semi-toroidal, enclosed section of the space,
where a high level of generic background noise is present. Additionally, the graph
includes the spectrum for Richelieu library in Paris, which presents a distinct profile
compared to the other receivers. Its SPL values are generally lower in the mid
and high frequency bands (500 Hz and above), with a noticeable gradual decline
starting from 500 Hz up to 8000 Hz. This pattern suggests a quieter and more
acoustically controlled environment, with fewer high-frequency components such
as speech or mechanical noise. The elevated value at 63 Hz, however, indicates a
possible presence of low-frequency background noise, potentially from mechanical
system. Overall, Richelieu appears to represent a more acoustically insulated area,
less affected by human activity and airborne noise sources.

Figure 5.35: Sound pressure levels with octave-band frequency spectrum for each
receiver and a comparison with the spectrum of Richelieu library in Paris.

5.5 Calibration of the mixes
Once the six final audio mixes for each receiver had been generated, a calibration
phase was carried out at the Audio Space Lab of Politecnico di Torino, with the aim
of reproducing the sound pressure levels consistent with those calculated using the
octave-band spectrum in Odeon, which was considered more acoustically faithful.
The Audio Space Lab is equipped with a high-resolution ambisonic playback system
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consisting of 16 loudspeakers arranged in a spatial array to provide immersive
multichannel audio. At the center of this reproduction space, a measurement
microphone was placed and calibrated using a reference sound level calibrator. A
calibration recording was created specifically for the day of testing, to ensure that
the microphone response reflected the exact environmental conditions during the
calibration session. Once the microphone had been calibrated, each mix was played
back in the room and the microphone captured the resulting audio signal. This
signal, transmitted via an audio interface, was analyzed in real time by a custom
MATLAB script, which computed the SPL value received and compared it to the
target level derived from the Odeon simulations. The script then returned the gain
adjustment necessary to bring the playback level in line with the expected value.
The new gain was applied, and the audio was played again. If the resulting SPL still
deviated from the target, the process was repeated: the signal was re-recorded, a
new gain calculated, and the audio played again. This iterative procedure continued
until the SPL measured by the microphone matched the expected value. In this way,
each mix was individually calibrated to achieve the desired sound pressure level at
the listener position, ensuring accurate alignment between simulated acoustic data
and physical playback conditions in the ambisonic environment.

5.6 Testing environment
A total of 50 individuals, aged between 20 and 61, participated in the experimental
session. The cognitive tests were conducted inside the Audio Space Lab (ASL), a
specialized facility located within the Department of Energy at the Polytechnic
University of Turin. Figure 5.36 illustrates the ASL which has dimensions of
approximately 5.45 meters by 2.67 meters, with a height of 2.43 meters. Thanks
to the sound absorption treatment, the environment offers a controlled acoustic
response with an average reverberation time of around 0.17 seconds across the
critical frequency range (250 Hz to 4 kHz), ensuring ideal listening conditions for
experimental audio [38]. Additionally, the background noise level at the listening
position remains extremely low, between NR 10 and NR 15 for frequencies below 1
kHz, providing an acoustically neutral setting well-suited to psychoacoustic and
cognitive testing. The ASL is equipped with a third-order ambisonic loudspeaker
array made up of 16 Genelec 8030B speakers for mid-to-high frequencies (90 Hz to
20 kHz) and two Genelec 8351A speakers dedicated to low-frequency reproduction
(30 Hz to 90 Hz), as shown in Figure 5.37. The speakers are arranged in a spherical
formation centered on the listener’s position, allowing for precise and immersive
spatial audio rendering. This setup was used to simulate the library acoustic
environment during the listening tasks. The use of this room, rather than an
anechoic chamber, was deliberate; it offers a high level of acoustic control while
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preserving a degree of naturalness in the auditory experience, an important factor
in studies aiming to replicate realistic listening conditions.

Figure 5.36: A photography of the Audio Space Lab, reported by [39].

Figure 5.37: (a) The plan of the Audio Space Lab with the audio system. The
red sign indicates the position of the listener. (b) A 3D model of the Audio Space
Lab with the spherical 16-speaker array, reported by [40].

5.7 Cognitive tests
Each test lasted approximately one hour per participant and focused on a single
simulated receiver position (R1, R2, R3, R4 or R5). The experimental procedure
followed a structured protocol, illustrated in Figure 5.38, and was organized into
three main phases:
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1. Phase 1 – Preliminary assessments
The first stage included a short introduction of the library and the experiment,
followed by three standardized tests: a personal questionnaire, a noise sensi-
tivity test, and a noise disturbance test. These assessments were designed to
capture baseline information about each participant’s relationship with sound.
The duration of each test is listed in Figure 5.38.

2. Phase 2 – Cognitive tasks in silence
In the second phase, participants performed six cognitive tasks while exposed
to different audio scenes reproducing the simulated soundscape of the library.
These tasks were designed to measure cognitive domains such as attention,
verbal processing, memory and response speed. The tests included:

• Silent reading of a 15-word list
• Reading aloud a written passage
• Trail Making Test (TMT)
• Semantic Verbal Fluency Test (SVFT)
• Reaction time task using the Open-Source Open-Access Reaction Time

Test (OORTT)
• Free recall of the words from the task A

When it comes to the tasks C and E, a short training session of one minute
preceded the task to ensure familiarity.

3. Phase 3 – Cognitive testing under noise exposure
In the second stage, participants repeated the same six cognitive tasks, this
time listening to the simulated soundscape of the library. No prior training
was need anymore because the participant have already been familiarized with
the tasks. As with the earlier phase, a time of 2 minutes and 30 seconds was
given for completion of each task. Differently from the phase without sound
stimulus, this phase did not considered a 30-second acclimatization period
before the start of the tasks.

The second and third phases followed the same structure, differing only in the
acoustic condition—noise versus silence. The silent phase served as a baseline for
evaluating the impact of noise exposure on cognitive performance. To avoid order
effects and ensure balanced task sequencing across sound conditions, a predefined
matrix was used to randomize the order of cognitive tasks for each participant. This
matrix, shown in Table 5.9, was applied consistently across both noise and silent
phases, maintaining structural consistency while minimizing potential learning
or fatigue biases. Moreover, to implement randomization while maintaining task
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equivalence, two different test versions (Test A and Test B) were created. These
versions consisted of highly similar tasks of the same type and cognitive demand,
ensuring comparability across participants and conditions. In order to introduce
variability in the listening experience, the sound sequences were randomized, as
well, as shown in Table 5.10.

Figure 5.38: The structured protocol of the cognitive tests.

This procedure was consistently applied across all receivers and participants.
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Each subject listened to six distinct tracks containing the same auditory content, but
differing in the temporal arrangement of the sounds. These files were specifically
tailored to each receiver and composed of short audio segments, each lasting
approximately 20 seconds, as described previously and shown in Table 5.2-Table 5.7.
These segments were repeated several times and altered with silent intervals, whose
placement varied across files. Although the acoustic content as well as the sound
pressure level of the audio remained unchanged, the sequence of sound and silence
differed in each file, ensuring variation without altering the overall structure.

Table 5.9: The matrix used for the randomization of the order of cognitive tasks
for each participant.

Participant Test A When? Test B When?

1 - 7 - 13 - 19 - 25 - 31
- 37 - 45 Noise 2 (second) Quietness 1 (first)

2 - 8 - 14 - 20 - 26 - 32
- 38 - 46 Noise 1 (first) Quietness 2 (second)

3 - 9 - 15 - 21 - 27 - 33
- 39 - 47 Noise 2 (second) Quietness 1 (first)

4 - 10 - 16 - 22 - 28 -
34 - 40 - 48 Quietness 1 (first) Noise 2 (second)

5 - 11 - 17 - 23 - 29 -
35 - 41 - 49 Quietness 2 (second) Noise 1 (first)

6 - 12 - 18 - 24 - 30 -
36 - 42 - 50 Quietness 1 (first) Noise 2 (second)

Table 5.10: The matrix used for the randomization of the order of the tracks for
each participant.

Participant Task A Task B Task C Task D Task E Task F
1 - 7 Track 1 Track 2 Track 3 Track 4 Track 5 Track 6
2 - 8 Track 2 Track 3 Track 4 Track 5 Track 6 Track 1
3 - 9 Track 3 Track 4 Track 5 Track 6 Track 7 Track 8
4 - 10 Track 4 Track 5 Track 6 Track 1 Track 2 Track 3

5 Track 5 Track 6 Track 1 Track 2 Track 3 Track 4
6 Track 6 Track 1 Track 2 Track 3 Track 4 Track 5
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5.7.1 Introduction of the project to the participants
The session began with an introductory presentation aimed at familiarizing partici-
pants with the library project. This introduction included visual renderings of the
main architectural spaces and highlighted the distinctive features of the contem-
porary library in contrast to traditional models. During this phase, participants
were encouraged to ask questions and engage in discussion regarding aspects of
the project that captured their interest. Following this, the testing protocol was
outlined: participants were shown a floor plan indicating the positions of both
receivers and sound sources, providing spatial context for the upcoming auditory
simulations. The sequence of tests was then explained in detail. It began with
assessments focused on individual sensitivity to noise and perceived disturbance,
followed by a series of six cognitive performance tasks, each to be completed under
both quiet and noisy conditions to examine the potential influence of sound on
attention and comprehension. Finally, QR codes and direct links were provided for
accessing the personal questionnaires required for the test phase.

5.7.2 Introductory participant personal survey
The personal questionnaire is designed to collect essential background information
from each participant. This includes demographic details such as age, gender,
and native language, as well as any self-reported visual or hearing impairments.
Additional questions address participants’ acoustic familiarity or expertise, along
with their current professional field. To preserve anonymity throughout the testing
process, each individual is identified by an alphanumeric code (e.g., ASL 1, ASL 2,
etc.) entered at the start of the session.

5.7.3 Noise sensitivity test
The assessment of how individuals respond to everyday environmental sounds can
be carried out using a tool known as the WNSS, or Weinstein Noise Sensitivity
Scale. Rather than measuring objective hearing ability, this questionnaire focuses on
subjective sensitivity, that is, how easily a person becomes disturbed or distracted
by common noise events. Participants are asked to express their level of agreement
with a set of noise-related statements, each scored on a six-level Likert scale. These
statements explore reactions to various auditory scenarios, such as disturbances
at home, in public spaces, or during moments of concentration. The instrument,
developed by Marvin Weinstein in 1978, was originally published in English but has
since undergone multiple linguistic and cultural adaptations, including an Italian
version created through a careful translation and validation process to ensure
conceptual fidelity and psychometric robustness. This adaptation not only involved
literal translation but also adjustment of content to match cultural references

82



Methodology

and expectations [41]. In terms of scoring, each response is assigned a numerical
value. For items that are phrased negatively (i.e., where agreement implies lower
sensitivity), scores must be reversed to maintain consistency across the scale. The
final outcome is a cumulative score representing overall noise sensitivity: the higher
the total, the greater the individual’s predisposition to find noise intrusive or
bothersome in daily life.

Table 5.11: The questions representing the Noise Sensitivity Test, formulated in
Italian language.

N° Question (Affermations)
1 Non mi dispiacerebbe vivere in una strada rumorosa se avessi un

bell’appartamento.
2 Oggi sono più sensibile al rumore di quanto lo fossi in passato.
3 Nessuno dovrebbe infastidirsi se qualcuno alza lo stereo a tutto volume

una volta ogni tanto.
4 Quando sono al cinema, sentire bisbigliare e scartocciare caramelle mi

disturba.
5 Sono facilmente svegliato dal rumore.
6 Se c’è rumore nel luogo dove studio, cerco di chiudere la porta o la finestra

o di spostarmi da un’altra parte.
7 Mi irrito quando i miei vicini fanno rumore.
8 Mi abituo alla maggior parte dei rumori senza troppa difficoltà.
9 Qualche volta i rumori mi innervosiscono e mi irritano.
10 Perfino la musica che normalmente mi piace mi dà fastidio se provo a

concentrarmi
11 Non mi infastidirebbe ascoltare i rumori quotidiani dei vicini (rumori di

passi, acqua corrente, etc.)
12 Quando voglio stare da solo, mi disturba ascoltare i rumori provenienti

dall’esterno.
13 Riesco a concentrarmi indipendentemente da ciò che mi accade intorno.
14 In una biblioteca, non mi importa se le persone parlano tra loro a patto

che lo facciano sottovoce.
15 Spesso vorrei un completo silenzio.
16 Le motociclette dovrebbero essere dotate di silenziatori più potenti.
17 Trovo che sia difficile rilassarsi in un luogo rumoroso.
18 Mi arrabbio con le persone che facendo rumore mi impediscono di addor-

mentarmi o di portare a termine un lavoro.
19 Non mi dispiacerebbe vivere in un appartamento con pareti sottili.
20 Sono sensibile al rumore.

83



Methodology

Figure 5.39: The 6-point scale for the questions of the Noise Sensitive Test.

5.7.4 Noise disturbance test
To complete the perceptual evaluation phase, participants were asked to answer a
set of questions following the playback of a segment from one of the final audio
mixes. The questionnaire, delivered in Italian to reflect the participants’ native
language, consisted of six items designed to capture subjective responses to the
acoustic scene [42]. The first item utilized a numerical rating scale to gauge
the listener’s affective reaction to the stimulus, specifically in terms of perceived
annoyance. This was implemented as a 0–10 Likert scale, where 0 represented
complete absence of annoyance and 10 indicated a highly annoying experience. The
remaining five items were structured according to the Semantic Differential Method
(SDM), a psychometric technique used to quantify subjective impressions along
bipolar adjective pairs. Each response was registered on a 7-point scale ranging
from –3 to +3, with 0 denoting a neutral or balanced perception. These items
explored psychoacoustic impressions along dimensions related to auditory texture
and spectral characteristics. The bipolar scales included the following adjective
pairs (with Italian equivalents in parentheses):

• Non-fluctuating vs. Fluctuating (non fluttuante / fluttuante)

• Smooth vs. Rough (non ruvido / ruvido)

• Dull vs. Sharp (non acuto / acuto)

• Quiet vs. Loud (non forte / forte)

• Non-whistling vs. Whistling (non fischiante / fischiante)
Through this two-part structure, anchored by both affective evaluation and

detailed auditory profiling, the test aimed to capture a comprehensive picture of
how each acoustic scene was perceived by the listener.

Figure 5.40: The 10-point scale for the question 1 of the Noise Disturbance Test.
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Table 5.12: The questions representing the Noise Disturbance Test, formulated in
Italian language.

N° Question
1 Quanto reputi fastidioso il suono che hai ascoltato?
2 Quanto reputi fluttuante il suono che hai ascoltato?
3 Quanto reputi ruvido il suono che hai ascoltato?
4 Quanto reputi acuto il suono che hai ascoltato?
5 Quanto reputi forte il suono che hai ascoltato?
6 Come definiresti la tonalità del suono che hai ascoltato?

Figure 5.41: The 7-point scale for the questions 2 of the Noise Disturbance Test.
The same type of 7-point scale was used for the other remaining questions, as well.

5.7.5 Cognitive task A - Word memorisation
In this experimental phase, verbal memory was assessed through a modified version
of a classic neuropsychological tool originally proposed by Rey in 1958 [43]. The
test, known for evaluating long-term verbal retention and learning ability, typically
requires participants to listen to a list of 15 unrelated words, carefully chosen
to avoid semantic associations and to recall them in any order. The original
procedure includes five consecutive learning trials followed by a delayed recall phase
conducted after a 15-minute interval, making it particularly effective for examining
both acquisition and memory consolidation processes. It is suitable for adults
with varied educational levels, typically between the ages of 20 and 80. For the
present study, the protocol was adapted to match the specific conditions of the
experimental setup. Because the participants were wearing headphones throughout
the test, auditory presentation was replaced by visual exposure to the word list.
Words were displayed on-screen, eliminating the need for a human examiner’s
voice. As a result, the focus was placed solely on delayed recall. After a fixed
interval, each subject was instructed to write down as many words as they could
remember from the previously shown list. Performance was quantified based on the
number of correct responses, with a scoring range from 0 to 15, as later described.
To ensure standardization and minimize learning effects between conditions, two
separate but balanced word sets (labeled List A and List B) were used. These lists,
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shown in Figure 5.42 and Figure 5.43, allowed consistent testing under varying
acoustic environments—both with and without external auditory stimuli, enabling
comparison of memory retention under different perceptual loads.

Figure 5.42: Test version A of Task A. Figure 5.43: Test version B of Task A.

5.7.6 Cognitive task B - Reading aloud task
In the second experimental task, participants’ reading speed was assessed through
an oral reading exercise. This evaluation method considers validated models for
adult reading performance, notably the frameworks established in the Advanced
MT Tests [44] and the MT-16-19 [45] protocols, which are widely used to measure
decoding fluency and accuracy beyond adolescence. These tools acknowledge that
reading proficiency continues to evolve into adulthood [46], and therefore provide
a robust basis for assessing even subtle inefficiencies. For the purposes of this
study, the test protocol was adapted to focus specifically on reading speed. Each
participant was instructed to read aloud a passage taken from "Marcovaldo" by
Italo Calvino [47], a literary work known for its linguistic complexity, specifically
the stories "Funghi in città" and "Un viaggio con le mucche". These texts are
commonly used in Italian reading assessments due to their rich vocabulary and
syntactic variety, making them effective for identifying subtle reading challenges
even in individuals with no overt impairments [48]. Reading speed was calculated in
terms of correctly pronounced syllables per second. The number of syllables in each
passage was predefined (571 for "Funghi in città", and 605 for "Un viaggio con le
mucche") and used to compute the speed score by dividing the total syllables read
by the time in seconds taken to complete the task. If the participant did not finish
within the limit of 2:30 minutes, the number of syllables read up to that point was
used for scoring. Accuracy was evaluated separately, based on the number and type
of reading errors, which included elisions, substitutions, insertions, or inversions.
More minor issues, such as accent shifts or self-corrections that preserved meaning,
were considered less severe. The reading material was extracted from a publicly
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available PDF source on Italian reading speed assessments, which included syllable
counts line by line to facilitate scoring. During the task, the passage was kept
hidden and only revealed at the start of the test. Each passage yielded two distinct
scores: one for speed (seconds per syllable) and one for accuracy (error count).
These metrics were then compared to standardized performance benchmarks [46,
49].

5.7.7 Cognitive task C - Trail making test
The Trail Making Test (TMT), originally developed by Reitan (1979), is a neu-
ropsychological assessment composed of three subtests: A, B, and G. In the present
study, only parts A and B were included, as the total testing duration was restricted
to 2.5 minutes, rendering the inclusion of the G component impractical. TMT-A
involves connecting a series of 25 numbered circles in ascending numerical order
(1 to 25) as quickly and accurately as possible. This initial subtest primarily
evaluates cognitive domains such as visual search efficiency, number recognition,
and psychomotor processing speed. In contrast, TMT-B introduces a more complex
alternating sequence. Participants are required to connect circles by alternating
between numbers and letters (e.g., 1–A–2–B–3–C, etc.), involving a total of 25
elements: 13 numbers (1–13) and 12 letters (A–L). This portion of the test is
particularly effective for assessing cognitive flexibility, task-switching ability, and
executive control functions. The test is administered on paper. Instructions are
provided verbally by the examiner before the test begins, accompanied by an
illustrative example. The test sheet is kept covered until the moment of execution,
at which point a stopwatch is started. In this experimental setup, the overall
duration allocated for the cognitive task included a one-minute training phase,
a 30-second exposure to the auditory stimulus (in the noise condition), and a
minimum of two minutes for performing the tests themselves. Both illustrative
examples were presented prior to the beginning of Part A to ensure understanding,
and no additional clarification was needed during execution due to the simplicity of
the tasks. Scoring was based on the time, in seconds, required to complete each part
of the test correctly, with interpretation adjusted according to the participant’s
age and educational background [50]. Comparing the performance in TMT-A
and TMT-B provides insight into cognitive flexibility: a significant increase in
completion time from A to B may suggest difficulties in executive functioning,
particularly in shifting attention between task components. Additionally, errors
such as sequencing mistakes or omissions, were monitored as indicators of atten-
tional deficits or impaired cognitive control. While TMT-A is related to basic
visual-motor processing speed and sequencing abilities, TMT-B is more diagnostic
of higher-order executive functions, such as working memory, inhibitory control,
and cognitive set-shifting.
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Figure 5.44: Test version A2 of Task
C.

Figure 5.45: Test version B2 of Task
C.

5.7.8 Cognitive task D - Semantic verbal fluency test
The Semantic Fluency Test (SVF) is a neuropsychological tool used to evaluate
an individual’s ability to retrieve and generate words that belong to specific
semantic categories. In this study, the test was developed based on the article
“Standardization, clinical validation, and typicality norms of a new test assessing
semantic verbal fluency” [51], focusing on two distinct semantic domains. The
primary objective of the test is to assess verbal fluency and semantic retrieval.
Prior to the test, participants were informed that they would have 2.5 minutes to
produce as many items as possible within each category. The categories used were:

• Fruits and Vegetables: participants were asked to name as many fruits and
vegetables as possible, such as “apple”, “banana”, “carrot”, “spinach,” etc.

• Articles of Furniture: participants were instructed to list objects typically
found in home furnishings, such as “chair,” “table,” “sofa,” and similar items.

During the test, all words generated were recorded by the examiner, who
also marked each word for further analysis related to its typicality, namely, how
representative the word is within its semantic category.
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Several analyses were carried out on the responses:

• Total number of correct words: This is referred to as the raw score and
represents the participant’s overall verbal fluency. Repeated or irrelevant
words were excluded from the total count.

• Word typicality: The quality of responses was evaluated based on the sample’s
mean and standard deviation in order to assess how typical each word was.

• Influence of demographic variables: Variables such as age, education level, and
gender were taken into account, as they may influence performance.

5.7.9 Cognitive task E - Open-source open-access reaction
time test

The Open-access Reaction Time Test (OORTT) is a freely available tool specifi-
cally created to evaluate reaction times (RT) through a set of brief, standardized
computerized tasks. This software-based test runs on the OpenSesame platform, an
open-source application designed for constructing and conducting experiments in
psychology and neuroscience. OpenSesame supports scripting in Python, includes
plugin support for customization, and is compatible with Windows, macOS and
Linux operating systems. In the context of this study, the required experimental
files in the .osexp format were retrieved from the OSF.io repository, where they
had been shared by Professor A. Facchin [52]. These files are directly compatible
with OpenSesame and can be executed within the program. The test setup requires
minimal effort. Once the appropriate files are downloaded, the user can launch
them by double-clicking within OpenSesame. Upon loading the test, the user is pre-
sented with a configuration screen, which allows them to adjust visual parameters
such as screen resolution, background color, and font style to ensure compatibility
with the display settings of the device used. This calibration step is essential,
as misalignment could affect the accuracy of the measurements during the task.
Additionally, this interface provides access to the full experimental script. The
complete version of the test consists of three distinct modules, each downloadable
as a separate item:

1. Simple Reaction Time (SRT): The participant is required to react as
swiftly as possible to a visual stimulus by pressing a key when a green circle
appears in the center of the screen.

2. Go/No-Go (GNG): This task assesses the participant’s ability to control
automatic responses. The participant must press a key only when a designated
“Go” stimulus is shown, while refraining from responding to the “No-Go”
signals.
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3. Four-Position Reaction Time (4PRT): In this version, participants must
quickly and accurately respond to stimuli that appear in one of four possible
screen locations.

Due to time limitations imposed by the 3-minute test duration, only the second
task, i.e. Go/No-Go (GNG), was used in this study. Participants were instructed
to press the space bar whenever a green dot was displayed on the screen and
to withhold responses when a red dot appeared, as shown in Figure 5.46 and
Figure 5.47.

Figure 5.46: Task E - Green visual
signal (press the space bar immedi-
ately).

Figure 5.47: Task E - Red visual
signal (do not do anything).

The testing procedure was designed to be straightforward and efficient. At the
start of the session, each participant entered a unique identifier (name or code).
Following this, a 1-minute warm-up phase was conducted to familiarize participants
with the task format. The main testing phase then began and lasted 2.5 minutes.
Upon completion, the final screen, depicted in Figure 5.48 presented a summary of
the participant’s performance, including average reaction time, standard deviation,
response accuracy, and the rate of false alarms.

A perfect accuracy score, i.e. 100%, indicates that the participant pressed
the space bar for every green stimulus and refrained from pressing it during all
red stimuli. The software offers a reliable and precise method for capturing RT
data and allows users to export individual reports for each session, facilitating
subsequent analysis. Because OORTT is open-source, it can be freely used by
clinicians, educators, and researchers without any licensing restrictions, making it
a highly accessible and practical tool for a wide range of experimental needs.
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Figure 5.48: Task E - Final window showing the results from the test.

5.7.10 Cognitive task F - Recall of the memorised words
from Task A

In the final part of the cognitive testing session, approximately 15 minutes after
the initial memorising phase, the participant is asked to recall as many words as
possible from the original list presented during Phase A. The list, both versions
of which are illustrated in Figure 5.42 and Figure 5.43 includes 15 items, and
performance is evaluated based on the number of correctly remembered words,
with a maximum possible score of 15. Any mistakes or omissions made during this
recall task reduce the score as the wrong words are not considered in the number
of recalled words and are recorded by the examiner for descriptive purposes or
further qualitative assessment. Participant characteristics such as age and level of
education, which are known to influence memory performance, will be taken into
account during the analysis phase to support a more accurate interpretation of the
results.
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Chapter 6

Results

6.1 Statistical analyses
The statistical analysis described in this chapter represents a crucial phase of
the research, as it enables an objective and structured interpretation of the data
collected during the experimental phase. The main goal is to identify trends,
correlations or significant differences in behavior and cognitive performance to
explore the effects of noise on task execution. Box plots were used as the primary
visualization tool, well-suited for illustrating data distribution and facilitating
comparisons across multiple variables. These plots present key descriptive statistics,
including the median, data spread, and outliers, making them ideal for analyzing
metric-scale data. In a box plot, the central box reflects the interquartile range
(IQR), encompassing the middle 50 percentile of values. The bottom and top edges
of the box represent the 25th (Q1) and 75th (Q3) percentiles, while the whiskers
typically extend to 1.5 times the IQR. Points beyond this range are identified as
outliers. Each plot also shows a solid blue line for the median and a red dashed
line for the mean. The comparison between these two lines can indicate skewness
in the data distribution. In addition to visual analysis, statistical measures such as
variance and standard deviation were calculated to assess data dispersion.

To evaluate the effects of different acoustic conditions on cognitive performance,
non-parametric tests have been used, as well. The Wilcoxon signed-rank test
assessed performance differences between noise and silence, while the Kruskal–Wallis
test evaluated differences across receiver positions, accounting for spatial acoustic
variations. These tests were chosen due to the non-normal distribution of the data
and the small sample size, which violated parametric test assumptions. A p-value
threshold of 0.05 was used to determine statistical significance. This inferential
approach complemented the descriptive data, offering a comprehensive view of the
impact of noise, space, and acoustic characteristics on performance.
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To further refine the analysis and control for individual variability, a Linear
Mixed Model (LMM) was applied. This method incorporates both fixed effects,
capturing variables consistent across the sample, and random effects, which account
for variability specific to each participant. In this study, factors such as age, gender,
test version, session order, noise sensitivity, and psychoacoustic parameters (i.g.,
fluctuation, roughness, loudness, sharpness, tonality) were included to account for
their influence. Modeling participants as random effects allowed the analysis to
isolate the effect of acoustic conditions from natural inter-individual differences,
enhancing the accuracy and interpretability of the results.

6.2 Noise sensitivity test

To investigate individual differences in responsiveness to noise, a questionnaire
consisting of 20 questions, reported in Table 5.11 was administered. Participants
rated each item on a 6-point Likert scale, shown in Figure 5.39, where each value
represented a different degree of noise sensitivity. Lower values corresponded to
minimal sensitivity, while higher values indicated greater sensitivity to auditory
disturbances.

To minimize potential response biases, such as answering patterns driven by
habit or social desirability rather than actual beliefs or experiences, a number of
questions in the questionnaire, in particular, questions 1, 3, 8, 12, 14, 15, 20, were
intentionally written in a reverse format. In these reverse-formulated items, the
meaning of the scale was inverted: for instance, selecting a low numerical value
(e.g., 1) indicated a higher sensitivity to noise, while a high value (e.g., 6) indicated
lower sensitivity. However, since these reversed questions follow an opposite scoring
logic compared to the standard items, it is necessary to convert their raw responses
during data processing. This is done by applying a transformation that re-aligns
the scoring direction with that of the non-reversed items. For example, a response
of 1 is converted to a 6, 2 becomes 5, and so on. The precise conversion of the
scores is illustrated in Figure 6.1. This correction ensures that all items contribute
to the total noise sensitivity score in a consistent way, regardless of how they were
phrased. Figure 6.1 and Figure 6.2 show the box plots of the scores of the questions
from Q1 to Q20 for all participants before and after the conversion of the reverse
questions. Only after this realignment of scores can the full dataset be analyzed
accurately, as it guarantees that higher total scores uniformly reflect higher levels
of noise sensitivity across all 20 questions.
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Table 6.1: The conversion of the scores for the reverse questions.

Figure 6.1: Box plots of the scores of the questions Q1-Q20 of the Noise Sensitivity
Test for all participants before the conversion of the reverse questions.
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Figure 6.2: Box plots of the scores of the questions Q1-Q20 of the Noise Sensitivity
Test for all participants after the conversion of the reverse questions.

After adjusting the data accordingly, a total score was computed for each
participant by summing the points from all 20 items. The minimum achievable
score was 20 (i.e., selecting the lowest value on every item), and the highest possible
was 120. This score served as a quantitative indicator of the individual’s overall
sensitivity to noise.

Firstly, to assess whether participants assigned to different receivers differed
significantly in their noise sensitivity scores, a Kruskal-Wallis test was conducted.
This non-parametric test was chosen due to its robustness in handling potential
violations of normality. The analysis revealed no statistically significant differences
among the five receiver groups, p-value = 0.825. Based on this result, it is
statistically justified to consider the entire participant pool as a single group for
the purpose of analyzing noise sensitivity.

After that, the descriptive statistical analysis was made. The overall distribution
of sensitivity scores for all participants is displayed in the box plot in Figure 6.3
and Figure 6.2. Scores ranged from a minimum of 58 to a maximum of 85, with
a mean of 73.44 and a median of 74, suggesting a symmetric distribution around
the center. The interquartile range, spanning from 70 (25th percentile) to 78 (75th
percentile), captures the majority of the responses. The standard deviation of 6.39
reflects a moderate level of variability. Although a second box plot, illustrated
in Figure 6.4 illustrates individual distributions by receiver (R1–R5), the overall
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shape of the distributions is visually similar. Based on the box plot, participants
assigned to Receiver 1 appear to be the most sensitive to noise. This is indicated by
their higher median score and a generally elevated range of values compared to the
other groups. In contrast, Receiver 2 has the lowest minimum value and the lowest
median, suggesting that participants in this group were, on average, less sensitive to
noise. The variability in R2 is also quite large, indicating diverse sensitivity levels
within that group. Receiver 3 also shows a relatively wide range, but with a median
similar to the overall sample. Receivers 4 and 5 are positioned in the middle, with
moderate medians and ranges, suggesting average sensitivity levels. However, the
lack of statistically significant differences confirmed by the Kruskal-Wallis test
supports the conclusion that noise sensitivity is uniformly distributed across the
sample.

In summary, the data suggest that participants, regardless of receiver group,
exhibit comparable levels of noise sensitivity. This statistical homogeneity strength-
ens the reliability of treating the sample as a unified group in subsequent analyses
involving noise sensitivity.

Figure 6.3: Box plot of the noise sensitivity for
all receivers together.

Table 6.2: Statis-
tical parameters for
the noise sensitivity
for all receivers to-
gether.
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Figure 6.4: Box plots of the noise sensitivity for the different receivers.

6.3 Noise disturbance test
The Noise Disturbance Test was designed to evaluate both the level of annoyance
perceived by participants and the presence of specific auditory qualities in a given
sound sample. The questionnaire consisted of two types of items. The first, labeled
Q2, asked participants to rate how annoying they found the sound on a scale from
1 (not annoying at all) to 10 (extremely annoying). The remaining items, labeled
Q3 through Q7, explored the perception of five distinct sound characteristics:
fluctuation, roughness, sharpness, loudness, and tonality. For these questions, a
bipolar scale from −3 to +3 was used, allowing respondents to express the degree
to which each characteristic was present or absent. A score of 0 represented a
neutral perception, whereas negative and positive values indicated disagreement or
agreement, respectively, with the presence of the trait in the sound. In the first
phase of the test, participants listened to the audio stimulus and evaluated it using
this structured questionnaire, reported in Table 5.12. The responses were then
analyzed both visually, through box plots, and statistically, through descriptive
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metrics.

When it comes to the analysis of the results, firstly, to assess whether the
data from the Noise Disturbance Test could be aggregated across all receivers
or if analysis should be stratified by group, a Kruskal-Wallis test was conducted
for each of the investigated parameters, i.e. annoyance, fluctuation, roughness,
sharpness, loudness and tonality. The results revealed that, with the sole exception
of loudness (p-value = 0.002), there were no statistically significant differences
between receivers for the remaining dimensions (p-value > 0.05). Consequently,
the analysis of annoyance, fluctuation, roughness, sharpness and tonality could be
conducted across the entire participant sample, while loudness required a group-wise
comparison.

Descriptive analysis was then carried out to explore the distribution of responses.
Regarding perceived annoyance, represented in Figure 6.5 and Figure 6.3, partic-
ipants tended to score toward the upper-middle portion of the scale, as shown
by a median of 6 and a mean slightly lower. This indicates a moderate level of
annoyance in response to the audio stimulus, although a degree of variability was
evident across individuals.

Figure 6.5: Box plot of the annoyance for all
receivers together.

Table 6.3: Statis-
tical parameters for
the annoyance for all
receivers together.
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In evaluating psychoacoustic characteristics, analysed with a box plot in Fig-
ure 6.6, responses for fluctuation exhibited positive values, with both mean and
median above zero. This suggests that the sound was generally perceived as fluctu-
ating. In contrast, roughness and sharpness were mostly evaluated negatively, with
medians close to −1, indicating that participants typically did not find the sound
rough or sharp. Similarly, tonality received low scores, with the median at −1,
suggesting the perceived absence of tonal qualities. Overall, fluctuation emerged as
the only positively connoted attribute among the examined sound features.

Figure 6.6: Box plots of the perception of the psychoacoustic parameters (Q3,
Q4, Q5, Q7) for all participants.

For loudness, due to the significant differences identified by the Kruskal-Wallis
test, a pairwise comparison using the Mann-Whitney test was performed between
receivers. The results indicated statistically significant differences between several
receiver pairs. Specifically, Receiver 1 differed significantly from Receivers 2 (p-value
= 0.002), 3 (p-value = 0.035), and 5 (p-value = 0.002); and Receiver 3 differed
from Receiver 5 (p-value = 0.023). These results are summarized in Table 6.4.

The analysis of the loudness box plot for the different receivers, shown in
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Table 6.4: Summary of the p-values obtained from the pairwise Mann-Whitney
test for loudness

R1 R2 R3 R4 R5
R1 - 0.002 0.035 0.143 0.002
R2 - - 0.105 0.165 0.579
R3 - - - 0.912 0.023
R4 - - - - 0.075
R5 - - - - -

Figure 6.7, confirms the findings of the Mann-Whitney tests. Receiver 1 stands out
with the lowest loudness ratings, showing a median value of approximately −1.5 and
a narrow interquartile range, indicating that participants exposed to this condition
generally perceived the sound as distinctly less loud. In contrast, Receivers 2 and 5
exhibit higher ratings, with median values above zero, suggesting a tendency to
perceive the sound as louder. Receivers 3 and 4 present more moderate ratings,
clustered around −1, indicating a less pronounced perception of loudness. These
differences are consistent with the statistically significant results identified between
Receiver 1 and the others (R2, R3, R5), as well as between R3 and R5. Overall, the
box plot highlights that Receiver 1 consistently elicited lower loudness responses.

Figure 6.7: Box plots of the perception of the loudness (Q6) for different receivers.
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6.4 Cognitive tasks
In the context of this study, the analyzed data originate from the responses provided
by participants in relation to specific tasks (Tasks A–F), which were designed to
investigate the effect of noise on cognitive performance. In particular, box plots
were produced to graphically represent the distribution of answers for each task.
The following figures in this chapter display the box plots corresponding to Tasks A
through F, offering a visual overview of the trends and dispersions observed under
both noise and quiet conditions. The analysis considered also the calculation of
means, medians, standard deviations and other relevant statistical indicators, in
order to deepen the interpretation of the results. Moreover, statistical analyses
including non-parametric tests and Linear Mixed Model was applied to verify the
significance of the observed differences.

6.4.1 Task A-F
Receiver 1

Figure 6.8 displays the box plots comparing participants’ performance in the Verbal
memory task at Receiver 1 under two environmental conditions: noise and quietness.
In this cognitive exercise participants were required to complete a word recollection
task in two distinct acoustic conditions: one with background noise and one in
silence. The descriptive statistics for Receiver 1 suggest a modest improvement
in performance when noise was present. The mean number of correctly recalled
words in the noise condition was 11.20 (SD = 3.65), compared to a slightly lower
mean of 10.40 (SD = 3.47) in the quiet condition. The median also favored the
noise condition (11 in noise versus 10 in quiet), and the interquartile range was
higher under noise (25th percentile = 10.00; 75th = 14.75) than in silence (25th =
8.25; 75th = 12.75). These descriptive trends suggest that participants may have
recalled slightly more words in the presence of background noise, and the data
distribution suggests generally better or at least comparable performance under
this condition. To determine whether this observed difference was statistically
significant, a Wilcoxon Signed-Rank Test was applied, as the sample consisted
of paired, non-normally distributed scores and the number of participants was
relatively small (n = 10). The test yielded a p-value of 0.306, which is well above
the conventional threshold for significance (p < .05). This result indicates that
the difference in performance between the noise and quiet conditions cannot be
considered statistically significant. In other words, although numerically more
participants performed better in the noise condition, this trend did not reach
significance and may simply reflect normal variability within the sample. Therefore,
it is not possible to conclude that noise has a consistent or systematic impact on
word recollection performance for this receiver group. These findings suggest that,
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at least in this case, background noise did not have a detrimental or beneficial
effect strong enough to be reliably detected through statistical analysis.

Figure 6.8: Box plot of the results of Task
A-F for Receiver 1.

Table 6.5: Statistical parame-
ters for Task A-F for Receiver 1.

Receiver 2

Figure 6.9 displays the box plots of participants’ performance in the Verbal memory
task at Receiver 2, comparing the noise and quiet conditions. The statistic analyses
revealed only minimal differences between the two conditions. The average number
of words recalled was 10.60 (SD = 3.66) in the noise condition and 10.90 (SD =
3.90) in the quiet condition, with identical median scores of 10.00 and maximum
values of 15.00 in both settings. The percentile distribution showed slightly higher
values under quiet (25th = 8.50; 75th = 15.00) than under noise (25th = 7.25;
75th = 14.50), indicating a small upward shift in the central portion of the data
when no noise was present. However, the overall pattern of scores remained very
similar between the two environments. To test whether these small differences were
statistically significant, a Wilcoxon signed rank test was performed. The analysis
showed a p-value of 0.734, far above the conventional threshold for significance.
This result confirms that the observed differences are not statistically reliable.
The rank distribution showed that four participants performed better in the quiet
condition, three performed better in the noise condition, and three exhibited no
change, reflecting a fairly balanced and inconsistent pattern. These results suggest
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that, for Receiver 2, the presence of background noise did not have a systematic
effect on word recollection performance. The slight numerical advantage for the
quiet condition appears to reflect normal individual variation rather than an effect
attributable to the acoustic context.

Figure 6.9: Box plot of the results of Task
A-F for Receiver 2.

Table 6.6: Statistical parame-
ters for Task A-F for Receiver 2.

Receiver 3

Figure 6.10 presents the box plots comparing performance in the Verbal memory
task at Receiver 3 under the two noise conditions. Results showed a slight descriptive
advantage for the quiet condition. Participants recalled an average of 10.30 words
(SD = 3.71) in the quiet condition compared to 9.70 (SD = 4.24) under noise.
The median score was marginally higher in silence (10.50 vs. 10.00), and the
25th percentile was also elevated in the quiet condition (8.50 vs. 7.25), suggesting
that participants generally performed slightly better without background noise,
especially among the lower-scoring individuals. However, the maximum score
remained the same across both conditions (15.00), and the 75th percentile was
identical (13.00), indicating similar upper-range performance regardless of the
acoustic context. Despite these descriptive trends, the Wilcoxon Signed-Rank Test
did not reveal a statistically significant difference between the two conditions. The
p-value obtained was 0.959, indicating that the observed variation is extremely
unlikely to reflect a real effect of noise. The rank distribution showed that six
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participants performed better in the quiet condition, while four performed better
in the noise condition, with no ties recorded. The near-equal distribution of ranks,
combined with the high p-value, strongly suggests that performance differences were
due to individual variability rather than a systematic effect of noise exposure. Taken
together, the results for Receiver 3 indicate no significant influence of background
noise on verbal memory performance in this task. Although a slight numerical
advantage was observed in the quiet condition, this difference was not supported
statistically and should be interpreted as part of normal fluctuation rather than a
replicable effect. The consistency of maximum scores and upper percentiles across
both conditions further supports the conclusion that the presence or absence of
noise did not meaningfully alter performance for this group.

Figure 6.10: Box plot of the results of Task
A-F for Receiver 3.

Table 6.7: Statistical parame-
ters for Task A-F for Receiver 3.

Receiver 4

Figure 6.11 illustrates the boxplots representing participant performance in the
Verbal memory task at Receiver 4, comparing the noise and quiet conditions. For
this receiver results revealed a modest advantage in word recollection performance
under the noise condition. The mean number of words recalled was 10.40 (SD
= 4.81) with background noise, compared to 9.10 (SD = 3.45) in silence. The
median score was notably higher in the noise condition (11.50 vs. 9.00), and the
upper quartile also favored noise (75th percentile = 14.00) over quiet (75th =
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12.00). Similarly, the maximum score was higher by one point under noise (15.00
vs. 14.00). While the 25th percentile was slightly lower with noise (7.25 vs. 6.50),
the overall distribution suggests that a greater number of participants tended to
achieve higher scores in the noise condition. The larger standard deviation observed
in noise also indicates increased variability in performance, which might reflect a
more heterogeneous response to the auditory environment among participants in
this group. To test whether the observed differences were statistically significant,
a Wilcoxon Signed-Rank Test was conducted. The analysis yielded a p-value of
0.135, which does not meet the standard threshold for significance. Although six
participants performed better in the noise condition, only two showed better scores
in quiet, and two remained unchanged, this imbalance was not strong enough to
reach statistical significance. The direction of the ranks does support the descriptive
trend, but the relatively small sample size limits the ability to detect effects unless
they are substantial. Taken together, these results suggest a tendency toward
improved memory recall in the presence of noise for Receiver 4, at least at a
descriptive level. However, this trend is not statistically confirmed and should be
interpreted with caution. The findings indicate that while some participants may
benefit from noise in this context, the effect was not robust or consistent enough
to generalize with confidence in this group alone.

Figure 6.11: Box plot of the results of Task
A-F for Receiver 4.

Table 6.8: Statistical parame-
ters for Task A-F for Receiver 4.
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Receiver 5

Figure 6.11 shows box plots of participant performance in the Verbal memory task
at Receiver 4, comparing noise and quiet conditions. Results indicated a modest
advantage under noise: the mean number of words recalled was 10.40 (SD = 4.81)
with background noise, versus 9.10 (SD = 3.45) in silence. The median score was
higher in the noise condition (11.50 vs. 9.00), as was the 75th percentile (14.00
vs. 12.00) and the maximum score (15.00 vs. 14.00). Although the 25th percentile
was slightly lower with noise (7.25 vs. 6.50), the distribution overall suggests more
participants achieved higher scores under noise. The greater standard deviation in
the noise condition reflects increased variability, possibly indicating more individual
differences in response. A Wilcoxon Signed-Rank Test yielded a p-value of 0.135,
which was not statistically significant. Six participants performed better in noise,
two in silence, and two showed no change, an imbalance supporting the trend but
insufficient for significance. These findings suggest a possible benefit of noise for
memory recall at Receiver 5, though the effect was not statistically confirmed and
should be interpreted with caution.

Figure 6.12: Box plot of the results of Task
A-F for Receiver 5.

Table 6.9: Statistical parame-
ters for Task A-F for Receiver 5.
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All receivers

To examine whether the receiver position within the library influenced participants’
verbal memory performance, Kruskal-Wallis tests were conducted separately for
the noise and quiet conditions across all five receiver locations. In both cases, the
tests revealed no statistically significant differences between groups (p-value =
0.916 for noise; p-value = 0.605 for quiet), indicating that performance did not
vary meaningfully depending on spatial position in either acoustic condition. This
confirms that all five receiver locations can be treated as comparable in terms of
their influence on memory outcomes.

Figure 6.13 shows the box plots for all receivers combined, allowing for a
visual comparison of performance patterns. Receiver 1 exhibited the highest
mean rank in the noise condition (11.20), followed by Receivers 2 and 4 (10.60
and 10.40, respectively), while Receivers 3 and 5 showed lower ranks (9.70 and
9.90), suggesting a modest trend toward better recall under noise exposure of the
participants in R1, R4 and R5. However, these differences were not statistically
significant and may reflect normal inter-individual variability rather than true
spatial effects. When examining each receiver individually, some minor descriptive
trends emerge. Receiver 1 showed slightly higher scores under noise. Receiver
2 yielded near-identical distributions across acoustic conditions, and Receiver 3
performed marginally better in quiet, although these differences were negligible.
Receiver 4 and Receiver 5 showed a more pronounced descriptive trend favoring
the noise condition, particularly in terms of median and upper quartile values. Yet,
none of these patterns reached statistical significance. The similar shape and range
of the box plots across all receivers support the conclusion that spatial position
did not exert a systematic influence on task performance.

To deepen the investigation beyond spatial and acoustic variables, a Linear
Mixed Model (LMM) analysis was conducted on the full dataset to identify whether
individual-level characteristics could predict performance on the verbal memory task.
The model included fixed effects for age, gender, sensitivity to noise, fluctuation
strength, and test version (Version A vs. Version B), with participant ID as
a random intercept to account for repeated measures. Among these predictors,
only the test version emerged as statistically significant with a p-value of 0.027.
The estimate for the Version variable was 1.020, indicating that participants who
completed Version B recalled, on average, one word more than those who completed
Version A. This trend was also investigated by producing the box plots representing
the correlation between the number of recollected words and the version of the
test, as shown in Figure 6.27. The result is statistically robust, as reflected by
the 95 percent confidence interval, which does not cross zero. The interpretation
suggests a modest but reliable difference between the two versions of the memory
task, potentially due to differences in word familiarity, semantic clustering, or order
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effects, despite efforts to match difficulty across versions. All other factors, such as
age, gender, sensitivity to noise, and fluctuation strength, did not show significant
effects in the model. This suggests that verbal memory performance in this task
was not meaningfully shaped by demographic or perceptual characteristics, at
least within the range represented in the sample. In conclusion, while the receiver
position and acoustic environment did not significantly impact performance on the
verbal memory task, the specific version of the test did play a small but meaningful
role, highlighting the importance of controlling for version-related differences in
experimental design.

Figure 6.13: Box plots of the results of Task A-F for all receivers.
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Figure 6.14: Box plot of the correlation between the number of recollected words
and the version of the test for the Task A-F.

6.4.2 Task B
Receiver 1

Figure 6.15 and Figure 6.16 present the box plots of participants’ performance
at Receiver 1 in the Reading Aloud task, under the two acoustic conditions,
i.e. background noise and quietness. Two outcome measures were analyzed
simultaneously, the speed score, reflecting the fluency of reading, and the number
of errors, indicating accuracy. With regard to speed score, descriptive statistics
revealed virtually identical results between the two conditions. Both the mean and
median values were almost the same (around 0.19), and the range of performance
showed minimal variation. While the lower quartile was slightly elevated in the quiet
condition, the overall distribution, including the maximum and 75th percentile,
remained very similar. The box plots confirmed this visual pattern, with overlapping
interquartile ranges and closely aligned central tendencies. A Wilcoxon Signed-
Rank Test was conducted to assess whether the small observed differences were
statistically significant. The resulting p-value was 0.102, indicating no significant
difference in reading speed between noise and quiet conditions.

Regarding the number of errors, participants made slightly more errors in the
noise condition (mean = 3.40) than in quietness (mean = 2.70), with the median
showing a modest improvement under quiet as well. Although the maximum values
were identical, the entire distribution in the quiet condition shifted downward, with
lower values at the 25th and 75th percentiles. However, the variability remained
high in both conditions, as reflected in the similar standard deviations. A Wilcoxon
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Signed-Rank Test was again applied to test for statistical significance. The resulting
p-value of 0.185 indicates that the observed reduction in errors under quietness,
while descriptively present, did not reach statistical significance. Taken together,
these findings suggest that background noise did not significantly affect either the
speed or accuracy of reading aloud for participants at Receiver 1. While there was
a slight trend toward improved accuracy in the quiet condition, the effect was not
strong or consistent enough to be considered statistically meaningful. The stability
of the speed score across conditions further supports the interpretation that the
reading fluency was resistant to the moderate noise levels simulated in this setting.

Figure 6.15: Box plot of the results of Task
B - Speed score for Receiver 1.

Table 6.10: Statistical parame-
ters for Task B - Speed score for
Receiver 1.
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Figure 6.16: Box plot of the results of Task
B - Errors for Receiver 1.

Table 6.11: Statistical parame-
ters for Task B - Errors for Re-
ceiver 1.

Receiver 2

Figure 6.17 and Figure 6.18 present the box plots illustrating participants’ per-
formance in the Reading aloud task at Receiver 2, under both noise and quiet
conditions. As in the previous analysis, two performance metrics were considered:
the speed score, representing fluency, and the number of errors, indicating accu-
racy. In terms of speed score, the data show a high degree of consistency between
conditions. Both the mean and median values were approximately 0.17 in both
noise and quiet (rounded values), with minimal variation in dispersion. According
to the descriptive statistics, the interquartile range remained narrow and virtually
identical across the two environments: the 25th percentile was around 0.16 and the
75th percentile about 0.18. These observations are well represented in the boxplot,
which shows overlapping boxes and whiskers with only a slightly more compact
shape in the quiet condition, suggesting a minor reduction in variability. However,
the overall central tendency remains unchanged. This impression is confirmed by
the Wilcoxon Signed-Rank Test, which yielded a non-significant result (p-value =
0.646), indicating no statistically detectable difference in fluency between the two
acoustic conditions.

The analysis of errors, on the other hand, reveals a more distinct trend. Partici-
pants made fewer mistakes on average in quiet: the mean error count decreased
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from approximately 3.00 in noise to 1.90 in quiet, with the median shifting from
3.00 to 2.00, based on rounded values. The box plot visually reinforces this trend,
showing a noticeable downward shift in the entire distribution. The upper quartile
dropped from about 5.5 to 3.0, and the maximum number of errors fell from 6
to 3, suggesting that participants not only improved on average but also made
fewer extreme errors under quiet conditions. Additionally, the spread of the data
was more compressed in quiet, with a smaller interquartile range and shorter
whiskers, indicating increased performance consistency. Despite these descriptive
improvements, the Wilcoxon Signed-Rank Test produced a p-value of 0.136, which
is above the conventional threshold for significance, thus preventing firm statistical
conclusions.

In summary, for Receiver 2, reading fluency remained stable regardless of the
acoustic environment, as confirmed by both visual analysis and statistical testing.
However, reading accuracy showed a notable descriptive improvement in the quiet
condition, with fewer errors and reduced variability across participants. Although
this effect did not reach statistical significance, the consistency of the trend across
multiple indicators suggests that background noise may have introduced subtle
interference in reading accuracy. It is important to note that the numerical values
reported here are rounded for clarity and do not capture the full precision of the
underlying dataset, which is better represented by the box plots.

Figure 6.17: Box plot of the results of Task
B - Speed score for Receiver 2.

Table 6.12: Statistical parame-
ters for Task B - Speed score for
Receiver 2.
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Figure 6.18: Box plot of the results of Task
B - Errors for Receiver 2.

Table 6.13: Statistical parame-
ters for Task B - Errors for Re-
ceiver 2.

Receiver 3

Figure 6.19 and Figure 6.20 present the box plots illustrating participants’ per-
formance in the Reading aloud task at Receiver 3, under both noise and quiet
conditions. As in the previous cases, both speed score and number of errors were
analyzed to assess reading fluency and accuracy, respectively. Starting with the
speed score, the box plot reveals only minimal variation between the two conditions.
Although the median appears slightly lower in quiet (around 0.18) compared to
noise (approximately 0.19), the overall ranges and interquartile intervals are largely
overlapping. The data also exhibit a relatively symmetric and narrow distribution in
both environments. Descriptive statistics confirm this impression: the mean values
are identical (0.19), and dispersion metrics (e.g., standard deviation and percentile
spread) differ only marginally. Notably, in the quiet condition the upper quartile is
slightly compressed, but a mild outlier is present. The Wilcoxon Signed-Rank Test
supports the lack of statistical differentiation between conditions (p-value = 0.838),
confirming that this slight shift in the median is not significant.

The trend is more nuanced when considering the number of errors. Descriptively,
one might expect an advantage for the noise condition: the mean number of errors
increased from 2.9 in noise to 3.3 in quiet, and the maximum observed value under
quiet reached 10, compared to 7 in noise. Despite this, the median dropped from
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3.0 to 2.0, and the distribution under quiet became noticeably more dispersed,
with a broader range and multiple outliers. This increased variability suggests
that, while most participants performed similarly or better, a few individuals made
substantially more errors in quiet, skewing the overall statistics. The box plot
highlights this duality: central tendency improves slightly under quiet, but the
spread increases. The Wilcoxon test for this variable also did not yield statistical
significance (p-value = 0.618), reinforcing that these descriptive differences are not
strong or consistent enough to be considered reliable effects.

Overall, the data from Receiver 3 suggest that reading fluency was unchanged
across acoustic conditions, as supported by nearly identical means and medians and
a non-significant test result. In terms of accuracy, the quiet condition was associated
with greater variability and a slightly higher average error count, although the
median actually improved. These mixed results, coupled with non-significant
statistics, point to individual differences in sensitivity to noise rather than a
systematic effect. The values discussed in this section are rounded for clarity, and
the box plots offer a more precise view of the underlying data distributions.

Figure 6.19: Box plot of the results of Task
B - Speed score for Receiver 3.

Table 6.14: Statistical parame-
ters for Task B - Speed score for
Receiver 3.
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Figure 6.20: Box plot of the results of Task
B - Errors for Receiver 3.

Table 6.15: Statistical parame-
ters for Task B - Errors for Re-
ceiver 3.

Receiver 4

Figure 6.21 and Figure 6.22 present the box plots illustrating participants’ per-
formance in the Reading aloud task at Receiver 3, under both noise and quiet
conditions. Starting with the speed score, the descriptive statistics revealed identi-
cal mean and median values across the two conditions (mean = 0.17; median =
0.17). The range of values was comparable: in noise, scores ranged from 0.14 to
0.20, while in quietness they ranged from 0.14 to 0.21. Minor shifts were observed
in the quartiles, with the 75th percentile slightly higher in noise (0.19) than in
quiet (0.18), suggesting a slightly wider spread in the presence of background noise.
However, these small differences were not reflected in the statistical analysis. The
Wilcoxon Signed-Rank Test did not indicate any significant difference between the
two conditions (p-value = 0.683), suggesting that background noise did not affect
the reading speed in a consistent way for this participant.

Looking at the number of errors, a slightly more variable pattern emerged. On
average, Receiver 4 made more errors in the noise condition (mean = 2.80) than in
quietness (mean = 2.40), although the medians went in the opposite direction (1.5
in noise vs 2.0 in quiet). The distribution of errors in noise was more dispersed (SD
= 3.16), likely influenced by an outlier at the upper extreme (10 errors). In the
quiet condition, the maximum value was notably lower (5 errors), and the overall
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dispersion was more contained (SD = 1.84). This suggests that performance in
noise may have been more erratic, though not necessarily worse. The Wilcoxon test
again did not show a statistically significant difference between the two conditions
(p-value = 0.670).

Taken together, these results indicate that Receiver 4 maintained a relatively
stable performance across both environments. Neither the speed nor the accuracy
of reading appeared to be systematically influenced by the presence of noise, as
confirmed by the lack of significant effects in the inferential tests. While minor
descriptive variations were observed, particularly in the dispersion of error scores,
these did not translate into meaningful changes in performance from a statistical
perspective.

Figure 6.21: Box plot of the results of Task
B - Speed score for Receiver 4.

Table 6.16: Statistical parame-
ters for Task B - Speed score for
Receiver 4.
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Figure 6.22: Box plot of the results of Task
B - Errors for Receiver 4.

Table 6.17: Statistical parame-
ters for Task B - Errors for Re-
ceiver 4.

Receiver 5

Figure 6.23 and Figure 6.28 present the box plots illustrating participants’ per-
formance in the Reading aloud task at Receiver 3, under both noise and quiet
conditions. For the speed score, the box plots revealed highly similar distributions
between the two conditions, with almost complete overlap. Both the median and
the mean were identical (0.18), as also shown by the horizontal lines on the boxes.
The interquartile range was very narrow, ranging from 0.17 to 0.19 in both cases.
The maximum values differed only slightly (0.21 in noise, 0.20 in quietness), while
the minimum was slightly lower in the noise condition (0.15 vs 0.16). The distribu-
tions appeared symmetric and compact in both conditions, and the difference in
performance between noise and quietness was minimal. The Wilcoxon Signed-Rank
Test confirmed the lack of statistically significant differences as the p-value was
0.646. The balance between positive (n = 6) and negative (n = 4) ranks further
supports the absence of a consistent trend in favor of either condition.

Regarding the number of errors, the descriptive statistics indicated slightly
higher variability in the noise condition, where the standard deviation reached
1.55 compared to 2.01 in quietness, though the mean number of errors was slightly
higher in noise (1.8 vs 1.6). Interestingly, the median was actually lower in noise
(1.5) than in quietness (1.0), but this may reflect the influence of a few higher values
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in quietness, as visible in the box plots. In both conditions, the maximum number
of errors reached the same value (5), while the lower quartile in quietness dropped
to 0.0, suggesting better performance in at least a subset of trials. The Wilcoxon
test for errors also yielded no statistically significant difference (p = 0.733). There
was a near balance between negative (n = 4) and positive (n = 3) ranks, with 3
ties, suggesting individual variability rather than a systematic effect of condition.

In summary, R5 showed consistent performance across noise and quiet conditions
for both parameters. Neither speed nor accuracy appeared to be significantly
influenced by background noise, and the statistical tests support this conclusion.

Figure 6.23: Box plot of the results of Task
B - Speed score for Receiver 5.

Table 6.18: Statistical parame-
ters for Task B - Speed score for
Receiver 5.
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Figure 6.24: Box plot of the results of Task
B - Errors for Receiver 5.

Table 6.19: Statistical parame-
ters for Task B - Errors for Re-
ceiver 5.

All receivers

To evaluate whether the spatial position of the receivers had an impact on partic-
ipants’ performance in the Reading Aloud task, both reading fluency, measured
by the speed score (where higher values indicate slower reading), and accuracy,
measured by the number of errors, were analyzed. As a first step, a Kruskal-Wallis
Test was conducted to determine whether the five receivers could be treated as a
homogeneous group for subsequent analyses. This non-parametric test was applied
separately to each of the measured parameters, under both acoustic conditions.
For the speed score, no statistically significant differences were found among the
five receivers, either in the noise condition (p = 0.433) or in the quiet condition
(p-value = 0.085). Although the result for quietness approached significance, it
remained above conventional thresholds. Similarly, for the number of errors, the
Kruskal-Wallis test revealed no significant group differences in either the noise
(p-value = 0.591) or quiet condition (p-value = 0.537). These findings suggest that
receiver location did not systematically affect participants’ fluency or accuracy,
thus justifying the aggregation of data across spatial positions for further statis-
tical comparisons. Following this validation, Wilcoxon Signed-Rank Tests were
used to assess the effect of the acoustic environment on participants’ performance.
Regarding the speed score, the mean value was slightly higher in quiet than in
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noise, suggesting a small improvement in reading speed when background noise was
absent. However, this difference was not statistically significant (p-value = 0.398),
indicating stable fluency across both conditions. As for accuracy, the number of
reading errors decreased in the quiet condition. While this descriptive trend favored
the quiet condition, the Wilcoxon test yielded a non-significant result (p-value =
0.138), suggesting that the effect of noise on reading accuracy was not robust at
the group level.

To further explore the influence of individual differences, Linear Mixed Mod-
els (LMMs) were applied separately for each dependent measure. For reading
speed, noise sensitivity emerged as a statistically significant predictor (p = 0.004).
Specifically, participants with higher noise sensitivity exhibited higher speed
scores—indicating slower reading, compared to less sensitive individuals. This
suggests that personal sensitivity to environmental noise can negatively impact
reading fluency, even when the group-level effect of noise is minimal. In the case
of reading accuracy, two factors were found to significantly influence performance:
age and test version. Age was negatively associated with error rate (p-value =
0.032), with older participants making slightly fewer errors. This may reflect a
more cautious reading style or more developed compensatory mechanisms in older
adults. Additionally, test version played a significant role (p-value = 0.013), i.e.
participants who completed Version B of the reading task made, on average, 0.70
more errors than those who received Version A. This suggests that the content or
structure of Version B may have been more demanding or less accessible to some
participants.

In summary, both fluency and accuracy measures showed no significant differ-
ences across receiver positions or acoustic conditions at the group level. However,
the LMM analysis revealed that individual factors such as noise sensitivity, age,
and test version contributed significantly to performance variation. These findings
underscore the importance of accounting for personal and task-related variables
when assessing cognitive performance in complex acoustic environments.

120



Results

Figure 6.25: Box plots of the results of Task B for all receivers.

Figure 6.26: Box plots of the results of Task B for all receivers.
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Figure 6.27: Box plot of the correlation between the speed score and the noise
sensitivity for the Task B.

Figure 6.28: Box plot of the corre-
lation between the number of errors
and the age for the Task B.

Figure 6.29: Box plot of the correla-
tion between the number of errors and
the version of the test for the Task B.

6.4.3 Task C
Receiver 1

Figure 6.30 and Figure 6.31 display the box plots of participants’ performance at
Receiver 1 in the Trail Making Test (TMT), under the two acoustic conditions,
background noise and quietness. Both versions of the task, TMT-A, which involved
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connecting numbers in ascending order, and TMT-B, requiring alternation between
numbers and letters, were analyzed to assess cognitive processing speed and flexibil-
ity. In both versions, shorter execution times indicate better performance. Starting
with TMT-A, descriptive statistics indicate comparable performance across the two
conditions. In noise, participants had a mean execution time of 31.60 seconds and
a median of 33.00 seconds. In quiet, these values were slightly higher, with a mean
of 32.40 and a median of 32.00. The range of performance, however, differed as the
maximum time dropped from 66.00 in noise to 50.00 in quietness, while the 75th
percentile rose from 34.00 to 41.25, suggesting a broader distribution under quiet.
The box plot visually confirms these differences, with a more compressed lower
range in noise but wider spread in quietness, particularly in the upper quartile.
The Wilcoxon Signed-Rank Test resulted with a p-value of 0.358, indicating that
the observed variations were not statistically significant. Turning to TMT-B, the
descriptive statistics revealed a moderate increase in execution time under quietness.
The mean increased from 52.60 seconds in noise to 59.90 in quiet, and the median
increased from 50.00 to 55.50. The 25th percentile was also higher in quiet (45.25)
compared to noise (38.00), indicating that most participants took longer in the quiet
condition. Moreover, the maximum time rose from 110.00 to 129.00, suggesting
that outliers performed more slowly in the absence of background noise. The box
plot reinforces this impression, showing an upward shift of the entire distribution
under quietness. Nonetheless, the Wilcoxon Signed-Rank Test returned a p-value
of 0.285, again indicating that the differences in execution time between noise and
quiet conditions were not statistically significant.

Taken together, these results suggest that for Receiver 1, background noise
did not significantly impair performance on either version of the Trail Making
Test. While participants showed a slight trend toward faster execution in the noise
condition, particularly in TMT-B, these differences were not statistically reliable.
Therefore, the data do not support a consistent influence of acoustic condition on
cognitive performance in this context. Minor variations in mean and percentile
values likely reflect individual variability rather than a systematic effect of noise.
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Figure 6.30: Box plot of the results of Task
C - TMT-A for Receiver 1.

Table 6.20: Statistical parame-
ters for Task C - TMT-A for Re-
ceiver 1.

Figure 6.31: Box plot of the results of Task
C - TMT-B for Receiver 1.

Table 6.21: Statistical parame-
ters for Task C - TMT-B for Re-
ceiver 1.
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Receiver 2

Figure 6.32 and Figure 6.33 display the box plots of participants’ performance
at Receiver 2 in the Trail Making Test (TMT) with its two versions, TMT-A
and TMT-B, under the two acoustic conditions, background noise and quietness.
Starting with TMT-A, a difference in central tendency is noticeable between the
two conditions. In the noise condition, participants completed the task with a mean
time of 29.50 seconds and a median of 28.00 seconds, whereas under quietness the
mean increased to 35.50 seconds and the median to 32.50 seconds. Similarly, the
upper quartile rose from 33.75 to 44.00, and the maximum execution time shifted
from 47.00 to 58.00 seconds. These results suggest a general tendency toward
slower task execution in quiet conditions. However, a Wilcoxon Signed-Rank Test
yielded a p-value of 0.057, which borders on statistical significance but does not fall
below the conventional threshold of 0.05. This result points to a potential trend,
yet it is not sufficient to confirm a meaningful difference between the two acoustic
environments. When it comes to TMT-B, performance showed a different pattern.
Although the mean time increased from 47.70 seconds in noise to 51.60 in quiet,
the median value also rose considerably from 45.50 to 55.50 seconds. Interestingly,
while the minimum value was lower in quiet (32.00 vs. 37.00), the maximum was
actually higher under noise (86.00 vs. 72.00), indicating greater variability in that
condition. Despite the apparent shifts in central tendency and dispersion, the
Wilcoxon test revealed a p-value of 0.575, indicating no statistically significant
difference between the two conditions.

In summary, for Receiver 2, there appears to be a modest descriptive increase
in execution time under quiet conditions for both TMT-A and TMT-B. While
TMT-A almost approached statistical significance, particularly in its consistent
shift across all distributional metrics, TMT-B results were more mixed and showed
less consistency. These findings suggest that noise may have facilitated slightly
faster performance on the simpler task, i.e. TMT-A, though this effect did not
consistently extend to more complex task such as the TMT-B version or reach
statistical reliability.
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Figure 6.32: Box plot of the results of Task
C - TMT-A for Receiver 2.

Table 6.22: Statistical parame-
ters for Task C - TMT-A for Re-
ceiver 2.

Figure 6.33: Box plot of the results of Task
C - TMT-B for Receiver 2.

Table 6.23: Statistical parame-
ters for Task C - TMT-B for Re-
ceiver 2.
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Receiver 3

Figure 6.34 and Figure 6.35 illustrate the execution times of participants at Receiver
3 during the Trail Making Test under two acoustic conditions, background noise
and quietness, for both TMT-A and TMT-B versions. In TMT-A, participants
generally performed more efficiently in the quiet condition. The mean execution
time was slightly lower in quietness (29.90 s) compared to noise (32.20 s), and the
median followed the same trend (29.00 s vs. 33.00 s). Variability was also reduced
in the quiet condition, with a standard deviation of 5.80 compared to 10.12 in noise.
The quiet condition exhibited a narrower interquartile range (25.00 to 35.25) and
a lower maximum execution time (38.00 s vs. 46.00 s). Despite this descriptive
advantage for quietness, the Wilcoxon Signed-Rank Test yielded a p-value of 0.721,
indicating no statistically significant difference between the two conditions for this
version of the task. For TMT-B, which introduces increased cognitive demands
by requiring alternating connections between numbers and letters, the pattern
shifted. Participants completed the task more quickly under noise (mean = 50.60 s;
median = 51.00 s) than in quietness (mean = 61.60 s; median = 55.00 s). The quiet
condition was associated with a greater range and variability, as shown by a higher
standard deviation (19.24 vs. 9.37), and a maximum completion time of 94.00 s
compared to 66.00 s in noise. This suggests that, for some participants, quietness
may have resulted in less consistent or less focused performance. However, the
Wilcoxon test again indicated that the difference was not statistically significant (p
= 0.110).

Taken together, the data suggest no significant effect of acoustic condition on
task performance for Receiver 3 in either TMT-A or TMT-B. Nonetheless, the
descriptive patterns point toward potentially interesting interactions between task
complexity and environmental noise. While performance in the simpler TMT-A
appeared slightly better in quietness, the opposite trend was observed in TMT-B,
where noise may have had a mildly facilitative effect. Although these trends did
not reach statistical significance, they hint at individual differences in sensitivity
to background noise, particularly under varying cognitive loads.
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Figure 6.34: Box plot of the results of Task
C - TMT-A for Receiver 3.

Table 6.24: Statistical parame-
ters for Task C - TMT-A for Re-
ceiver 3.

Figure 6.35: Box plot of the results of Task
C - TMT-B for Receiver 3.

Table 6.25: Statistical parame-
ters for Task B - TMT-A for Re-
ceiver 3.

128



Results

Receiver 4

Figure 6.36 and Figure 6.37 illustrate the box plots for Receiver 4 in both TMT-A
and TMT-B showing the execution times across the two acoustic conditions. For
TMT-A, participants at R4 showed slightly faster execution times under noise
compared to quietness. The mean execution time was lower in the noise condition
(31.20 seconds) relative to the quiet condition (35.60 seconds). The median times
followed a similar pattern, i.e. 31.50 seconds (noise) versus 33.50 seconds (quietness).
Furthermore, the lower and upper quartiles were also marginally lower in the
presence of noise (27.75 and 34.50 seconds) than in silence (30.25 and 39.75
seconds), suggesting a general trend of faster performance during noise exposure.
Nevertheless, there was greater variability in the quiet condition, as shown by a
higher standard deviation (SD = 9.35) compared to noise (SD = 7.02). Despite
these descriptive differences, the Wilcoxon Signed-Rank Test did not reveal a
statistically significant effect of acoustic condition (p-value = 0.125), indicating
that the differences in TMT-A execution times were not robust enough to reject the
null hypothesis. In TMT-B, the same general pattern was observed. Participants
appeared to perform better in the noise condition (mean = 54.00 seconds, median
= 49.50) than in the quiet condition (mean = 58.80, median = 60.50), suggesting
that noise may have facilitated performance even in this more demanding task.
Execution times under noise ranged from 29.00 to 80.00 seconds, while in quietness
the range was from 35.00 to 73.00 seconds. The 25th percentile was lower under
noise (46.75) than in quietness (52.75), and similarly for the 75th percentile (65.50
in noise vs. 66.25 in quietness), indicating faster and more efficient performance
in the presence of background noise. However, variability was greater in the
noise condition (SD = 15.03) compared to quietness (SD = 11.13), suggesting less
consistent performance under distraction. Once again, the Wilcoxon Signed-Rank
Test did not reveal a statistically significant difference between conditions (p-value
= 0.260), indicating that the observed trends should be interpreted cautiously.

Overall, participants at Receiver 4 tended to complete both TMT-A and TMT-B
more quickly under background noise. Although none of the differences reached
statistical significance, the descriptive results suggest that moderate background
noise might enhance cognitive efficiency, possibly by increasing arousal or alertness.
However, the greater variability observed—particularly in TMT-B—also indicates
that noise may not benefit all individuals equally, and that the effect may depend
on individual differences in cognitive control or susceptibility to distraction.
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Figure 6.36: Box plot of the results of Task
C - TMT-A for Receiver 4.

Table 6.26: Statistical parame-
ters for Task C - TMT-A for Re-
ceiver 4.

Figure 6.37: Box plot of the results of Task
C - TMT-B for Receiver 4.

Table 6.27: Statistical parame-
ters for Task C - TMT-B for Re-
ceiver 4.
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Receiver 5

Figure 6.38 and Figure 6.39 show the box plots for Receiver 5, illustrating execution
times in both TMT-A and TMT-B under the two acoustic conditions: background
noise and quietness. Beginning with TMT-A, the descriptive statistics indicate a
modest increase in execution times under quiet conditions. Specifically, the mean
execution time was 36.80 seconds under noise and 39.80 seconds in quietness, while
the median rose from 34.00 to 40.00 seconds. The interquartile range remained
fairly similar across conditions, with the 25th percentile at 30.75 (noise) versus
30.25 (quiet), and the 75th percentile slightly lower in quietness (43.75) than in
noise (44.75). The minimum execution time was identical at 22.00 seconds in
both conditions, but the maximum increased under quietness (69.00) compared
to noise (59.00), suggesting slightly greater variability. The standard deviation
also reflected this trend, rising from 11.36 (noise) to 13.75 (quiet). Despite this
general descriptive tendency toward slower performance in quietness, the Wilcoxon
Signed-Rank Test resulted in a p-value of 0.758, indicating no statistically significant
difference between the two acoustic conditions. For TMT-B, a similar pattern
emerged. Participants exhibited a higher mean execution time under quietness
(63.60 seconds) than in the noise condition (60.30 seconds). The median remained
relatively stable across the two environments (61.50 in quiet vs. 61.00 in noise),
suggesting consistency in central tendency. However, variability increased under
quietness, as reflected in the higher standard deviation (26.91 vs. 20.08), and
a wider range (maximum of 123.00 vs. 97.00). Interestingly, the lower quartile
was actually lower in quietness (45.50) than in noise (48.50), indicating that some
participants may have performed faster in silence, although the overall trend pointed
in the opposite direction. The Wilcoxon Signed-Rank Test returned a p-value of
0.307, again not reaching statistical significance.

In summary, for Receiver 5 the execution times in both TMT-A and TMT-B
were descriptively longer in the quiet condition, with greater variability particularly
evident in TMT-B. Nevertheless, none of these differences were statistically signif-
icant. The findings suggest a subtle trend in which background noise may have
offered a mild facilitative effect, though this was not strong or consistent enough
to be deemed statistically reliable. As with other receivers, individual differences
may play a role in modulating sensitivity to environmental noise.
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Figure 6.38: Box plot of the results of Task
C - TMT-A for Receiver 5.

Table 6.28: Statistical parame-
ters for Task C - TMT-A for Re-
ceiver 5.

Figure 6.39: Box plot of the results of Task
C - TMT-B for Receiver 5.

Table 6.29: Statistical parame-
ters for Task C - TMT-B for Re-
ceiver 5.

132



Results

All receivers

To examine whether the spatial position of the receivers influenced participants’
performance on the Trail Making Test (TMT), Kruskal-Wallis tests were first
conducted for both versions of the task, TMT-A and TMT-B, under the two
acoustic conditions. No statistically significant differences emerged among the five
receivers. In particular, for TMT-A, p-value = 0.611 (noise) and p-value = 0.457
(quiet) were calculated, whereas for TMT-B, the p-values were 0.275 in noise and
0.707 in quietness. These results indicate that the different spatial locations did not
produce systematic variability in performance, justifying the aggregation of data
across receivers. Subsequently, Wilcoxon Signed-Rank Tests were conducted on the
full sample (N = 50) to assess the overall impact of acoustic condition. While no
significant difference was observed for TMT-A (p-value = 0.080), results for TMT-B
revealed a statistically significant advantage in the noise condition with a p-value
of 0.021, suggesting improved cognitive flexibility and speed under background
noise. Box plots and descriptive statistics across receivers further clarify local
trends. For TMT-A, Receiver 2 showed the fastest mean execution time in the
noise condition compared to the silent one. Receiver 1,4 and 5 also performed
better under quiet, whereas Receiver 3 displayed shorter times in noise than in
silence. For TMT-B, Receiver 1 showed a mean of 52.60 s in noise, increasing
to 59.90 s in quiet. Receiver 2’s times also rose slightly (47.70 vs. 51.60), while
Receiver 3 displayed a clearer contrast (mean = 50.60 noise, 61.60 quiet). Receiver
4 maintained this pattern (54.00 vs. 58.80), and Receiver 5 showed similar results
(60.30 vs. 63.60). Notably, the median times for TMT-B were also generally higher
under quiet, particularly at Receivers 2, 3, and 4.

To further investigate potential sources of individual variability in TMT perfor-
mance, linear mixed-effects models were constructed separately for TMT-A and
TMT-B. For both tasks, the only significant fixed effect was the factor When,
indicating the session in which the test was administered (Session 1 vs. Session 1).
Specifically, participants completed TMT-A approximately 4.48 seconds faster when
it was administered during the second session (Estimate = -4.480, p-value < 0.001).
Similarly, for TMT-B, completion time decreased by an average of 8.3 seconds when
the test was performed in the second session (Estimate = -8.300, p-value = 0.002).
These findings suggest a learning or familiarization effect across sessions, with
participants performing both TMT-A and TMT-B more efficiently upon repeated
exposure. Notably, no other individual-level variables, such as age, noise sensitivity,
or gender, were found to significantly affect performance in either task within the
LMM framework. Taken together, these findings suggest that while small variations
across receivers exist, such as descriptively faster performance at Receiver 2 for
TMT-A under noise, or at Receiver 3 under quiet, none of these differences reached
statistical significance individually. The only statistically robust environmental
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effect was the overall improvement in TMT-B performance under noise, suggesting
that moderate background noise may have enhanced executive functioning under
higher cognitive load. Moreover, the significant session effect found in both LMM
analyses emphasizes the importance of considering test repetition and order effects
in cognitive performance assessments.

Figure 6.40: Box plots of the results of Task C - TMT-A for all receivers.

Figure 6.41: Box plots of the results of Task C - TMT-B for all receivers.
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Figure 6.42: Box plot of the cor-
relation between the execution time
and the session order for the Task C -
TMT-A.

Figure 6.43: Box plot of the cor-
relation between the execution time
and the session order for the Task C -
TMT-B.

6.4.4 Task D
Receiver 1

Figure 6.44 displays the box plots of participants’ performance at Receiver 1 in the
Semantic Verbal Fluency Task (SVFT), under two acoustic conditions: background
noise and quietness. This task assessed verbal retrieval by asking participants to
generate as many words as possible within a given category in a fixed time. Higher
word counts indicate better performance. Descriptive statistics showed a trend
toward improved performance in the presence of background noise. The mean
number of words generated under noise was 29.70 compared to 26.30 in quietness.
Median values followed a similar pattern (29.50 in noise vs. 25.00 in quiet), while
the 25th percentile was roughly equivalent (22.00 in noise, 22.50 in quiet), indicating
that the middle of the distribution slightly favored the noise condition. The upper
quartile was notably higher in noise (36.50 vs. 28.75), suggesting that participants
with better performance tended to do particularly well in the noisy environment.
Interestingly, although the maximum score was slightly higher under quietness
(42.00) than in noise (40.00), this appears to be due to a single outlier, as reflected
in the box plot. Despite these descriptive differences, the Wilcoxon Signed-Rank
Test did not yield a statistically significant difference between the two conditions
(p-value = 0.192), suggesting that the apparent advantage under noise may be
attributable to random variability. The majority of participants (6 out of 10)
performed better under noise, with a mean rank of 5.58, while 3 performed better
in quietness, and 1 participant showed no difference between conditions.
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In summary, although participants at Receiver 1 displayed a slight descriptive
advantage under noise, particularly visible in mean, median, and upper-quartile
values, this trend was not statistically significant. The findings suggest that
background noise may have had a minor facilitative effect on semantic fluency for
some individuals, but the results do not provide strong evidence for a consistent
acoustic influence on verbal retrieval performance.

Figure 6.44: Box plot of the results of Task
D for Receiver 1.

Table 6.30: Statistical parame-
ters for Task D for Receiver 1.

Receiver 2

Figure 6.45 displays the box plots of participants’ performance at Receiver 2 during
the Semantic Verbal Fluency Task (SVFT). Descriptive statistics indicate that
participants generated slightly more words in the noise condition. Specifically, the
mean number of words was 32.30 in noise versus 30.30 in quietness, and the median
followed a similar trend (32.00 vs. 29.50). Additionally, the 75th percentile was
higher under noise (38.25 compared to 34.00), while the lower quartile showed a
slight advantage in quiet (24.75 vs. 26.00), suggesting more consistent upper-range
performance in the presence of background noise. Although these patterns suggest
that participants tended to perform marginally better under noise, the difference
was not statistically significant. The Wilcoxon Signed-Rank Test returned a p-value
of 0.646, indicating that the variation in performance across acoustic conditions
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was not robust enough to reject the null hypothesis. Interestingly, performance
distributions were also more dispersed in noise, with a higher standard deviation
(SD = 11.68) compared to quietness (SD = 7.62), and a broader range (14.00 –
49.00 in noise vs. 21.00 – 45.00 in quiet, respectively), implying greater variability
among participants under the noisy condition.

Overall, these results suggest that at Receiver 2, background noise did not
significantly influence performance in the verbal fluency task. While there was
a slight descriptive trend favoring noise, particularly among higher-performing
individuals, the lack of statistical significance and the increased variability under
noise imply that the acoustic environment had no systematic or consistent effect
on word retrieval in this setting.

Figure 6.45: Box plot of the results of Task
D for Receiver 2.

Table 6.31: Statistical parame-
ters for Task D for Receiver 2.

Receiver 3

Figure 6.46 displays participants’ performance at Receiver 3 on the Semantic Ver-
bal Fluency Test (SVFT), administered under both background noise and quiet
conditions. Descriptive statistics reveal nearly identical mean scores between the
two conditions, i.e. 27.50 words in noise and 27.30 in quiet. The medians are
also comparable, 29.00 in noise and 28.00 in quiet, suggesting little difference in
central tendency. However, the distributions differ in variability. Under noise, the
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interquartile range is relatively narrow (27.50 to 29.75), reflecting a more concen-
trated performance. In contrast, the quiet condition shows a broader interquartile
spread (20.50 to 35.00), indicating greater individual variability. The box plot
also highlights a few outliers in the noise condition, whereas the quiet condition,
although more dispersed, appears more consistent in shape. The Wilcoxon Signed-
Rank Test yielded a p-value of 0.646, indicating no statistically significant difference
between the two acoustic environments. The number of participants who performed
better in noise (N = 6) was slightly higher than those who improved in quiet (N =
4), but this difference was not sufficient to suggest a systematic effect.

In summary, the results at Receiver 3 show that background noise did not
significantly affect semantic verbal fluency. Although variability was somewhat
greater in quiet, overall performance remained stable across conditions, pointing to
the absence of a clear environmental influence at this spatial location.

Figure 6.46: Box plot of the results of Task
D for Receiver 3.

Table 6.32: Statistical parame-
ters for Task D for Receiver 3.

Receiver 4

Figure 6.47 presents participants’ performance at Receiver 4 on the semantic
verbal fluency task (SVFT), under both background noise and quiet conditions.
Descriptive statistics suggest a notable improvement in performance under quiet
conditions. The mean number of words recalled increased from 25.80 in noise
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to 30.50 in quietness, and the median rose from 23.00 to 32.00. Similarly, the
interquartile range shifted upward, with the 25th percentile moving from 20.00 to
22.25, and the 75th percentile from 29.25 to 38.00. The maximum number of words
increased slightly from 41.00 to 43.00, while the minimum remained constant at
17.00 in both conditions. These data suggest not only an overall improvement in
central tendency, but also a broader upper spread in the quiet condition, potentially
indicating better performance among high scorers. The box plot reinforces these
trends, showing a clear upward shift in the distribution of scores under quietness.
Participants’ outputs in quiet conditions were more widely distributed with higher
median and mean values, suggesting improved verbal fluency for most individuals.
However, the standard deviation also increased (from 8.22 in noise to 9.40 in quiet),
reflecting greater variability, which may point to individual differences in sensitivity
to the acoustic environment. Despite these positive descriptive trends, the Wilcoxon
Signed-Rank Test did not yield a statistically significant result (p-value = 0.169).
This indicates that the observed increase in performance under quiet conditions
cannot be conclusively attributed to the absence of background noise, at least not
at the group level.

In summary, while the data at Receiver 4 show a consistent pattern favoring
the quiet condition in terms of central tendency and range, the lack of statistical
significance advises caution. The results may reflect subtle cognitive benefits of
quietness on verbal access for some individuals, but further research with larger
samples would be needed to confirm these effects.
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Figure 6.47: Box plot of the results of Task
D for Receiver 4.

Table 6.33: Statistical parame-
ters for Task D for Receiver 4.

Receiver 5

To evaluate whether acoustic conditions influenced semantic verbal fluency at
Receiver 5, participants’ performance in the Semantic Verbal Fluency Task (SVFT)
was compared across noise and quiet settings. At this location, participants showed a
moderate decline in word production under quietness compared to background noise.
As shown in the box plot in Figure 6.48, the average number of words produced
dropped from a mean of 30.00 in noise to 25.70 in quiet. The median followed a
similar trend, decreasing from 28.50 to 25.00. This suggests that, descriptively,
background noise may have had a slightly facilitating effect on verbal retrieval in this
location. Examining the distribution more closely, the interquartile range shifted
lower in quietness: the 25th percentile fell from 26.25 in noise to 20.75 in quiet,
while the 75th percentile decreased from 35.75 to 30.25. Interestingly, although
the maximum number of words was slightly higher in noise (44.00 vs. 38.00), the
minimum value improved marginally in quiet (16.00 vs. 13.00), indicating less
extreme under-performance in the absence of noise. However, the overall spread
of scores appeared more compressed in quiet, suggesting a narrower performance
range. Despite these trends, the Wilcoxon Signed-Rank Test revealed that the
observed difference was not statistically significant (p-value = 0.221). Of the ten
participants, seven produced more words under noise, three under quiet, and none
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showed equal performance. While the direction of ranks favors the noise condition,
the evidence does not reach the conventional threshold for significance.

In conclusion, participants at R5 tended to perform slightly better under back-
ground noise in the SVFT, with higher mean and median scores as well as a wider
performance range. Nonetheless, this trend did not achieve statistical significance,
and thus may reflect individual variation rather than a systematic effect of the
acoustic condition.

Figure 6.48: Box plot of the results of Task
D for Receiver 5.

Table 6.34: Statistical parame-
ters for Task D for Receiver 5.

All receivers

To investigate whether the spatial location of the receivers influenced participants’
performance on the Semantic Verbal Fluency Test (SVFT), a Kruskal-Wallis test
was conducted separately for the noise and quiet conditions. The results revealed
no statistically significant differences across the five receiver positions in either
condition (p-value = 0.580 for noise; p-value = 0.521 for quiet), suggesting that
participants’ physical location within the space did not systematically affect word
retrieval. This supports the comparability of receiver positions and justifies pooling
data across locations for further analysis. A Wilcoxon Signed-Rank Test was then
conducted on the full sample (N = 50) to assess the overall impact of the acoustic
condition. Although 27 out of 50 participants produced more words in noise than
in quiet, the difference was not statistically significant (p-value = 0.508), indicating
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that, at the group level, background noise did not reliably influence semantic fluency.
The mean rank scores for the two conditions were nearly identical (noise = 25.15;
quiet = 24.82), confirming the absence of a consistent effect. Descriptive statistics
by receiver provide a more nuanced picture. Receivers 1, 2, and 5 showed higher
mean word counts under noise compared to quiet, with Receiver 2 yielding the
highest mean (32.30) and widest range. Receiver 5 also followed this trend (30.00
noise vs. 25.70 quiet), while Receiver 3 showed comparable means across conditions.
Receiver 4 was the only location where performance was descriptively better in
quietness compared to noise (mean = 30.50 vs. 25.80, respectively), though none
of these local effects reached statistical significance.

To explore the role of other factors, a Linear Mixed Model was run with task
version (A vs. B) and perceived acoustic roughness as predictors. Results showed
that Version B (furniture items) led to significantly poorer performance than
Version A (fruits and vegetables), with an estimated decrease of 8.4 words (p-value
< 0.001), confirming that Version B was cognitively more demanding. Interestingly,
roughness was positively associated with word production: for each unit increase
in perceived roughness, participants produced on average 1.760 more words (p-
value = 0.003). While the effect size was modest, this finding may reflect a mild
arousal-based facilitation of lexical access under conditions of greater sensory
stimulation. Taken together, the data suggest that neither spatial location within
the environment nor the presence of background noise had a strong or systematic
effect on semantic verbal fluency. However, task difficulty and subjective auditory
experience, particularly perceived roughness, did influence performance, pointing
to the relevance of internal, perceptual variables over external spatial ones.

Figure 6.49: Box plots of the results of Task D for all receivers.

142



Results

Figure 6.50: Box plot of the corre-
lation between the number fo words
and the version of the test for the
Task D.

Figure 6.51: Box plot of the corre-
lation between the number of words
and the roughness for the Task D.

6.4.5 Task E
Receiver 1

Figure 6.52 and Figure 6.53 show participants’ performance at Receiver 1 in the
Reaction Time task, evaluated under both background noise and quiet conditions.
Two key metrics were assessed: average reaction time (RT), which captures overall
speed, and the standard deviation (SD), which reflects response consistency. Lower
values for both indicators suggest better and more stable performance. Descriptive
statistics for reaction time indicate a slight improvement in the quiet condition.
Specifically, the mean RT decreased from 299.74 ms under noise to 288.92 ms in
quiet, with median values following a similar trend (291.53 vs. 283.76, respectively).
The interquartile ranges were nearly identical, but the lower quartile dropped
under quiet (249.28 ms) compared to noise (266.97 ms), suggesting faster responses
among quicker participants. Similarly, the maximum RT declined from 401.25
ms in noise to 358.76 ms in quietness, reinforcing the trend toward improved
performance in quiet. The Wilcoxon Signed-Rank Test, however, yielded a p-value
of 0.799, indicating that this difference was not statistically significant. In terms of
response variability, standard deviation values also favored quietness. The average
SD dropped from 79.91 ms in noise to 69.59 ms in quiet, and the interquartile
spread narrowed. Notably, the SD was less dispersed under quiet conditions (SD
= 25.39) compared to noise (SD = 51.57), as visible in the box plot, which also
highlights more extreme outliers in the noisy environment. These results suggest
more consistent reaction times in quiet. Nevertheless, the Wilcoxon test for SD
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differences returned a p-value of 0.959, providing no evidence of a significant effect
of the acoustic environment. In summary, while Receiver 1 showed a descriptive
trend toward faster and more consistent responses in the quiet condition, neither
reaction time nor variability reached statistical significance. These findings imply
that background noise did not significantly impair or enhance performance at this
receiver position, though individual response patterns may have contributed to the
observed numerical differences.

Figure 6.52: Box plot of the results of Task
E - RT for Receiver 1.

Table 6.35: Statistical parame-
ters for Task E - RT for Receiver
1.
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Figure 6.53: Box plot of the results of Task
E - SD for Receiver 1.

Table 6.36: Statistical parame-
ters for Task E - RT for Receiver
1.

Receiver 2

Figure 6.54 and Figure 6.55 show participants’ performance at Receiver 2 in the
reaction time task, under the two acoustic conditions of background noise and
quietness. Two indicators were analyzed: average reaction time (RT) in milliseconds,
and the standard deviation (SD) of those reaction times as a measure of response
consistency. Starting with RT, descriptive statistics indicate slower responses under
quietness. The mean reaction time increased from 287.50 ms in noise to 308.71
ms in quiet, and the median rose from 283.03 to 304.69 ms. This trend is further
supported by higher values at the upper end of the distribution, with the 75th
percentile shifting from 318.89 to 324.80 ms, and the maximum value increasing
substantially from 351.21 ms in noise to 458.51 ms in quiet. The box plot confirms
a noticeable upward shift under quietness, suggesting overall slower performance.
However, the Wilcoxon Signed-Rank Test did not reveal a statistically significant
difference between the two conditions (p-value = 0.114). Although eight out of
ten participants showed faster responses in noise, this was not enough to reject
the null hypothesis. Turning to intra-individual variability, as captured by the SD
of reaction times, results were more mixed. The mean SD was slightly lower in
quietness (70.54 ms) than in noise (75.04 ms), while the median increased slightly
(63.06 vs. 60.70 ms). The interquartile range narrowed under quiet conditions,
and extreme values—such as the maximum SD—were reduced from 157.08 ms in
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noise to 104.72 ms in quiet. This suggests a modest reduction in variability for
most participants when noise was absent. Nonetheless, as with RT, the Wilcoxon
Signed-Rank Test found no statistically significant difference between the two
conditions (p-value = 0.333), with seven participants exhibiting lower variability
in quietness and three in noise. In summary, participants at Receiver 2 tended to
respond more quickly under noise and slightly more consistently in quietness, as
shown by mean and percentile values. However, neither effect reached statistical
significance, indicating that the observed patterns may be due to chance rather
than a consistent influence of the acoustic environment.

Figure 6.54: Box plot of the results of Task
E - RT for Receiver 2.

Table 6.37: Statistical parame-
ters for Task E - RT for Receiver
2.
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Figure 6.55: Box plot of the results of Task
E - SD for Receiver 2.

Table 6.38: Statistical parame-
ters for Task E - RT for Receiver
2.

Receiver 3

Figure 6.56 and Figure 6.57 show participants’ performance at Receiver 3 during
the reaction time task, considering both Reaction Time (RT) and intra-individual
variability (Standard Deviation, SD) under two acoustic conditions: background
noise and quietness. Starting with Reaction Time, descriptive statistics indicate
faster responses under quiet conditions. The mean RT dropped from 305.22 ms
in noise to 277.05 ms in quietness, while the median followed a similar trend,
decreasing from 291.01 to 274.12 ms. The lower quartile shifted from 277.09 to
239.28 ms, and the upper quartile from 327.94 to 294.13 ms, suggesting a general
compression of the distribution under quiet conditions. Furthermore, both the
minimum and maximum values were slightly lower in quiet (231.89–371.29 ms)
compared to noise (260.91–385.69 ms). These patterns suggest improved reaction
speed in a quieter environment. Despite this descriptive improvement, the Wilcoxon
Signed-Rank Test yielded a non-significant result (p-value = 0.114), indicating
that the observed differences in RT were not statistically reliable. Nonetheless, 7
out of 10 participants showed faster reaction times under quietness. Turning to
standard deviation (SD), participants again showed a more favorable pattern in
the quiet condition. The mean SD was 82.39 ms under noise and decreased to
58.60 ms in quietness. The median SD dropped from 76.78 to 59.55 ms, and the
interquartile range narrowed from 64.45 – 87.43 in noise to 46.23 – 71.89 in quiet,
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respectively, indicating not only a lower average variability but also more consistent
performance among participants. The presence of a strong outlier in the noise
condition is reflected in the maximum SD (152.39 ms), compared to 92.17 ms in
quiet. These findings point to greater temporal stability in participants’ reactions
when background noise was absent. The Wilcoxon Signed-Rank Test for SD values
also did not reach statistical significance (p-value = 0.093), although 7 participants
showed reduced variability in quietness, suggesting a potentially meaningful trend.
In conclusion, participants at Receiver 3 tended to perform better in the quiet
condition both in terms of faster reaction times and more stable responses. While
these differences did not reach statistical significance, the direction and consistency
of the descriptive data, particularly the lower means, medians, and compressed
ranges in quiet, suggest that the absence of noise may have positively influenced
both processing speed and response consistency for most individuals.

Figure 6.56: Box plot of the results of Task
E - RT for Receiver 3.

Table 6.39: Statistical parame-
ters for Task E - RT for Receiver
3.
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Figure 6.57: Box plot of the results of Task
E - SD for Receiver 3.

Table 6.40: Statistical parame-
ters for Task E - RT for Receiver
3.

Receiver 4

Figure 6.58 and Figure 6.59 illustrate the distribution of reaction time and its
variability, i.e. standard deviation, for Receiver 4, under the two acoustic conditions,
background noise and quietness. These measures provide insights into both the
speed and consistency of responses during the task. Starting with reaction time,
descriptive statistics show slightly faster responses under quietness. The mean
reaction time decreased from 274.53 ms in noise to 266.38 ms in quiet, and the
median dropped from 274.05 to 270.03. Similarly, the 25th and 75th percentiles
shifted slightly lower under quietness (258.88 and 290.92 in noise vs. 243.63 and
285.04 in quiet). The minimum value decreased from 189.24 to 163.20, and the
maximum from 377.91 to 348.59, suggesting a generally lower and more compressed
distribution in quietness. The box plot confirms this pattern, showing a downward
shift in central tendency and a reduced spread, despite the presence of outliers in
both conditions. However, the Wilcoxon Signed-Rank Test yielded a p-value of
0.241, indicating that the difference in reaction time between the two conditions
was not statistically significant. Turning to the standard deviation, which captures
response variability, participants showed lower variability under quietness. The
mean standard deviation dropped from 74.84 ms in noise to 57.64 ms in quiet,
and the median followed a similar trend, declining from 66.87 to 56.93. Percentile
values also decreased, with the 25th percentile shifting from 55.86 to 50.96 and the
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75th from 88.59 to 67.61. These results suggest a more consistent performance in
quiet conditions. The corresponding box plot visually reinforces this interpretation,
revealing a narrower interquartile range and a reduced upper bound in quietness.
Nevertheless, the Wilcoxon Signed-Rank Test for standard deviation returned a
p-value of 0.203, showing that the reduction in variability was not statistically
significant. Overall, for Receiver 4, both the average reaction speed and the
consistency of responses appeared to improve slightly under quiet conditions.
Yet, these differences were not strong enough to reach statistical significance,
implying that the presence or absence of background noise had a limited impact
on performance in this task.

Figure 6.58: Box plot of the results of Task
E - RT for Receiver 4.

Table 6.41: Statistical parame-
ters for Task E - RT for Receiver
4.

150



Results

Figure 6.59: Box plot of the results of Task
E - SD for Receiver 4.

Table 6.42: Statistical parame-
ters for Task E - RT for Receiver
4.

Receiver 5

Figure 6.60 and Figure 6.61 show participants’ performance at Receiver 3 during
the reaction time task, considering both Reaction Time (RT) and intra-individual
variability (Standard Deviation, SD) under two acoustic conditions, background
noise and quietness. The analysis of reaction time (RT) indicates comparable
performance between the noise and quietness conditions. The mean RT was 293.59
ms under noise and 294.46 ms in quietness, suggesting no substantial difference in
average response speed. Interestingly, the median was slightly lower in quietness
(266.56 ms) compared to noise (276.43 ms), which might reflect a tendency toward
faster responses in a quieter environment. The interquartile range also shifted
slightly: in noise, it ranged from 250.54 to 312.35 ms, while in quietness, it
was narrower (258.90 to 294.46 ms), possibly indicating slightly more consistent
performance when noise was absent. Nevertheless, both conditions exhibited a
wide spread in values, as shown by the maximum RTs, i.e. 423.55 ms in noise and
433.59 ms in quietness, and similar standard deviations (60.70 ms and 61.21 ms,
respectively), highlighting the presence of some variability and outliers. These
observations were supported by the Wilcoxon Signed Ranks Test, which showed no
statistically significant difference between conditions (p-value = 0.878), confirming
that noise had no significant effect on R5’s reaction speed. Regarding the standard
deviation of reaction time (SD), results again showed minimal differences between
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the two conditions. The mean SD was 79.27 ms in noise and 78.50 ms in quietness,
with medians of 51.30 ms and 51.14 ms, respectively, values that are virtually
identical. Despite similar central tendencies, there was noticeable variability in
performance, particularly in the noise condition, which recorded a maximum SD
of 305.62 ms compared to 274.77 ms in quietness. The interquartile range was
slightly broader in noise (44.46 to 66.55 ms) than in quietness (44.05 to 63.26 ms),
again hinting at marginally higher variability with background noise. However, the
Wilcoxon test did not reveal a significant difference between conditions (p-value
= 0.721), suggesting that the presence of noise did not significantly influence the
consistency of the responses. Overall, R5 showed stable performance across both
conditions, with only minimal fluctuations that did not reach statistical significance.

Figure 6.60: Box plot of the results of Task
E - RT for Receiver 5.

Table 6.43: Statistical parame-
ters for Task E - RT for Receiver
5.
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Figure 6.61: Box plot of the results of Task
E - SD for Receiver 5.

Table 6.44: Statistical parame-
ters for Task E - RT for Receiver
5.

All receivers

To assess whether the spatial position of receivers influenced participants’ reaction
time performance under different acoustic conditions, a Kruskal-Wallis test was
performed separately for background noise and quiet. No significant differences
emerged across the five receiver locations in either condition (p = 0.641 for noise;
p = 0.557 for quiet), suggesting that spatial position did not systematically af-
fect participants’ response speed. Similarly, an analysis of response consistency,
measured by the standard deviation (SD) of reaction times, revealed no significant
differences across receiver locations (p-value = 0.516 for noise; p-value = 0.445 for
quiet), indicating that the consistency of responses was also unaffected by spatial
position. A Wilcoxon Signed-Rank Test conducted on the full sample (N = 50)
revealed no significant overall effect of acoustic condition on mean reaction time
(p-value = 0.449), with participants nearly evenly split between performing faster
in quiet (n = 24) versus noise (n = 26). A similar null result was found for SD
(p-value = 0.237), with 27 participants showing less variability in quiet and 23
in noise. These findings suggest that background noise did not reliably influence
either reaction speed or response stability at the group level. Despite the absence
of statistically significant effects, descriptive data and individual receiver analyses
showed interesting patterns. Receivers 1, 3, and 4 exhibited faster average and
median reaction times in quiet, while Receiver 2 showed slower reaction times in
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quiet compared to noise, i.e. the participants assigned to this position performed
better under noise exposure. Receiver 5 presented nearly identical average RT
values across conditions, though slightly faster median responses in quiet. In terms
of response variability, given by the standard deviation (SD), Receivers 1, 3, and
4 also showed lower SD scores in quiet, while Receivers 2 and 5 displayed more
ambiguous or minimal differences. Variability tended to decrease under quiet
conditions, as reflected in lower interquartile ranges and maximum SDs in most
receiver positions.

These descriptive trends were further explored using a Linear Mixed Model
with age as a predictor of average reaction time. The model revealed a significant
positive effect of age (p-value < 0.001), with an estimate of 2.406 ms per year. This
means that for each additional year of age, participants’ reaction times increased
by approximately 2.41 milliseconds. This age-related slowing is consistent with
established findings on processing speed decline with aging. However, when SD
of reaction times was modeled as the dependent variable, none of the predictors
reached statistical significance, including age (p-value = 0.793), condition (p-value =
0.088), spatial position, or perceptual sound attributes such as roughness, sharpness,
or tonality. Although the effect of condition approached significance, the overall
model indicates that response variability was not systematically modulated by
any of the tested variables. In summary, while no robust group-level effects were
detected for spatial position or background noise on reaction time or response
variability, the significant age effect on mean RT suggests an expected decline in
speed with age. Additionally, subtle trends at the descriptive level point to slightly
faster and more stable responses in quiet conditions for certain receiver positions,
though these patterns did not reach statistical significance.

154



Results

Figure 6.62: Box plots of the results of Task E - RT for all receivers.

Figure 6.63: Box plots of the results of Task E - SD for all receivers.
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Figure 6.64: Box plot of the correlation between the the reaction time and the
age for the Task E.
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Chapter 7

Conclusions

This study aimed to explore how environmental noise influences cognitive perfor-
mance and subjective experience across a range of tasks and acoustic parameters.
A combination of descriptive statistics, non-parametric tests, and Linear Mixed
Models (LMMs) was used to evaluate the effects of noise exposure on cognitive
outcomes, as well as to assess the roles of individual differences such as noise
sensitivity, psychoacoustic perception, and demographic factors. The conclusions
are organized around the three main dimensions assessed: subjective sensitivity
and disturbance, task performance, and individual variability.

7.1 Cognitive performance in the different tasks
Each cognitive task responded differently to the acoustic conditions, reflecting a
task-dependent sensitivity to noise:

• In the Word memorisation task (Task A), no significant differences were
observed across noise and quiet conditions or across receiver positions. However,
a systematic advantage was found for one version of the test, suggesting that
internal task characteristics (e.g., semantic structure or word familiarity) had
a stronger influence than acoustic context.

• In the Reading aloud task (Task B), both reading speed and accuracy remained
statistically unaffected by noise at the group level. Nonetheless, subtle trends
emerged: noise-sensitive individuals showed slower reading, and age and
test version significantly influenced error rates. These findings suggest that
individual traits rather than noise per se shaped reading outcomes.

• In the Trail Making Test (Task C), distinct patterns were observed between
TMT-A and TMT-B. While TMT-A did not show significant differences across
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conditions, performance on TMT-B improved under noise. This suggests that
background noise might enhance certain aspects of executive functioning, such
as mental flexibility, especially when cognitive demand is high.

• The Semantic Verbal Fluency Task (Task D) also showed no main effect of
noise; however, performance was significantly affected by task version and
perceived roughness. These internal factors appeared to shape lexical access
more than the external auditory environment.

• In the Reaction Time Task (Task E), results revealed no significant effect of
noise on either average response speed or response variability. Yet, consistent
with existing literature, age significantly predicted slower reaction times.

Taken together, the impact of noise on cognition was not uniform. Tasks involving
higher cognitive load or executive functioning—such as TMT-B—appeared more
sensitive to the presence of noise, sometimes benefiting from it. Tasks relying on
automatic or overlearned processes, like reading aloud or simple reaction time,
showed greater resilience to acoustic variation. This variability underscores the
importance of considering the nature and complexity of cognitive tasks when
assessing environmental effects.

7.2 Performance across receiver locations
Although the main statistical analyses justified treating the five receiver positions
as a unified sample for most tasks, descriptive trends across locations still provide
valuable insights into the spatial dynamics of performance and perception. These
trends suggest that while differences were not always statistically significant, cer-
tain receiver positions tended to perform better or worse across specific tasks or
perceptual evaluations. In particular:

• Receiver 1 emerged as a particularly distinctive location in several respects.
In the noise sensitivity analysis, participants assigned to Receiver 1 exhibited
higher sensitivity scores, indicating a greater reactivity to noise. Similarly, in
the Noise Disturbance Test, Receiver 1 was perceived as less loud than others,
a finding supported by both descriptive statistics and pairwise comparisons,
possibly due to specific acoustic shielding or spatial characteristics at that
location. In particular, this receiver was placed in a relatively central position
at the main floor, therefore far from reverberant surfaces. In cognitive tasks,
Receiver 1 showed stronger performance trends under noise in the Verbal
memory task, the TMT-B, the Semantic Verbal Fluency Test and the Reaction
time test (Task F), although these were not statistically significant. Overall,
Receiver 1 stood out as a unique position, with heightened sensitivity and
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perceptual contrast, but also with moments of relatively better cognitive
performance under noise exposure than the other positions.

• Receiver 2 demonstrated high verbal fluency, especially in the Semantic Verbal
Fluency Test, and performed relatively well in TMT-A under noise condition.
However, it was also associated with lower noise sensitivity and higher loudness
ratings in the disturbance test, suggesting a complex balance between acoustic
exposure and performance outcomes. This receiver may reflect a condition of
greater arousal or alertness, potentially beneficial in tasks involving lexical
access.

• Receiver 3 was marked by intermediate sensitivity and performance, with
no extreme results in either direction. In some tasks, such as reaction time
and TMT-B, this receiver showed moderate values that mirrored the sample
average, suggesting a relatively neutral acoustic and cognitive profile.

• Receiver 4 displayed inconsistent patterns, with slightly better performance in
the Verbal memory task and Reading aloud task in terms of number of errors,
particularly under noise. Yet, in the SVFT, this location was the only one
where performance was descriptively better in quiet, suggesting that acoustic
features here may have influenced cognitive engagement differently depending
on task demands.

• Receiver 5, while not significantly impaired in any specific task, tended to
show lower fluency and poorer performance in several tasks. For example,
in the Reading Aloud task, this receiver exhibited more errors and in the
Reaction Time task (Task E), it presented more ambiguous trends. Despite
being among the positions with higher perceived loudness due to the higher
sound pressure level, this did not translate into clear performance advantages
or disadvantages, suggesting either desensitization or variability in individual
coping strategies.

In summary, although most performance differences across receiver positions did
not reach statistical significance, qualitative trends suggest that Receiver 1 and
Receiver 2 were the most distinctive: the former for its high sensitivity and
perceptual contrast, and the latter for its lexical performance and arousal-related
characteristics. These observations support the idea that spatial acoustic variability,
even when not statistically conclusive, can subtly influence perception and task
execution.
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7.3 Noise sensitivity and Noise disturbance
Noise sensitivity, as measured through a 20-item standardized questionnaire, re-
vealed relatively homogeneous distributions across the sample, with no significant
differences across receiver locations. This justified the use of a unified participant
pool for subsequent analyses. Perceptions of noise disturbance were captured
using a separate scale evaluating annoyance and various psychoacoustic attributes.
Most attributes—fluctuation, roughness, sharpness, and tonality, did not vary
significantly across receiver groups. However, loudness showed meaningful spatial
differences, with Receiver 1 perceived as significantly less loud. Annoyance ratings
were moderate on average, suggesting that the acoustic stimulus was neither trivial
nor overwhelmingly disruptive. Interestingly, fluctuation was the only positively
perceived attribute, hinting at a nuanced auditory experience.

7.4 Individual differences and predictive factors
Throughout the study, Linear Mixed Models (LMMs) provided valuable insights into
how individual factors shaped task performance beyond environmental conditions.
Predictors such as age, gender, noise sensitivity, psychoacoustic evaluations (e.g.,
roughness, fluctuation), test version, and session order significantly contributed to
explaining performance variance in specific tasks. In particular:

• Age consistently predicted slower reaction times.

• Test version influenced outcomes in memory, reading, and fluency tasks,
revealing the importance of controlling for test content.

• Perceived roughness was associated with improved performance in the verbal
fluency task, suggesting a subjective arousal-based effect.

• Session order predicted faster completion of the TMT tasks when administered
in the second session, possibly indicating a learning or familiarity effect.

These findings highlight that individual characteristics, both stable (e.g., age,
sensitivity) and contextual (e.g., test version), significantly shaped responses and
should be accounted for in future designs.

7.5 Final considerations: arousal and the role of
noise

A crucial interpretive lens for these findings is the arousal theory, previously
introduced in this study. This theory suggests that moderate noise levels can
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Conclusions

increase physiological and cognitive arousal, which, under certain conditions, can
enhance performance. In the present work, this was particularly evident in the
TMT-B task, where noise was associated with better performance, likely due
to increased engagement and cognitive activation under challenging conditions.
Additionally, subtler traces of arousal effects were detected in the verbal fluency
task, where perceived roughness—a parameter often associated with higher auditory
stimulation—was positively correlated with word production. These results suggest
that noise may not universally hinder cognition; rather, its effect is contingent
upon the interaction between task demands and individual sensitivity. For tasks
requiring sustained attention or higher cognitive flexibility, moderate background
noise may actually serve as a stimulant, improving efficiency and focus. This
perspective challenges the simplistic assumption of noise as purely detrimental,
instead supporting a context-sensitive model where arousal modulation plays a key
role in shaping cognitive performance.
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Chapter 8

Limitations

While the present study offers valuable insights into the interplay between noise and
cognitive performance, several limitations must be acknowledged to contextualize
the findings and guide future research:

• Small sample size: The number of participants involved was relatively limited.
Although statistical methods suited for small samples were employed (e.g.,
non-parametric tests and LMMs), a larger sample would increase applicability
to broader populations and statistical power, particularly for detecting subtle
effects.

• Noise disturbance test comprehension: In the Noise Disturbance Test, terms
such as fluctuating and rough were verbally explained to participants, as
they were considered the most abstract or technically complex. However,
no auditory examples were provided. This lack of concrete reference may
have hindered accurate self-reporting, especially among participants without a
background in acoustics, potentially affecting the validity of the psychoacoustic
ratings.

• Unequal task difficulty across versions: In at least one task, a discrepancy in
difficulty was identified between the two versions administered. For example,
participants who were asked to recall items from categories like fruits and
vegetables performed better than those assigned to less familiar or cognitively
demanding categories, such as furniture. This imbalance was confirmed by
the LMM analysis and likely influenced cognitive outcomes independently of
the acoustic condition, limiting the ability to isolate the effect of noise.

• Session order effects: Some participants reported feeling more prepared or
confident during the second testing session, regardless of the condition. This
subjective feedback aligns with the LMM results, which identified session order
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Limitations

as a significant predictor in multiple tasks. Familiarity with the experimental
setup and reduced anxiety may have contributed to improved performance in
the second session, independently of acoustic condition.

These limitations highlight important methodological considerations and suggest
caution in interpreting specific effects. Nonetheless, the analytical framework
employed was robust enough to detect meaningful patterns and lay the groundwork
for more controlled investigations in future studies.
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Chapter 9

Potential directions for
future implementations

In light of the results and methodological framework adopted in this study, several
future developments can be envisioned to expand the scope and depth of similar
research. Two particularly promising directions are discussed below: the integration
of physiological monitoring through wearable technology and the implementation
of a soundscape-focused experimental protocol.

9.1 Investigating the effect of environmental noise
on physiological and emotional responses mea-
sured through wearable sensors

One future development involves the integration of wearable physiological sensing
devices, such as EmotiBit, into experimental paradigms assessing the relationship
between noise exposure and cognitive performance. While the present study focused
on behavioral and subjective measures, future research could benefit greatly from
the addition of real-time physiological data to investigate the psychophysiolog-
ical correlates of environmental noise. In particular, there is an sensor, called
EmotiBit, which offers the opportunity to monitor emotional arousal and stress-
related responses by capturing signals such as electrodermal activity (EDA), heart
rate variability (HRV), and body temperature. These indicators can reveal the
activation of the autonomic nervous system in response to noise and task demands,
providing a direct link between physiological states and cognitive outcomes. By
implementing this tool in future studies, it would be possible to identify individual
patterns of arousal and stress that may explain variability in performance, beyond
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Potential directions for future implementations

what can be inferred from self-reports or task accuracy alone. This kind of in-
tegration would allow researchers to investigate, in a more holistic manner, how
internal bodily states mediate or moderate the effects of acoustic environments on
cognition. Such multidimensional data collection could help delineate which noise
conditions are experienced as cognitively stimulating versus disruptive, and how
these perceptions are reflected in the body’s emotional and physiological responses.

9.2 Exploring soundscape perception
Another significant avenue for future implementation concerns the design of a study
specifically centered on the perception of soundscapes. While the current research
examined noise as an acoustic factor influencing cognition, further exploration
of how individuals subjectively experience different acoustic environments could
enrich the interpretation of the acoustic impact. A proposed future project would
involve administering validated soundscape perception questionnaires present in
the scientific literature, while participants listen to a series of environmental
sound recordings. This would allow for a structured comparison of different
libraries, including the one investigated in this study and others for which calibrated
recordings already exist. One notable reference is the Saint Geneviève Library, for
which immersive 360-degree video recordings with spatial audio have been created.

In this context, virtual reality (VR) technology could be employed to simulate
environmental immersion. Participants could evaluate the same soundscape both
with and without the use of VR headsets, allowing researchers to assess whether
immersive visual input influences the perception of the acoustic environment.
This methodology would provide insights into the integration of auditory and
visual stimuli and how it shapes subjective soundscape assessments. Moreover,
this experimental design would enable a comparative analysis of how the newly
designed library is perceived relative to real existing libraries. Such insights could
guide architectural and acoustic decisions during the design and implementation
phases of new public spaces, ensuring that soundscape quality is aligned with user
expectations and functional demands.
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