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Abstract

As part of the MR2S project, this research explores the development of robotic
systems intended for therapeutic interaction in healthcare, with a particular focus
on autism support. In such contexts, soft and responsive haptic devices offer
a compelling non-verbal channel to promote emotional engagement and sensory
regulation. The thesis presents the development of a tactile interaction system
that responds to varying levels of physical input using capacitive sensing and
multimodal feedback. The goal was to create a clear and compact platform capable
of detecting graded touch and translating it into both vibration and mechanical
motion responses. The sensing was handled by a soft resistive-capacitive material,
able to reflect different pressure levels through measurable resistance changes. Five
interaction categories were defined (no touch, soft touch, medium touch, hard touch,
grab touch) and each was mapped to a corresponding response in vibration motors
and servo-based motion. The Arduino Mega 2560 was selected as the most suitable
controller because of its wide pin availability and steady analog input handling.
Each function of the system including sensor reading, classification, vibration
triggering, and servo actuation was first developed and tested independently, before
being brought into a unified loop. The logic used was deliberately simple, relying
on threshold comparisons and step-wise control to maintain transparency and
responsiveness. Python scripts were used to visualize sensor behavior, refine
thresholds, and validate the classification process with greater flexibility than the
standard Arduino tools. The resulting implementation showed reliable, repeatable
feedback patterns across all defined interaction levels. The system’s structure
allows for easy adaptation, and its components work together to illustrate how
simple, soft sensors can drive multimodal feedback in real time. This platform
may support future applications in wearable feedback, soft robotics, or therapeutic
devices requiring low-latency tactile response.
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Chapter 1

Introduction

1.1 Background and context

Touch-based interaction is becoming more common in systems that aim to give
physical feedback. Whether in wearable devices, therapy tools, or soft robotics,
physical touch offers an immediate and intuitive way to trigger responses. It often
works better than visual or audio cues in situations where attention, comfort, or
accessibility is a concern.

In parallel, recent improvements in soft materials and simple sensing techniques
have made it easier to build systems that react to touch without the need for
complex electronics. Materials that change their resistance or capacitance under
pressure can be used to classify input levels in a reliable way. This opens the door
to design interaction systems with fewer components and less processing overhead.

Some existing devices already rely on vibration motors or slow breathing-like
motion to give clear and calming feedback. These features are common in tools
meant to reduce stress, support focus, or deliver basic sensory cues. The advantage
is that such feedback is easy to interpret and doesn’t rely on screens or sound.

This work was developed with those ideas in mind. However, many current
systems rely on complex sensor arrays, signal conditioning, or software filtering to
achieve this. These solutions can be costly, hard to scale, or difficult to integrate
into soft robotic forms. The focus was on building a simple non-verbal system
that could detect graded input and respond using both vibration and motion. One
soft sensor was used to handle input, and the entire setup was run on a basic
microcontroller without any external filtering or advanced computation. Each
part was kept clear and adaptable so that the full interaction could be tested and
adjusted in a practical way.
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1.2 Motivation

Traditionally, many existing interaction systems focus on detecting a single event,
e.g., a press, a tap, or just contact. But physical input is often more than just
binary. A soft press is not the same as a strong one, and how a system reacts can
affect how intuitive or natural it feels.

The idea behind this work was to explore how a soft sensor could be used to
detect not just the presence of touch, but its intensity, and then use that to drive
simple, clear feedback. Instead of adding multiple sensors or complex processing,
the goal was to do everything with one sensor and basic logic.

Vibration and breathing-like motion were chosen as feedback types because they
are easy to feel, quiet, and don’t need visual focus. These forms of feedback have
also been used in projects aimed at stress relief or sensory stimulation, which makes
them useful in soft robotic or therapeutic contexts.

There was also a practical reason for the choices made. Many advanced systems
are hard to reproduce or adjust. This setup was intended to show that clear
feedback and graded interaction could be achieved without high-cost components
or complicated design steps.

1.3 Research Objectives

The thesis set out to build a hands-on prototype that could classify different levels
of touch and respond to them in a direct and noticeable way. Rather than just
detecting whether contact had occurred, the goal was to interpret how strong the
input was and adjust the feedback accordingly.

To make this possible, the project was guided by a few simple but clear targets:

« Use a single stretchable sensor capable of detecting a range of touch intensities
through changes in resistance.

o Map those intensity levels to two forms of feedback, for instance, vibration for
quick and localized response, and servo motion to mimic a slow, breathing
effect.

o Keep the system low-cost, flexible, and easy to adjust or extend.

o Test the system live and tune its behavior by plotting the raw and smoothed
data in Python, rather than relying on Arduino’s built-in tools.

These steps were meant to explore how far a soft sensor and a few basic
components could go in creating a smooth, responsive interaction — all without
adding complexity that could block future adaptation.

2
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1.4 Scope of Work

The thesis is focused on building a working prototype that could demonstrate
graded tactile interaction through vibration and motion feedback. Rather than
pursuing a polished or final product, the effort was directed toward making each
component — sensing, classification, and response — functional, reliable, and easy
to test.

A single soft sensor was used to detect pressure levels, while four vibration
motors and two servos provided feedback. The system ran on an Arduino Mega
2560, which offered steady analog readings and enough pins to handle all outputs
without additional circuitry.

Instead of using filters or external computation, all logic was handled in the
same loop. Thresholds were tuned directly during testing, based on the real-time
behavior of the sensor. To visualize the data more clearly, Python was used in
place of the Arduino serial plotter.

At this stage, the main goal was to make the setup work as clearly and con-
sistently as possible. Building a compact or optimized form was not part of this
version. That part, along with improvements to timing and parallel behavior,
remains for future work, once the core interaction is fully validated.

1.5 Thesis Structure Overview

This thesis presents the development process step by step, starting from the core
design decisions and moving toward implementation and testing.

o Chapter 2 provides a brief overview of related work and existing technologies,
focusing on soft sensors, feedback systems, and tactile interaction tools.

o Chapter 3 describes the materials used, including the stretchable sensor,
electronic components, and the structural elements of the prototype.

o Chapter 4 explains the methodology for testing and classifying different
levels of touch. It also outlines how thresholds were selected and shows the
Python plots that were used to analyze raw data and adjust values.

e Chapter 5 focuses on implementation. It includes selected parts of the
Arduino code to explain how the sensor reading, classification, vibration
control, and servo motion were built and optimized.

o Chapter 6 reflects on the results and limitations, while suggesting how the
system could be improved or extended in future work.
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Related Work

In recent years, numerous academic researches have been proposed to explore the use
of robots in the medical field, particularly in therapeutic interventions for children
suffering from autism spectrum disorder (ASD). It offers an alternative human-like
behavior while maintaining predictable and non-threatening interactions, which
makes robots especially useful for children who find social contact stressful or
overwhelming. The following sections review several innovative approaches in this
domain.

2.1 Therapeutic Robotics for Autism

The use of robotic intervention in autism therapy is not a new idea. Since the
early 2000s, several specialized systems have been developed to support therapeutic
approaches for children with ASD.

For example, KASPAR (Figure 2.1), a humanoid robot with limited face emo-
tions, has been used to teach social cues. PARO (Figure 2.1), a soft robotic seal,
was designed to induce emotional responses through simple touch and sound. NAO
(Figure 2.3), a programmable humanoid robot, has been widely used to interact
through speech and gesture.

All of these robots mainly handle the visual or auditory communication, such as
facial expressions, voice commands, or programmed movement patterns. However,
children suffering from autism are highly sensitive to noise and may struggle to
reveal their facial expressions. In these cases, such strategies can lead to ineffective
or even stressful interaction. Thus, an alternative touch-based interaction method
could be the solution.
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Touch is a direct form of communication. It creates a clear connection between
the child and the robot. Some research has shown that interactive responses can
support emotional awareness, reduce anxiety, and help children stay engaged for
longer periods. It also helps in controlling of sense and calmness, which is important
in therapeutic contexts.

As a result, many recent efforts have focused on designing non-verbal, touch-
responsive robots made from soft and friendly materials. These systems aim to
respond not just to the presence of touch but also to its quality and intensity.
This allows the robot to react physically in a way that mirrors the user’s input,
through gentle motion, vibration, or deformation. For children who are sensitive to
traditional forms of interaction, this type of response can feel more natural and
emotionally meaningful.

In the current project, this direction is taken further by developing a soft
interactive ball that can detect different levels of touch — from light contact to
strong grasp — and respond accordingly through physical feedback like vibration
and breathing-like motion. This design avoids the complexity of anthropomorphic
features and instead focuses on natural interaction through physical behavior,
making it more suitable for therapeutic use with children on the spectrum.

Figure 2.1: KASPAR robot used for social interaction training for children with
autism [1].
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Figure 2.3: NAO humanoid robot widely used in autism research and interaction
studies [3].

2.2 Capacitive Touch Sensing — State of the Art

In this section, touch sensing techniques are analyzed especially the ones using
frequency capacitive sensing, which is central to this project. A capacitive sensor is
a low-cost solution for detecting simple touch interaction. However, the things are
more complex when we want to deal with the integration of different conditions and
intensities, especially in soft, deformable structures like the one used in this robot.
The following subsections present a classification of capacitive touch approaches

6
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from basic systems to more advanced gesture-recognition techniques, highlighting
their potential and limitations in the context of therapeutic robotics.

2.2.1 Basic Capacitive Touch Techniques

The first capacitive sensing methods used basic touch detection systems which
only identified whether a user was touching or not touching the surface. The
systems detect user contact through capacitance measurements that occur when
they touch conductive surfaces. The basic detection system works well for standard
applications yet it lacks the capability to measure touch force which remains
essential for emotionally responsive and therapeutic systems.

The work presented series-connected sensing electrodes as a solution which
uses multiple electrodes connected through capacitors under a single pulse signal
power [4]. The method decreases wiring complexity and functions well with flexible
materials so it represents an appropriate selection for compact setups. The system
supports only two simultaneous touch points yet remains highly sensitive to noise
which reduces its reliability in therapeutic settings. The method fails to implement
swept frequency analysis which prevents it from distinguishing between soft and
firm touch inputs.

The Multi-Touch Kit (MTK) [5] provides a basic method for building DIY ca-
pacitive multi-touch sensing systems using standard microcontrollers. The system
provides low-cost construction and simple implementation but maintains its focus
on touch location instead of gesture understanding. The system fails to detect
pressure and cannot understand the strength or softness of user touch.

2.2.2 Capacitive Touch Communication Systems

Some other research has focused on capacitive systems that are not intended for
gesture or pressure detection, but rather to identify the ID of the person who is
touching the device. These systems are more concerned with user recognition than
with the type or intensity of interaction.

One example of this is the technique proposed in the study by Vu et al. [6], where
a wearable ring or wristband sends a unique signal through the user’s body, which
can be detected when the user touches a screen or surface. This approach allows
systems to differentiate between multiple users using capacitive conditions, without
needing additional sensors or external hardware. While this method is interesting
for applications like user authentication, multi-user control, or interactive games,
it is not suitable for projects that aim to detect touch intensity or emotional

7
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interactions. It also requires the user to wear additional equipment, which can
limit its practicality in therapeutic environments, especially for children.

For this reason, although the idea of using capacitive signals for user recognition
is technically innovative, it does not align with the needs of systems focused on non-
verbal emotional interaction or touch-based gesture recognition. Nonetheless, the
reasoning behind observable touch patterns may be an intriguing sensing technique
for this project, particularly when paired with techniques from Swept Frequency
Capacitive Sensing (SFCS).

2.2.3 Advanced SFCS-Based Systems

SFCS is an advanced technique used to detect a range of touch interactions by
sweeping across multiple frequencies rather than using a single static signal. With
this method, the system can record more detailed information about the interac-
tion, such as the type of gesture, the intensity of the touch, and even proximity,
depending on the sensor setup. For systems intended for therapeutic or emotionally
sensitive applications, this can offer a more responsive and organic feedback format.

Watanabe et al’s Foamin method is among the best suited for this purpose [7].
This technique employs a block of conductive foam as the sensing element together
with a single wire. When a pressure is applied, the foam’s impedance changes,
enabling SFCS to identify and categorize touches that range from soft to hard. A
machine learning classifier was used to improve accuracy, reaching high recognition
rates. This simplicity and compatibility with soft, deformable materials make
Foamin a highly suitable strategy.

Another design is the system by Lee and Bae [8], which uses addressable ca-
pacitive sensors combined with Frequency Division Multiplexing (FDM). Each
sensor operates at a unique frequency, allowing a single wire pair to detect multiple
simultaneous touches. But even though it deals with touches, it is more suited for
rigid surfaces, and its complexity may create challenges in implementation and
cost.

Honigman et al. [9] introduced an open-source SFCS platform built around
Arduino microcontrollers. This setup, while more experimental, allows DIY devel-
opers to implement SFCS using common components. It was mainly developed for
musical interaction surfaces but can detect different gestures such as soft touch,
press, and grab. The downside is that the processing is slower and more sensitive to

8
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noise, making it less ideal for high-precision or real-time feedback in therapeutic use.

One of the most famous works in this area is Touché, developed by Sato et al.
at Disney Research [10]. Touché uses a wide frequency sweep (1 kHz to 3.5 MHz)
to capture unique electrical signatures. It can recognize gestures like pinching,
grabbing, or sliding with high accuracy. Although it delivers excellent performance,
it was originally built with custom electronics and optimized for rigid or liquid
surfaces. As such, it requires significant adaptation to work with soft, flexible
materials like those in this project.

Another practical application of SFCS is shown in the Smart Steering Wheel
developed by Ono et al. [11]. In this work, SFCS was used to monitor grip intensity,
hand position, and approach detection. The project demonstrated that SFCS could
distinguish different levels of pressure, which is relevant to this project’s goal of
interpreting different levels of user interaction. However, it was designed more
for automotive safety, not therapeutic feedback, and uses rigid surface-mounted
electrodes.

Lastly, the system described in Expressive Plant by Gao et al. [12] presents
a more emotionally centered use of SFCS. This interactive system detects var-
ious gestures on a soft plant structure and responds with visual and auditory
cues. It was specifically designed for use in sensory training for children with
autism, making it one of the closest in spirit to the goal of this project. The authors
showed that combining SFCS with simple actuation can trigger emotional communi-
cation in non-verbal settings, validating the therapeutic potential of this technology.

In summary, all reviewed SFCS-based systems have strengths in gesture detection
and touch analysis. Nevertheless, many are designed for rigid surfaces, require
complex hardware, or prioritize technical precision over therapeutic simplicity.
Among them, Foamin (with some adjustments) stands out as the most suitable for
this thesis: it is accurate, flexible, works with soft structures, and only needs one
wire. Its successful integration with SFCS makes it the best choice for building a
touch-sensitive therapeutic robot designed for children with autism.

2.3 Vibration Feedback in Therapeutic Devices

Touch is the primary form of communication in addition to its way of addressing
emotional expressions. In therapeutic contexts, particularly when working with
children suffering from autism, the addition of vibration physical feedback enhances
the child’s interactions and offers a direct, immediate, and non-verbal signal that

9
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can reinforce a child’s understanding of cause and effect, emotional responses, and
interaction consistency.

Several research efforts have explored how vibration-based feedback systems can
support therapeutic goals. Muhammad et al. [13] explored personalized vibrotactile
and thermal stimulation patterns for affect regulation, showing that simple vibra-
tory cues could evoke calmness or excitement depending on the vibration pattern.
Also, Seo et al. [14] developed a plush toy with vibration feedback to help children
experience touch in a safe and predictable way, improving their sensory engagement.

Moreover, McDaniel and Panchanathan [15] showed that therapeutic haptics
could reduce anxiety levels and improve attention. MacDonald et al. [16] ensured
that robotic interaction can create a stable emotional environment for children
sensitive to overstimulation. Krishnan et al. [17] further stated that strategic
placement of vibrators can influence the child’s interactions.

This idea has been improved and used in the current project by integrating tiny
vibration motors into the flexible ball. The motors are glued at specific spots inside
the ball, ensuring that the vibration propagates uniformly across the soft surface.
When the capacitive sensor senses a touch, the vibration motors are activated,
detecting the interaction and producing a vibration intensity that corresponds to
the force of the touch. A hard grip creates a more severe feedback pattern, whereas
a soft touch causes a gentle vibration.

This direct physical response enhances the interaction by providing instant
feedback, thus helping the child link their action (touch) to a physical reaction
(vibration). It offers non-verbal cues that are easier to process than complex audi-
tory or visual information. Experimental testing of this mechanism showed that
vibration feedback is a critical bridge between sensory perception and emotional
connection in the therapeutic context.

2.4 Bioinspired Breathing-Like Motion in Soft
Robotics

Therapeutic robotics may produce sensations of emotional tranquility and connec-
tion by simulating natural processes like breathing. These movements can be useful
for children that benefit from gentle and reliable sensory signals.

10
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Recent research has demonstrated the power of soft robots to reproduce breath-
ing behavior for therapeutic purposes. Klausen et al. [18] developed a soft social
robot, Breco, which uses servo motors to create subtle breathing motions that
were shown to alleviate anxiety symptoms in children. Similarly, Lingampally et
al. [19] studied the effect of wearable assistive devices that included breathing-like
movements that can assist children with autism in rehabilitation tasks.

The HBS-1 humanoid robot, introduced by Wu et al. [20], had servo-controlled
modules that could replicate heartbeat and breathing cycles, facilitating emo-
tional contact through embodied signals. Furthermore, Ishihara and Asada [21]
explored the Affetto android, a child-size robot that studied pneumatically actuated
breathing-like body movements reflecting connectivity with children.

Moreover, Yoshikawa et al. [22] integrated breathing actuation into an android
robot used for psychological support, where air-servo control systems provided
lightweight, realistic chest movements.

Benefiting from all these experimental designs and findings, the current project
incorporates servo motors installed inside a soft elastic structure, programmed to
produce slow inflation and deflation cycles that mimic natural breathing. This
is achieved without the need for rigid frames or mechanical complexity, relying
instead on the deformation of the ball surface in response to servo movements.
The resulting breathing-like feedback strengthens emotional resonance during the
interaction, offering a non-verbal way to comfort and engage children in therapeutic
sessions.

2.5 From Literature to Implementation: Design
Choices for the Therapeutic Ball

Based on the extensive review of existing technologies and approaches discussed
earlier, a clear design path for the current project has been defined. The goal is
to develop a therapeutic soft robotic ball capable of interpreting different touch
intensities and interacting through physical feedback, suitable for children with
autism.

For the sensing part, after studying various capacitive touch systems, the Foamin
method was selected. Its structure, based on conductive foam and a single-wire
configuration, offers an ideal match for soft and deformable surfaces. Unlike other
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rigid or complex setups, Foamin allows precise detection of touch pressure varia-
tions while maintaining a simple, lightweight design. Its compatibility with SFCS
also supports the classification of different touch gestures, which is critical for the
intended application.

Regarding haptic feedback, the use of small vibration motors triggered human-
like sensing. Drawing from the literature on emotional haptics, it became evident
that vibrotactile feedback provides a direct, nonverbal communication channel that
is well suited for children who are sensitive to traditional audio-visual cues and
thus engaging them more in social life.

Finally, servomotors are embedded inside the ball structure to stimulate breathing}
like motion. This solution enables the ball to perform rhythmic expansion and
contraction in response to user interaction and making the robot’s reaction feel
more natural and emotionally meaningful.

These three elements: servo—actuated breathing motion, PWM-controlled vibra-
tion feedback, and Foamin-based sensing, create a hybrid interactive platform. This
technical choice is closely related to therapeutic goals and beneficial for children in
therapeutic environments.
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Chapter 3

Methodology

3.1 Project Overview

The purpose of this project is to develop a soft, interactive robotic ball designed
to support the interaction of children suffering from autism. The aim of this
technology is to provide a haptic and emotional experience that can replace the
various sensory inputs with an interactive and predictable feedback. The proposed
robot works on sensing the child’s touch through pressure levels and then respond
with physical feedback vibration and motion that mimics breathing.

To achieve this, the system was designed around three main modules:

o Touch Sensing Module: A designed capacitive sensor solution based on
SFCS and Foamin technology that allows identification and categorization of
various touch intensities on conductive fabric.

o Haptic Feedback Module: A vibration-based system using several motors
(vibrators) that respond with increasing intensity that depends on the detected
contact strength. This non-verbal feedback mechanism supports emotional
communication with children without physical touch.

o Breathing Simulation Module: A servo-driven actuation mechanism that
reproduces a slow natural inflation-deflation cycle. This “breathing-like”
motion adds a layer of emotional connection, comfort, and predictability
during interaction.

Each of these modules was carefully studied and designed to reflect therapeutic
needs, to achieve safe and soft material selection aligned with circuit simplicity
and low noise. The individual modules were first independently tested and then
integrated into a final assembly inside a flexible ball structure. Arduino uno, mega,
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and ESP32 microcontrollers were programmed to test and control the system
to process sensor data in real time and choose the optimal control unit. In the
following sections, the different subsystems will be presented in details. Each part
discusses the theoretical background and component selection aligned with design
process, and finally the final functional prototype assembly.

3.2 Capacitive Touch Sensing Subsystem

3.2.1 Capacitive Touch Sensing — Theoretical Background

Capacitive sensing operates on the principle that the presence of a human body,
which conducts electricity, can alter the capacitance between two conductive
elements. In a basic setup, a capacitor is formed by a conductive sensor pad and
the capacitance of the human finger . When a user touches the surface, a change
in capacitance occurs, which can be measured to detect the presence and type of
the interaction.

In this thesis, a SFCS method was used due to its capability to go beyond
single touch detection. Unlike traditional capacitive sensing with fixed frequency,
SFCS sweeps across a range of frequencies. This enables the system to analyze the
impedance profile of the sensing material (in this case, conductive foam), which
varies depending on the intensity and area of contact.

After observing how the impedance changes with different touch conditions, the
system can sense the force and duration of the touch. For example:

o A light touch leads to a slight change in the impedance curve.

o A firm or grabbing interaction results in a more significant impedance decrease.

In contrast to simple capacitive methods , this frequency-domain approach widens
data collection, particularly when dealing with soft and deformable materials, where
touch interactions can be complex and highly varied.

Traditional capacitive systems are suitable for detecting basic touch presence
(binary) and often fail in applications that require richer forms of interaction such
as touch strength classification, or emotional communication.This limitation is
critical in therapy where physical engagement can carry emotional meaning. By
adopting SFCS, the system will support adaptive responses based on the intensity
and the type of contact, that can be essential for children who rely on physical
interactions.
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Figure 3.1: Comparison between traditional capacitive touch sensing (left) and
SFCS-based touch recognition (right).

As illustrated in Figure 3.1, the SFCS method allows for multilevel classification
of pressure-based inputs by analyzing the impedance response over a frequency
sweep. To make this possible, a single conductive foam block is connected via
a wire to the Arduino board. This foam acts as both a sensing element and a
pressure transducer. The measured frequency response is then analyzed using a
classification algorithm that separates interactions into multiple types of touch
such as soft touch, medium press, hard press, and full grasp.

This theoretical basis sets the foundation for the sensor circuit described in the
next section, which transforms these impedance shifts into reliable input for the
rest of the system.

3.2.2 Component Selection & Circuit Design

The effective realization of a SFCS system depends on both theoretical concepts
and hardware implementation. The development of the electronic circuit used
to achieve the desired touch classification, from initial designs inspired by the
literature to the final, simplified solution tailored for the specific needs of the soft
robotic ball.

Circuit Design Exploration

To begin the experimental construction, the first version of SFCS circuit described
by Honigman et al. [9] was implemented. This version, shown in Figure 3.2, includes
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key components:

e Ry =10K(Q, a pull-up resistor,

e L, = 10mH inductor, acting as part of the LC resonant filter,

o () = 10nF, forming the capacitive interface to the sensing surface,
e Dy = 1N4148 diode, used for signal rectification,

e Ry =3.3KQ), Ry =1MS, and C5 = 0.1nF’, forming a smoothing and filtering
stage to detect and process voltage variations.

The circuit is powered and modulated using Timer 1 / PWM pin on the Arduino
Mega, with signal acquisition at an analog pin. This design supports impedance
sensing across frequency sweeps, enabling multi-level touch detection.

7 Timer 1 /PWM 11

- 1 L1 C1

= T0k0 10mH 10nF %

3 A rorn {—{objec)
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= =33k0 SZ".‘“.“
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Figure 3.2: Initial SFCS circuit implemented based on [9], employing a resonant LC
network with rectification and analog voltage output to detect touch-driven impedance
changes,

While this circuit followed the theoretical model accurately, it proved somewhat
sensitive to environmental noise and was not always stable with the flexible materi-
als used in the robot and thats due to the complexity and sensitivity of the wiring
layout.
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Final Simplified Circuit

Finally, after some theoretical considerations and electronic testing, a seond hand-
written circuit was designed and tested physically (Figure 3.3), subjected to work
directly with the foam and conductive fabric that ensures the flexibility on the soft
robotic ball structure.

This last configuration is built around a basic voltage divider approach using
only one resistor and the conductive foam (Foamin) acting as a variable impedance
classifier. The components include:

» Conductive foam covered with conductive fabric as the touch-sensitive element,
o A 2 M resistor, connected between the analog input and ground,

« Single wire connection from one side of the foam to 5V and the other to analog
input (A0),

o Arduino Mega 2560 used for data acquisition at analog pin AO.

ARDUINO MEGA 2560

Sv D
[ Jeno (

)TOUCH SENSOR

Ao D A-O

RESISTOR (2 M Ohms)

Figure 3.3: Final capacitive touch circuit implemented manually — simplified and
optimized for interfacing with soft foam material and Arduino analog input.

In this setup, the 2 MS) resistor plays a key role as a pull-down resistor. It
ensures that the analog pin reads a stable baseline voltage in the absence of touch,
improving signal reliability. When the user touches the foam, the impedance of
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the foam changes, modifying the voltage divider ratio and producing a measurable
shift in the analog reading. This shift is then analyzed in the software to determine
the intensity and type of touch.

Final Component Selection

The finalized sensing system adopted the following component and connection
structure:

« Conductive Foam (Foamin) covered with conductive fabric as the sensing
medium,

» Single wire connection to analog input for impedance reading,

o 2 M pull-down resistor to stabilize signal and support voltage division,
o Minimal passive components to reduce signal distortion and noise,

o Powered via Arduino Mega or Uno depending on testing phase,

o Classification achieved via software analysis of raw analog readings across
multiple frequencies (explained in later software section).

This configuration allowed the sensor to successfully distinguish between various
touch interactions with reliable consistency. It also enabled integration with the
real-time signal processing framework later developed in the code layer.

3.2.3 Realization & Testing Approach

To examine the performance of the capacitive sensing system, a structured series
of functional tests was conducted during the development phase. The goal was to
validate that each interaction produced distinct and reliable voltage signals suitable
for classification and accurate feedback control.

The initial setup involved testing the sensor alone, using the final circuit design
described in Section 3.2.2. Touch inputs were applied across four different levels
( soft touch, medium press, hard press, and full grasp ). Then, using real-time
plotting on the serial monitor and external graphing tools, clear visualization made
us able to verify that each interaction produced a measurable change in the analog
signal and thus distinguishing analog values for each touch category.

To strengthen this validation, the capacitive sensor was paired with a Force
Sensitive Resistor (FSR) during multiple trials. The analysis held for two purposes:
Calibration Reference: The FSR was used as a baseline to assess the proportionality
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of capacitive measurements and accuracy detection . Signal Consistency Check:
The overlap in detection patterns confirmed that the foam sensor output correlated
reliably with touch strength. Two different trial setups were performed:

« A linear sequence of touch types (e.g., soft — medium — hard — grab) was
applied with rest intervals in between.

o An alternating format, where each touch was followed by a no-touch period,
was used to evaluate reset response and sensitivity range.

Visual documentation of these trials was captured and included in supporting
figures (see Chapter 4). Bar graphs were also generated to illustrate the classification
pattern derived from each interaction stage. This testing confirmed the system’s
ability to calibrate touch intensities and provided the data needed for software-level
classification tuning in later stages.

3.2.4 Final Sensor Setup Summary

After the development and validation of the sensing circuit, the final integration of
the capacitive touch system was carried out inside the flexible robotic ball. The
sensor was positioned inside the ball and attached to the conductive fabric to ensure
both comfort and responsiveness. This placement was used to maintain full surface
deformability without compromising signal quality.

One side of the foam was connected to the analog input pin (A0) on the Arduino
Mega, while the other was connected to the 5V supply. The 2 MS) resistor served
as a pull-down resistor, improving signal stability.

The entire structure remained lightweight and soft to accommodate the thera-
peutic context of the design.

In addition to manual interaction, the final configuration was tested using a the
ball prototype in addition to 3D-printed robotic arm to simulate repeatable touch
inputs. This helped ensure the sensing behavior was consistent under both human
and mechanical interaction conditions.

Figures included in Chapter 4 further illustrate the sensor mounting position,
wiring layout, and response behavior under simulated testing.

3.3 Haptic Feedback via Vibration

3.3.1 Theoretical Role in Therapy

In therapeutic contexts, children with autism struggle with traditional audio-
visual stimuli, and non-verbal feedback channels are often more effective for them.
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Vibration, as a form of haptic feedback, offers a direct and predictable response
that helps children interpret and react to interaction without requiring verbal or
visual interpretation.

Several studies have emphasized that vibrotactile feedback can reduce anxi-
ety, reinforce attention, and support emotional regulation. These tactile cues,
when delivered consistently, enable children to form a link between their actions
and the system’s response, which is especially helpful in developing cause-effect
understanding and engagement in therapy.

In the current project, small vibration motors were embedded inside the flexible
ball and triggered by the output of the capacitive sensing system. A feedback is
generated with increasing intensities depending on the level of pressure.

A general illustration of the vibration motor placement and physical structure
is shown in Figure 3.4.

Figure 3.4: Shape and structure of one vibration motor used in the haptic feedback
module. The motor is embedded within the ball surface and activates according to touch
intensity.[23]

3.3.2 Hardware Setup & Circuit Design

The vibration feedback system uses small cylindrical encapsulated DC motors
(Figure 3.4) selected for their low noise, compact size, and suitability for soft
integration. Each motor operates at 3-5V and was directly driven by the Arduino
Mega using PWM (Pulse Width Modulation). This made them ideal for creating
multi-level intensity feedback within the soft ball.

The final circuit design is straightforward: one wire of each motor connects to a
PWM-capable digital pin (e.g., D11), while the other goes to ground (Figure 3.5).
The vibration intensity is modulated by changing the PWM duty cycle, allowing
dynamic feedback that reflects the detected touch strength. No external transistors
or drivers were required due to the low current demand of these motors and to
maintain simplicity.
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This configuration was repeated across four motors, each assigned to a separate
PWM pin. The control logic determines the number and intensity of activated
motors in real time, based on the sensor’s classification of touch intensity.

D11
} L
( } -/\ _]GND

VIBRATOR MOTOR

ARDUINO MEGA 2560

Figure 3.5: Circuit schematic showing PWM-controlled vibration motor connection to
Arduino (D11) and ground.

3.3.3 Vibration Feedback Strategy

Our goal was to translate different levels of touch pressure into physically distinct
vibration patterns that the child could perceive without requiring visual or auditory
cues. However, since changing the intensity of all motors simultaneously was
technically not possible, an alternative solution was imposed.

Four touch types were mapped to a corresponding number of vibration motors
being activated:

Soft Touch — 1 Motor ON

Medium Press — 2 Motors ON

Hard Press — 3 Motors ON

e Grasp — 4 Motors ON

This mapping logic provides a progressive, intuitive physical response to in-
creasing pressure. By gradually modifying feedback, children receive a consistent
sensory response in accordance with the degree of their physical input, supporting
both emotional regulation and engagement.
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Vibration Feedback Mapping Based on Touch Intensity
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Figure 3.6: Mapping of touch intensity levels to number of activated vibration
motors. Each condition corresponds to a discrete step of tactile feedback.

3.3.4 Final Integration

The motors were physically integrated into the interior of the soft robotic ball
following the validation of the vibration circuit and control logic. Their positioning
was planned to ensure both effective feedback distribution and user comfort during
therapeutic interaction.

The vibration motors were positioned carefully on the four opposite sides of
the interior beneath the outer fabric. Wires were routed carefully inside the ball’s
structure to prevent discomfort or unintended resistance during handling or play.

The Arduino Mega microcontroller was responsible for driving the PWM signals
that control the motors in real time. Based on the sensor’s classification of touch,
the number of motors activated changed dynamically, converting touch pressure
into spatially distributed haptic cues.

A labeled layout is shown in Figure 3.7, indicating the position of each motor
and the corresponding direction of feedback force.
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Vibrator 1

Figure 3.7: Vibration motor placement layout inside the soft robotic ball. The image
highlights the four motor zones, each contributing to directional and intensity-based
haptic feedback.

3.4 Breathing-like Actuation Subsystem

3.4.1 Emotional Value of Breathing Cues

One of the key emotional design principles in this project is the use of breathing-
like motion to offer a sense of calm and presence. This idea is inspired by the
natural rhythm of human respiration, which is widely associated with relaxation
and emotional grounding.

In therapeutic contexts, especially for children suffering from autism, the pre-
dictability and softness of breathing movements can provide a sense of comfort
and emotional safety. Unlike visual or auditory stimuli, which can sometimes be
overstimulating, rhythmic motion offers a gentle and silent cue that encourages
engagement without overwhelming the child.

Several bioinspired robotic systems served as sources of inspiration for this
element, such as Affetto (Figure 3.9) and BRECO(Figure 3.8), both of which
demonstrated that slow, breathing-like actuation helps foster emotional bonding.

BRECO (Breathing Companion Robot) was developed specifically for children
with neurodevelopmental disorders and uses inflation-deflation cycles to simulate
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calm, therapeutic respiration patterns [24]. Similarly, Affetto is a humanoid
robot designed with soft features and facial actuation to investigate emotional
interaction [25].

These examples inspired the current project to integrate a subtle, haptic breath-
ing simulation that does not aim to replicate human life exactly but rather evokes
a familiar and reassuring rhythm that supports therapeutic interaction.

//// \
SOFT ROBOTICS PN
DESIGN AND @
SIMULATION
CONCEPTUAL ) SENSING AND
DESIGN PERCEPTION IN

SOFT ROBOTS

Figure 3.8: Puffy interactive robot [26]
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. Face Robot

Figure 3.9: Face interactive robot [27]

3.4.2 Mechanical Design & Servo Control

The breathing action in the robotic ball was made feasible by using a micro servo
motor. After testing several types, the MF90 servo was chosen for its compact
size, metal gear design, and enough torque to bend the flexible outer shell. Its
dependability and reactivity under low-power settings make it ideal for repeated
motion in a soft structure.

The two servos were mounted inside the ball in a fixed opposite lateral locations.
A lightweight elastic bands were attached from the servo arm to the inner sides of
the shell. The tension in the band caused an outward expansion and contraction
effect, similar to a breathing cycle, as the servo rotating slowly and steadily. This
configuration allows for simple inflation-deflation-like deformation without adding
bulk or altering the ball’s softness.

The mounting was designed to preserve the deformability and safety of the
overall system. Soft padding and fabric insulation were added around the servo
casing to eliminate hard edges and reduce noise. (Figure 3.10) shows the selected
servo model used in the breathing subsystem.
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Figure 3.10: MF90 Micro Servo used for breathing simulation, with mounting
accessories.[28]

3.4.3 Programming Breathing Motion

To create a breathing-like motion inside the ball, two MG90S servo motors were
programmed using a basic Arduino loop. The goal was to smoothly stretch and
release the elastic bands that deform the soft surface, making it rise and fall in a
calm, repeating rhythm.

A full cycle was broken into two steps:

o Inhalation: The servo angle slowly increases from 0° to 180°, pulling the
bands outward and creating an expansion in the shell.

o Exhalation: The servo returns back from 180° to 0°, letting the ball gently
return to its resting shape.

This motion was repeated in a loop. The code below shows how the movement
was implemented using two synchronized servo motors.
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Listing 3.1: Arduino code controlling breathing motion

#include <Servo.h>

3| Servo myservo;

Servo myservo2;

;|int pos = 0;

void setup () {
myservo.attach (7);
myservo2.attach (12);

}

3| void loop () {

for (pos = 0; pos <= 180; pos += 10) {
myservo. write (pos) ;
myservo2. write (pos);
delay (15);

}

for (pos = 180; pos >= 0; pos —= 10) {
myservo. write (pos) ;
myservo2. write (pos);
delay (15);

}
}

This basic setup allowed the servos to move steadily back and forth. No sensors
were used in this phase; the motion runs on its own in the background during use.
The aim was to create a predictable and calming breathing effect that repeats with
each cycle.

3.4.4 Final Implementation

Once the servo control logic had been tested to validate the breathing mecha-
nism, the two MG90S servos were mounted on opposing sides, aligned to preserve
structural balance and assure smooth movement.

Each servo was linked to an elastic band secured inside the ball. The servo’s
rotation (pull or push) results in the previously stated expansion and contraction.
This internal motion occurred in a rhythmic behavior, operated by code executed
on the Arduino, and did not require external triggers.

To maintain safety and comfort, the servo housings were cushioned with soft
padding and wrapped in fabric to minimize contact with any rigid surfaces. The
internal layout ensured that the deformation was perceptible but not disruptive,
preserving the ball’s soft texture and tactile appeal.

27




Methodology

A schematic of the internal configuration is shown in (Figure 3.11), where the
placement and directional motion of each servo are highlighted.

SERVO-MOTOR 1

Figure 3.11: Internal configuration of the breathing mechanism. Arrows illustrate
the push-pull forces applied by the two servo motors to drive the rhythmic expansion
and contraction.

3.5 System Integration

3.5.1 Control Architecture

The Arduino Mega 2560 was selected as the main controller due to its large number
of 1/O pins, good analog performance, and reliable timing accuracy. These qualities
made it well-suited for managing the multiple subsystems involved in sensing and
actuation.

Each component was assigned to specific pins:

o The capacitive sensor was connected to analog pin AO.

» Four vibration motors were controlled through PWM-enabled pins D8 to D11.
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o Two servo motors responsible for the breathing motion were connected to
digital pins D7 and D12.

The control logic was straightforward: based on real-time capacitive sensor
readings, the Arduino triggered a certain number of vibration motors and altered
the servo angles correspondingly. The readings were continuously processed to
ensure that the interface was smooth and responsive.

Figure 3.12 presents an overview of the control architecture, showing the pin
layout and how each subsystem was integrated into the board.

ARDUINO MEGA 2560 { z )

VIBRATOR MOTOR
D11 I:
GND

- TOUCH SENSOR
el |

[T

Ao

MF90 SERVO MOTOR
(-

RESISTOR (2 M Ohms)

5v

GND

Figure 3.12: Complete system circuit diagram showing the integration of the
capacitive sensor, vibration motors, and servo-controlled breathing system with
the Arduino Mega.

3.5.2 Software Overview

The main control algorithm was implemented on the Arduino Mega in C++, using
a modular structure that coordinated the sensor input, classification, and actuation
outputs. Each loop cycle collected the analog signal from the foam sensor (pin A0),
calculated the equivalent resistance, and processed it using a smoothing function
to eliminate high-frequency noise.
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The smoothed resistance was then classified into five interaction levels: no touch,
soft touch, medium press, hard press, and full grasp. These categories triggered the
appropriate number of vibration motors through digital output pins (D8, D9, D11,
D2), while simultaneously adjusting the servo movement for breathing simulation.

The servo control was integrated into the same logic using incremental rotation
loops. Each pressure level changed the servo step size to simulate varied breathing
rates: light touches caused delayed expansion, while firm grasps resulted in faster
contraction cycles.

Additionally, a stretch classification layer was included to detect deformation
intensity beyond typical pressure. While not linked directly to feedback, it provided
diagnostic logs for future expansion.

Figure 3.13 summarizes the overall logic of the system, showing the real-time
sensor reading, resistance filtering, classification thresholds, and synchronized motor
outputs.
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Figure 3.13: Flowchart representing the software logic implemented on the Arduino. It
illustrates the sequence of data acquisition from the capacitive sensor, classification of
the touch intensity, and triggering of the appropriate vibration and breathing response.

3.5.3 Assembly of the Ball

At the final stage of the system’s development, each component was assembled
inside the soft robotic ball, taking into account the system’s mechanical harmony
and flexibility.

Integration of Fabric, Circuits, and Sensors

The capacitive sensing element, made of conductive foam and fabric, was positioned
where interaction typically occurs—along the upper interior arc of the ball. The
connecting wires from the foam were installed along the internal sticks and fixed
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to prevent any physical obstruction or discomfort during use.

Vibration motors were spaced evenly around the interior shell. The servo motors
were installed on opposing sides of the inner wall, anchored with elastic bands that
allowed for subtle inward and outward motion to mimic breathing.

To keep the electronic components safe, the Arduino Mega board was enclosed
inside a cushioned pocket at the center of the ball. Its connections were distributed
to the motors and sensors with careful insulation and flexible wire management,
preserving the deformability of the entire structure.

Visual Documentation

To help illustrate this configuration, two real-world photographs were captured:

e Figure 3.14 Internal setup without outer layers — highlighting the sensor,
motor, and servo placement as well as routing of internal wires.

o Figure 3.15 Final assembly with fabric covering — showing how the outer
appearance remains soft and coherent despite embedded electronics.

These visuals support a better understanding of how the system was built and
show that internal feedback mechanisms do not compromise the ball’s therapeutic
qualities.
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Figure 3.14: Internal setup without outer layers.

Figure 3.15: Final assembly with fabric covering.
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3.6 Summary of Methodological Innovations

Key Technical and Therapeutic Decisions From the early stages of development,
design choices were shaped by therapeutic goals—particularly the need for a system
that could offer calming, non-verbal interaction. The decision to use a soft capacitive
foam sensor enabled pressure-based input without requiring firm contact, making it
more accessible for children with sensory sensitivities. Likewise, the use of vibration
motors and breathing-like motion was grounded in their ability to deliver gentle,
consistent cues without visual or auditory overload. These features were not chosen
in isolation, but in response to specific interaction needs observed in therapeutic
settings.

Modularity, Simplicity, and Ease of Use Each component of the system—the
sensor, the vibration actuators, and the servo-based motion unit—was designed to
operate independently, allowing for easy testing and troubleshooting. At the same
time, they were built to work together through a unified control logic, executed on
a single Arduino Mega. This approach minimized wiring complexity and made the
system more reliable. Materials like foam, elastic bands, and flexible fabric were
selected not only for their mechanical function but also to support tactile comfort
and maintain the softness of the overall structure.

Advantages Over Earlier Designs Compared to many previous therapeutic robots
that rely on screens or sound-based feedback, this system offers a quieter, more
tactile form of interaction. By focusing on physical sensations and rhythmic motion,
it provides a more grounded and emotionally supportive experience. The single-
board control, reduced circuitry, and lack of bulky hardware make it both practical
and easier to replicate. This simplicity does not come at the expense of richness—it
enables nuanced, real-time feedback in a form that fits comfortably into therapeutic
environments.
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Experimental Testing &
Results

This chapter presents the experimental testing and validation of the developed
robotic ball system. Each part (capacitive touch sensing, vibration-based haptic
feedback, and breathing simulation ) was tested independently to verify perfor-
mance under real time conditions. Several trials were performed using different
microcontrollers and circuits to achieve the optimal signal stability and interactive
classification . Final integration testing was performed on the full setup, both with
and without the outer fabric, to confirm the system’s responsiveness, comfort, and
reliability during interaction. The results are supported by photos, graphs, and
real-time output recordings.

4.1 Testing Strategy and Objectives

A stepwise testing strategy was developed to evaluate the performance and integra-
tion of the soft robotic ball’s main components under realistic conditions. Rather
than proceeding directly to full-system testing, each subsystem was verified in
isolation before moving on to combined evaluations. This approach supported early
identification of issues and allowed adjustments to be made incrementally.

The testing workflow was structured into four main phases:

Isolated Component Verification

Each hardware element was tested individually. This phase was used to validate
correct wiring, confirm basic responsiveness, and adjust initial control parameters
such as actuation thresholds or delay timing, including for the capacitive sensor,
vibration motors, and servo motors.
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Microcontroller Evaluation

The capacitive sensor was tested using three different boards: Arduino Uno, Arduino
Mega 2560, and ESP32-WROOM-S3 to determine the most stable and accurate
platform for classification.

Progressive System Integration

Following successful individual testing, components were connected in logical pairs
to evaluate combined functionality — for example, sensor-to-vibration or sensor-
to-servo linkages. This refined the control logic used for actuation. Gradual
integration ensured that subsystem behavior remained predictable when placed
under multi-component coordination.

Final Assembly Testing

Complete system tests were then conducted with and without the foam and fabric
layers. This phase assessed whether the external covering affected the sensor’s
responsiveness, and whether the overall setup preserved the intended softness,
comfort, and user-friendly interaction profile in its final embedded state.

Key evaluation metrics across all tests included:

Accuracy of touch and stretch classification

Response speed and smoothness of actuation

Signal stability and noise suppression

Consistency of physical appearance and tactile performance during operation

Phased testing improved overall system consistency and made debugging easier
by ensuring that each functional layer was separately validated prior to integration.

4.2 Capacitive Sensor Testing

The capacitive sensor was the first part to be implemented for detecting and
classifying interactions. Early trials focused on verifying signal behavior to various
touch intensities, and selecting the most stable microcontroller. The aim was to
ensure that its output could be used reliably in later integration stages.

Testing was done progressively, starting with a basic setup on Arduino Uno,
followed by improved trials using the Arduino Mega 2560 and later the ESP32. At
each stage, changes were made to the circuit or platform to reduce signal noise
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and improve classification accuracy. These tests helped define threshold values for
different levels of contact and showed which platform gave the cleanest and most
consistent readings.

4.2.1 First Trial: Arduino Uno

The initial testing phase used an Arduino Uno connected to the foam-based
capacitive sensor. This trial aimed to confirm whether the sensor could detect and
reflect basic variations in touch — from light taps to strong presses figure 4.1.

The results showed that the sensor was responsive, but the signal data lacked
consistency. Lighter touches, in particular, were difficult to separate from ambient
fluctuations. The Uno’s limited ADC resolution and relatively slow analog sampling
made it hard to maintain a stable signal baseline. As a result, small changes in
pressure did not always translate clearly in the readings, and classification was not
reliable figure 4.2.

The trial confirmed that the sensing mechanism worked in principle, but the
platform’s hardware constraints limited its practical use for distinguishing finer
levels of interaction. This phase was useful to establish early response behavior,
though it also made clear that a more stable board would be needed in later stages
figure 4.3.

Figure 4.1: Sensor connected to Arduino Uno.
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Hard Touch Detected
Hard Touch Detected

Hard Touch Detected

fedium Touch Detected

fedium Touch Detected
Soft Touch Detected

Figure 4.3: Touch response graph.

4.2.2 Second Trial: Arduino Mega 2560

After the first trial, the setup was upgraded to the Arduino Mega 2560, which
provided improved analog resolution and better stability for signal handling. A 1
M2 resistor was added in series with the sensor to reduce fluctuations and improve
noise immunity.

This setup showed significant improvements. The sensor output became notice-
ably smoother and more reliable. Touch interactions of varying intensity (ranging
from light contact to full press) resulted in distinguishable resistance variations.
Unlike the Uno, which often produced inconsistent readings, the Mega was able to
separate different levels of pressure more clearly.

Figure 4.4 shows the updated setup with the Arduino Mega. A sample output
of touch classification is shown in Figure 4.5, where each touch level is correctly
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distinguished. The improved signal stability is also evident in the plotted graphs ,
showing clean transitions and repeatable waveform behavior.

This trial confirmed that the Arduino Mega was a suitable platform for the
final integration, especially when reliable classification and real-time response were
required.

Figure 4.4: Updated setup using Arduino Mega 2560 with conductive fabric and
foam sensor.
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Resistance vs. Time for Different Touch Levels
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Figure 4.5: Resistance patterns and classification output.
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No Touch
‘ Resistance vs Time with Touch Events
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Figure 4.6: Grouped resistance curves showing response over time for various touch
levels.

ADC smooth wvalue = 185.04
Soft Touch Detected
No Stretch

Resistance:
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Medium Touch Detected
No Stretch

ADC smooth walue =
Hard Touch Detected
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Resistance: 154731.45 ©

Figure 4.7: Real-time serial output illustrating touch classification levels and
corresponding resistance values.

41



Experimental Testing & Results

4.2.3 Third Trial: ESP32-WROOM-S3

The ESP32-WROOM-S3 was the final board used in the series of sensor trials.
Unlike the Arduino Uno and Mega, this microcontroller included built-in wireless
features and a faster processor, which made it a candidate for potential mobile or
networked applications. However, the aim at this stage was to check whether its
analog performance would be consistent enough for reliable touch detection.

The test configuration remained the same: the same foam-based capacitive sensor
and resistor combination were used (Figure 4.8), and the output was monitored
via a serial interface. In comparison to the Mega, the ESP32 produced higher
fluctuation in resistance values. These variations were more obvious when using
a light or moderate touch, making it difficult to establish constant thresholds
(Figure 4.9).

Although the board was able to detect simple contact changes, some ADC noise
induced instability. This behavior created uncertainty in the middle ranges when
categorization boundaries were more rigid, but it was less significant in situations
with high pressure. Positively, during the experiments, the ESP32 enabled seamless
wireless transmission of sensor data, demonstrating its applicability for remote
feedback configurations.

In this context, the ESP32 was found useful for future applications where mo-
bility and network integration are required, but the Arduino Mega remained the
better option for high-resolution sensing in controlled conditions.

Figure 4.8: Sensor circuit setup using ESP32-WROOM-S3, foam sensor, and signal
stabilizing resistor.
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ESP32 Sensor Response with Fluctuation
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Figure 4.9: Sample sensor output response using ESP32 showing signal fluctuations.

4.2.4 Final Integration and Validation

To finalize the sensor evaluation, two applied tests were carried out. The first used
an FSR to verify basic detection capabilities, and the second focused on confirming
the performance of the capacitive sensor once embedded in a structural setup.

The FSR setup allowed a quick check of binary contact states Figure 4.10.
A standard push was applied using a fingertip, and the voltage response was
monitored. As shown in Figure 4.11, the sensor output clearly dropped during
contact and returned when released. This behavior confirmed a binary distinction
between “touch” and “no touch,” though it lacked the resolution needed for graded
interaction levels.
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Figure 4.10: FSR setup

A simulated output of the FSR over time is presented in Figure 4.12, showing
clear and consistent transitions between contact and release states. While useful for
basic detection, the FSR’s on—off behavior limited its use for nuanced classification
tasks.

In the second test, the capacitive sensor was embedded in a 3D-printed arm
structure to validate performance under structural constraint. The result, shown
in Figure 4.13, confirmed that the sensor maintained responsiveness even when
fixed along a flexible support. Pressure changes continued to generate smooth and
accurate resistance shifts, validating its reliability in embedded conditions.

A

B
S5
=

==

(a) FSR under finger pressure. (b) FSR in resting state.

Figure 4.11: Binary state response using an FSR sensor.
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FSR Sensor Response: Touch vs No Touch
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Figure 4.12: Simulated FSR signal showing “touch” and “no touch” transitions.

Figure 4.13: Capacitive sensor embedded in a 3D-printed arm setup.

4.3 Vibration Feedback Trials

4.3.1 Single Motor Test

The initial testing of the vibration feedback system began with a single motor to
validate basic responsiveness and wiring stability. This level sought to ensure that
vibration could be consistently induced by the Arduino microcontroller code.

The Arduino Mega was used to connect a single vibration motor, which was
then programmed to turn on when an identified resistance threshold was achieved.
This motor was installed with the FSR without any additional covering to allow
for tactile inspection and direct viewing.
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Once activated, the motor produced consistent pulses with sufficient strength to
be perceived through the soft interface. While no graded feedback was implemented
at this point, the trial confirmed that the hardware performed as expected and
could be used as a foundation for developing intensity-based mapping in later
stages.

This test provided a baseline for actuation behavior, confirming that the hardware
setup was sound before introducing more motors or complex control logic.

Figure 4.14: Initial vibration motor test setup with FSR placement.

4.3.2  Full Motor Array Test

To evaluate the system’s capability to manage multiple actuators, three vibration
motors were connected in a shared circuit. This setup allowed all motors to draw
power from the same source while being triggered independently through their
respective control lines.

Each motor was programmed to turn on sequentially, based on sensor input
conditions defined earlier. The goal of this trial was to confirm that signal stability
and actuation strength were preserved as more motors were introduced. The
Arduino Mega was used again for control due to its sufficient GPIO availability
and consistent output performance.

The test confirmed that each motor could be activated in order without interfer-
ence or delay. Each trigger point led to a corresponding change in the response
signal, indicating proper actuation. This verified that simultaneous or staggered
feedback could be supported without affecting system reliability.

4.3.3 Final Mapping Strategy

Once the full motor array was confirmed to be operational, a response mapping
system was developed to link touch levels with vibration intensity. The aim was
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to create a clear and scalable feedback method that could reflect the degree of
physical interaction without requiring complex control logic.

The mapping was straightforward: each increase in touch intensity activated one
additional motor. This provided four distinct stages of vibration, as listed below:

Soft Touch — 1 motor

Medium Touch — 2 motors

Hard Touch — 3 motors

Grab — 4 motors

All motors were distributed evenly inside the structure, allowing both the
strength and spatial coverage of vibration to change based on the interaction.
This setup made the response more intuitive and allowed users to sense feedback
variation through both amplitude and location.

The mapping was tested under actual interaction situations. Each touch level
precisely activated a suitable number of motors, without delay or misreading. The
system handled transitions correctly and demonstrated no instability in repeated
trials.

Vibration Motor Activation per Touch Level
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9 No Touch Soft Medium Hard Grab
Touch Level

Figure 4.15: Bar graph showing the mapping between touch intensity and number
of activated motors.
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4.4 Breathing Simulation Trials

4.4.1 Servo Synchronization

The first breathing simulation test focused on verifying the synchronized motion of
two servo motors using sweep code (as described in Chapter 5). These motors were
installed in opposing positions within the structure and connected to the Arduino
Mega, which handled their control in parallel.

The motors were programmed to move in a smooth sweep between two defined
angles, replicating the slow rise and fall of a relaxed breathing pattern. Timing
parameters were adjusted manually to avoid sudden motion or jitter, and to ensure
both servos moved consistently with no noticeable delay between them.

As shown in Figure 4.16, the test setup confirmed that the dual-motor config-
uration produced a unified and repeatable motion. The mechanical parts moved
without noise or backlash, and the transition between positions was smooth enough
to be felt as a continuous inflation—deflation cycle when touching the foam. This
step served to validate the mechanical alignment and basic feasibility of the breath-
ing effect before adding variation based on input intensity.

Figure 4.16: Dual-servo motor setup for breathing simulation. Motors are positioned
on opposite sides of the internal structure and synchronized for smooth sweeping
motion.
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4.4.2 Intensity-Linked Breathing

Following successful servo synchronization, the breathing simulation was expanded
to vary in real time according to interaction strength. This allowed the system to
produce richer feedback by adjusting the movement intensity of the servo motors
based on touch level.

The input from the capacitive sensor was classified into five stages. Each one
triggered a specific servo behavior defined by motion speed and angular range:

No Touch — 0° (stationary)

Soft Press — sweep between 0° and 180°

Medium Press — sweep between 4° and 180°

Hard Press — sweep between 8° and 180°

o Grasp — sweep between 10° and 180°

Each increase in intensity expanded both the amplitude and speed of motion.
The breathing rhythm thus became more expressive as interaction strength grew.

Timing and angle values were adjusted manually to maintain fluid transitions,
avoiding mechanical jitter. As shown in Figure 4.17, the servo angle pattern closely
follows interaction changes, allowing the structure to emulate slow or fast breathing
in a way that is perceptible through both sight and touch.

This phase validated the motor logic for pressure-adaptive motion and showed
that a simple linear mapping could deliver a believable breathing effect when
embedded inside the structure.
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Servo Angle Response per Touch Intensity
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Figure 4.17: Servo response angle over time for varying interaction intensities. Each
touch level maps to a different sweep range, demonstrating adaptive breathing
simulation.

4.5 Full System Testing
4.5.1 Optimized Fabric-Embedded Circuit Testing

The final configuration of the capacitive sensor circuit was verified at this point
once it was fully integrated into the ball. This configuration was used since it
demonstrated the best classification consistency in earlier experiments using an
Arduino Mega 2560 and a 2 MY resistor.

To preserve the wireless usability while still benefiting from the Mega’s superior
analog performance, a 7.5V battery pack was integrated directly inside the struc-
ture. This allowed the setup to run independently from USB power, unlike the
ESP32-based tests, and still preserved the untethered, user-friendly interaction feel
(Figure 4.18).
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Figure 4.18: Embedded battery pack powering the Arduino Mega.

The actual sensor was placed under the layer of fabric and connected via soft
internal connections. Response was verified by testing a series of interaction types:

« No Touch (idle state)

Soft Touch (light fingertip contact)

Medium Press (moderate finger pressure)

Hard Press (firm pressing with the finger)

Grab (entire hand squeezing the surface)

Each interaction consistently produced a distinct and measurable resistance
signal. These values were analyzed using multiple methods. Asshown in Figure 4.19,
a clear downward trend in resistance was observed as pressure increased. The bar
chart further confirmed that each interaction category held a reliably separate
resistance band.
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Average Resistance for Each Touch Condition

Mean ADC Smooth Value (kQ)

No Touch

Figure 4.19: Bar graph of resistance values per interaction level.

Figure 4.20 presents the resistance output over time, capturing the real-time
variation and pauses between events. Additionally, grouped sensor response curves
in Figure 4.21 reinforce the system’s stability across repeated applications of the
same interaction levels

Resistance vs. Time for Different Touch Levels

— —

120

)

i \ﬁ\/ h
a
o "'-—-.__,i___
o \ ____'_—‘———\_____—
9_: 80 /
E S
—--_"“-_f"'-— T —
2 —
=]
8 60
E
@
6]
:_2 —— No Touch
40 1 —— soft N
—— Medium
—— Hard
20 __—I Grab —
I 5 10 15 20 25 30

Sample

Figure 4.20: Time-based sensor output for sequential interactions.
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Resistance vs Time with Touch and Rest Events
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Figure 4.21: Grouped sensor curves across interaction stages.

To visually document the classification process, Figures 4.22 to 4.26 display
actual photographs of finger placement and contact for each of the five pressure

types, from idle to full grab. These images link the physical gesture directly to the
data being recorded.

Figure 4.22: No Touch — idle sensor state.

Figure 4.23: Soft Touch — light fingertip contact.
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Figure 4.24: Medium Press — moderate finger pressure.

Figure 4.25: Hard Press — firm finger pressure.

Figure 4.26: Grab — full-hand pressure.

Finally, Figures 4.27 and 4.28 show the final hardware assembly—first uncovered,
and then with the full fabric wrap. In both cases, the system preserved its sensitivity
and output clarity. This confirmed that the embedded configuration worked as
intended and delivered consistent classification accuracy under normal usage.
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Figure 4.28: Final assembly with fabric covering.

4.5.2 Classification Accuracy Analysis

After embedding the final circuit inside the ball, classification performance was
evaluated based on five touch levels. Each interaction type was tested repeatedly
to confirm that the sensor could produce consistent and separable outputs without
overlap or drift.

For every category, the resistance levels did not change during each stage of
the testing. Between experiments, no adjustments and recalibration or just a
minor once were required. As can be seen in Figure 4.19, each level had a distinct
resistance range, and the value decreased significantly as pressure approached.

Figure 4.20 illustrates the sensor output over time during a full interaction
cycle. The signal responded clearly to both quick and prolonged contact, and it
reliably returned to baseline after each touch. Transition timing was smooth, and
no significant lag or signal noise was observed.

It should be noted that this configuration is an operational prototype. Although
the system performed reliably during testing, adjustments may yet be necessary
for future applications. For instance, if the fabric structure changes in size or if
sensor wires are redirected within, the resistance ranges may need to be modified.
These enhancements are expected to be included in subsequent editions.
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Despite this, the results confirm that the sensor logic is effective in its current
form, and the signal quality is high enough to drive responsive feedback without
the need for additional filtering or correction.

4.6 Comparative Overview Table

This section presents a summary of the main improvements made during testing.
Each system element was adjusted or rebuilt more than once to meet both per-
formance and usability targets. The following table outlines how each component
changed from its initial version to the current state used in the final prototype.

Table 4.1: Comparison of system modules between early trials and final implemen-

tation.
Subsystem | Initial Trial Final Outcome | Remarks
Sensor Readings were Arduino Mega The Mega’s better analog
unstable using and 2 MQ resistor | handling and stable
Uno or ESP32 gave consistent reference helped improve
with lower and repeatable touch separation
resistance values | readings
Vibration Single motor, Multi-motor Gradual response gave more
on/off feedback setup with clarity to users and matched
without stages feedback mapped | interaction stages better
to four pressure
levels
Breathing Simple sweep Touch-controlled | Behavior became more
loop, constant variation in sweep | expressive and adjusted
speed angle and speed naturally to pressure level
Full System No fabric, Final build with | Wireless setup maintained
USB-powered, internal power stability, and comfort
exposed and full outer improved with fabric
components fabric layering

While some adjustments were minor, such as tuning the resistor or servo angles,
others — like embedding the power supply or mapping feedback more clearly —
had a significant effect on how the prototype behaved in real usage conditions. The
summary here provides a practical overview of how the system evolved.
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4.7 Summary of Experimental Findings

This section outlines the test results. FEach component of the system (sensor,
vibration, and breathing) was adjusted through practical experiments until it could
respond consistently and meaningfully during human interaction.

For the capacitive sensor, the biggest gain came from switching to the Arduino
Mega with a 2 MS) resistor. This configuration provided the most steady readings,
especially when embedded into the fabric. Thresholds remained consistent across
touch levels, and once tuned, recalibration was rarely required.

In terms of vibration feedback, the system moved from a single motor test to a
four-stage setup where motor count and intensity reflected pressure strength. The
result was a more understandable and intuitive response pattern, which users could
feel clearly through both amplitude and coverage.

The breathing simulation also progressed. The early tests used a constant sweep
angle, but this was later adapted based on touch input. That made the movement
feel more natural, especially when the servo angles changed smoothly depending
on how much pressure was applied.

For the final assembly, all subsystems were installed together inside the soft ball
with no external wiring. Even after the foam and fabric layers were added, the
system kept working smoothly. The sensor stayed responsive, and both feedback
modules reacted without delay or signal distortion.

While some areas still need tuning—such as adjusting thresholds when the fabric
geometry changes or fine-tuning the feedback curves—the current setup shows that
the design is sound. The system reliably translates user input into output feedback,
without needing extra filters or correction layers.
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Chapter 5

System Programming &
Implementation

5.1 System Control Overview

This chapter outlines how the control logic was built and tested using the Arduino
platform. Each function (sensing, vibration, and servo motion) was developed and
tested individually before being integrated into a complete system.

The Arduino Mega 2560 was used in all final tests due to its stable analog
readings and sufficient 1/O support. While the ESP32 was initially considered, the
Mega proved more reliable when working with resistive sensors, especially after
switching to a 2 M() resistor.

Development started with basic sketches. For example, early code was used to
read analog values from the FSR to confirm that touch pressure produced readable
and repeatable resistance changes. Another sketch tested servo motion through a
basic sweep function to verify synchronization. These individual tests were critical
before attempting to combine subsystems.

The final version of the code combined the capacitive sensor classification,
vibration mapping, and servo control into one continuous loop. No filtering or
external libraries were used, aside from Servo.h. Each part of the interaction was
managed through basic conditional logic, keeping the implementation simple and
adjustable. Based on the input intensity, the code triggered a matching number of
motors and set servo motion to the appropriate angle range.

The following sections walk through each step of this progression—from early
sensor reading to full-system control—highlighting which sketches were used, what
was tested, and how the system behavior evolved from isolated functions to a
synchronized feedback loop.
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5.2 Interaction System Logic

5.2.1 Capacitive Touch Classification Logic

This project used a capacitive sensor made of conductive foam to detect different
levels of physical interaction. The sensor was connected to analog pin A0 and acted
as a variable resistor within a voltage divider. To ensure signal consistency across
tests, a calibration phase was added at the beginning of the program.

During calibration, the sensor was left untouched, and 100 analog readings
were collected. The average of these readings was used as a baseline for future
comparisons:

Listing 5.1: Sensor Calibration Code

Serial.println (" Calibrating ... DO NOT TOUCH OR STRETCH the sensor.");
delay (1000) ;

long sum = O0;

s| for (int 1 = 0; 1 < 100; i++) {

sum += analogRead (SENSOR, PIN) ;
delay (10) ;
}

baseline = sum / 100;

Serial.print (" Calibration Complete. Baseline: ");
Serial.println (baseline);

Based on the analog measurement after calibration, the system calculated resis-
tance values using a condensed form of Ohm’s Law. Real-time processing of the
values was then done within the loop:

Listing 5.2: Sensor Resistance Calculation

rawValue = analogRead (SENSOR_PIN) ;

float voltage = rawValue * (5.0 / 1024.0);
float I = voltage / 500000.0;

float VRx = 5.0 — voltage;

resistance = VRx / I;

To smooth out fluctuations and ensure better consistency, a simple filter was
applied:

Listing 5.3: Exponential Smoothing

float smoothed = (prev * 0.7) + (input x 0.3);
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The classification of touch levels was based on raw resistance (not the smoothed
value).The increase in the pressure applied causes the resistance decrease, allowing a
clear separation between different levels of interaction. Using the standard if-else
structure, the logic was developed, giving each resistance range a unique interaction

label:

Listing 5.4: Touch Classification Logic

if (resistance > noTouch) {
: Serial.println ("No Touch");
5|}

else if (resistance > softTouch) {
5 Serial.println ("Soft Touch Detected");
}

else if (resistance > mediumTouch) {
’ Serial.println ("Medium Touch Detected");
}

else if (resistance > hardTouch) {
Serial.println ("Hard Touch Detected");
2| }

sl else {
Serial.println ("Grab Detected");

28

The threshold values were tuned manually based on observation:

Listing 5.5: Threshold Values

float noTouch = 200000;
float softTouch = 170000;

;| float mediumTouch = 140000;
float hardTouch = 130000;

5| float grabTouch = 100000;

This classification was first tested on its own, without any motor or servo
feedback. Values were printed on the serial monitor to confirm that the system
could consistently detect each interaction level. The modular structure made it
easier to reuse this logic when vibration and motion feedback were added later.

5.2.2 Vibration Feedback Control

After classifying the different touch levels, the system needed a way to provide
physical feedback. For this, four vibration motors were added. Each one was
connected to a digital output pin, and the idea was simple: the stronger the touch,
the more motors would turn on.
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The control part was handled in the same classifyTouch() function. Based
on the resistance value from the sensor, one to four motors would be activated
using a set of digitalWrite() commands.

The code used a basic step-wise logic like this:

Listing 5.6: Vibration Motor Activation

if (resistance > noTouch) {
digitalWrite (8, IDW)
digitalWrite (11, LOW);
digitalWrite (9, I_OW)
digitalWrite (10, LOW) ;

else if (resistance > softTouch) {
digitalWrite (8, HIGH)
digitalWrite (11, LOW);
digitalWrite (9, LOW)
digitalWrite (10, LOW) ;

sl else if (resistance > mediumTouch) {

digitalWrite (8, HIGH) ;
digitalWrite (11, HIGH) ;
digitalWrite (9, IOW)
digitalWrite (10, TLOW) ;

else if (resistance > hardTouch) {
digitalWrite (8, HIGH) ;
digitalWrite (11, HIGH) ;
digitalWrite (9, HIGH)
digitalWrite (10, LOW) ;

1)

25| else

26 digitalWrite (8, HIGH) ;
27 digitalWrite (11, HIGH) ;
28 digitalWrite (9, H[GH),
29 digitalWrite (10, HIGH) ;
30 }

Each digitalWrite() statement turns one motor on or off. Pin 8 was used for
the first motor, then 11, 9, and 10. A soft press triggered just one of them. With a
harder press, two or three would turn on. A full grasp activated all four at once.

Binary behavior was used by the motors so there was no need for PWM and
variable speed integration. This prevented flickers or delays that might appear with
more intricate control techniques and kept things straightforward and responsive.

This setup worked well in testing. The feedback was easy to feel and easy to
adjust. If needed, the thresholds could be changed quickly, since everything was
defined with constants at the top of the script. Having each output clearly mapped
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also helped when debugging or isolating one part of the system.

5.2.3 Servo Motion Control

Before connecting the servo motor to any interaction logic, a single sweep sketch
was used to test it. By doing this, the motor was less likely to noise or become
stuck and to move as designed. The motion was programmed to move from 0° to
180° and back again using two servos attached to pins 7 and 12.

The movement happened in 10-degree steps with a short delay, just to keep
things smooth and easy to observe. Here’s the basic structure:

Listing 5.7: Sweep test for two servos

myservo . attach (7);
myservo2.attach (12);

for (pos = 0; pos <= 180; pos += 10) {
myservo. write (pos) ;
myservo2. write (pos) ;

delay (15);

}

for (pos = 180; pos >= 0; pos —= 10) {
myservo. write (pos) ;
myservo2. write (pos) ;
delay (15);

}

Running this gave a quick check that everything was wired correctly and that
the motion was clean across the full range. It also made it easier to see what kind
of speed or range might feel right later on, once linked to interaction.

At this stage, the servo was not yet connected to the sensor or any feedback
system. The goal was just to confirm it worked properly on its own. That made
debugging easier and avoided confusion while tuning motor response. The way this
motion was later tied to touch intensity and integrated with the rest of the system
is explained in the next section.

5.3 Full System Integration

After testing the sensor, vibration motors, and servo motion separately, the final
step was to combine them into one working loop. This was done using the
trialwithservo3.ino sketch, which brought everything together in a way that
kept the system responsive and easy to adjust.

The first thing added was the breathing feedback. Instead of using fixed angle
values for each touch level like before, a custom function called breathing(step)
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was used. The idea was simple: smaller step values made the servo move slowly,
while higher steps made the motion quicker and wider — kind of like simulating
deeper or faster breathing.

Listing 5.8: Breathing function for servo motion

void breathing(int step){

for (pos = 0; pos <= 180; pos += step) {
myservo. write (pos) ;
myservo2.write (pos) ;
delay (15) ;

}

for (pos = 180; pos >= 0; pos —= step) {
myservo. write (pos) ;
myservo2. write (pos) ;
delay (15) ;

}
}

This function was called from inside the classifyTouch() function, depending
on the level of resistance detected. For example, a soft touch would only trigger
the first motor and a slow servo motion, while stronger inputs would increase both
the number of motors and the breathing intensity.

Listing 5.9: Conditional breathing based on touch level

else if (resistance > softTouch) {
digitalWrite (8, 1);
breathing (1) ;

else if (resistance > mediumTouch) {
digitalWrite (8, 1);
digitalWrite (11, 1);
breathing (2);

Each motor was wired to a separate pin (8, 11, 9, and 2), and they were turned
on one by one as the resistance got lower. This made it easy to adjust feedback
just by changing the thresholds defined at the top of the code.

To make sure everything worked reliably together, the loop was kept simple.
No heavy libraries were used apart from Servo.h, and the smoothing function for
the resistance value was lightweight. Also, a short calibration was done at the
beginning to set the baseline for the sensor:
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Listing 5.10: Sensor calibration loop

for (int i = 0; i < 100; i++) {
sum += analogRead (SENSOR,_PIN) ;
delay (10) ;

5| baseline = sum / 100;

This helped the sensor stay accurate even if environmental conditions shifted
slightly. The whole system ran in a single loop with basic if-else logic, which
made it easy to debug and adjust later.

In the end, the combined script worked as intended. The touch input controlled
both tactile (vibration) and motion (servo) feedback, and the interaction felt clear
and responsive. All the separate tests came together in one system that was stable
and easy to tune.

5.4 Python-Based Plotting and Visualization

The plots shown in the previous chapter were created using Python scripts instead
of the Serial Plotter built into the Arduino IDE. While the Serial Plotter was useful
in early tests, it lacked flexibility for saving graphs, adding labels, or adjusting the
view. Using Python made it easier to read the data in real time, mark different
phases of interaction, and generate clearer results.

Three scripts were written and used during different parts of the development.
The first one, python_for_plotting.py, was written to simply read resistance
values from the serial port and plot them live. This was mainly used to check
whether the sensor was working properly and how the signal responded to different
touch levels. A small part of the code used looked like this:

resistance = float (line.strip().split(’=")[1])
plt.plot (timestamps, resistance_values)

This gave a simple line graph that updated in real time.

The second script, pthon_plotting condition_with_notouch.py, was used
to test each interaction level separately. The idea was to apply one type of touch
at a time, record the data, and then calculate the average resistance value. The
results were shown as a bar chart. The section below shows how the labels were
used:
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labels = ['No Touch’, ’Soft’, ’Medium’, 'Hard’, ’'Grab’]
plt.bar(labels , average resistances)

This made it easier to compare the values and check that the thresholds used in
the Arduino code were reasonable.

The last script, python_optimized _code_plotting.py, was used to create the
final labeled plots. It added vertical lines and text annotations to mark when
each new touch phase started. This made the plots easier to read when showing
how the resistance changed across time. A typical part of the code used for this was:

plt.annotate (labels[i], ...)
plt.axvline (...)

This setup made it easier to see whether the classification was working as
intended and was also helpful during debugging.

All the plots shown earlier in chapter 4 were created using these scripts.
Depending on the test, one of them was used with small adjustments. Using
Python instead of the Serial Plotter made a big difference in how clearly the results
could be presented.

5.5 Discussion

Some practical choices were made during the integration to keep the system simple
and reliable. The Arduino Mega was used instead of the ESP32 mainly because it
gave more stable analog readings and had more pins, which helped during testing.

For vibration, digital control was enough. There was no need for PWM since
just turning the motors on and off was clear and effective. The same idea was
followed with the servo — step-based motion was easier to tune and didn’t add
complexity.

A basic calibration was added at startup to adjust the baseline each time. This
helped reduce noise and made the readings more consistent.

The smoothing of resistance was done with a small filter directly in the code,
without any libraries. This kept the response fast.

Python-based plotting was also a useful part of the testing process. Instead
of relying on the Arduino Serial Plotter, all sensor responses were logged and
visualized using custom Python scripts. This made it easier to verify whether the
classification logic and thresholds were working as expected.

Still, some limits remained. The thresholds were hardcoded, and the servo motion
used blocking delays. Everything ran in one loop, so there was no multitasking.
But for the scope of this project, it was enough to show the concept clearly.
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Chapter 6

Conclusion and Future Work

In recent years, there has been growing interest in using simple, adaptive systems
to explore human—machine interaction beyond conventional interfaces. This thesis
focused on developing a prototype that interprets the intensity of human touch
and responds through vibration and mechanical motion. By combining a capac-
itive sensor with straightforward control logic, the aim was to create a compact
and transparent interaction model. The work prioritized clarity, simplicity, and
adaptability over complex architecture, offering a foundation for future exploration
in soft robotics, wearable feedback, and responsive therapeutic devices.

6.1 Conclusion

This work demonstrated the feasibility of using a minimal setup to deliver graded
tactile interaction in real time. A stretchable capacitive-resistive sensor was used
to detect varying levels of pressure, and the response was mapped to a multimodal
output system based on vibration and servo motor motion. The intent was not to
build a final product, but to validate a design path that prioritizes usability, signal
clarity, and low system complexity.

The development was guided by a hands-on, modular approach. Each subsys-
tem—sensor reading, signal smoothing, threshold calibration, vibration feedback,
and servo actuation—was tested in isolation before integration. The logic relied on
simple comparisons and blocking delays to maintain clarity and ease of adjustment.
Despite these basic tools, the final integration proved robust, with reliable detection
across five levels of input.

The main contributions of this work can be summarized as follows:

» Single Sensor Integration: A soft, stretchable capacitive-resistive sensor
was employed to detect graded physical input, avoiding the need for multiple
sensing layers or external conditioning hardware.
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Touch Classification Logic: Custom thresholds were defined and calibrated
to categorize five interaction levels (no touch, soft touch, medium touch, hard
touch, grab), based solely on raw analog resistance values. The logic remained
simple, yet showed stable detection across multiple tests.

Multimodal Feedback System: Distinct vibration patterns were assigned
to each touch category using digital signals. Additionally, servo motion was
programmed to mimic a breathing-like response, offering both immediate and
slow feedback to complement the sensor input.

Independent Microcontroller Implementation: The entire interaction
loop ran on an Arduino Mega 2560, chosen for its stable analog readings and
generous /O capacity. No libraries or multitasking approaches were used,
ensuring clarity and full control of timing and feedback.

Data Visualization via Python: To better understand and refine the
sensor behavior, Python plotting scripts were created. These allowed real-time
visualization of both raw and smoothed resistance values, offering more control
and insight than Arduino’s built-in tools.

Incremental Testing and Debugging: Each component — from reading
and calibration to feedback triggering — was implemented and verified individ-
ually before integration. This stepwise development helped avoid interference
between parts and made debugging clearer.

In summary, this prototype confirms that a compact, low-cost design can still

provide meaningful and responsive tactile feedback. Although this version focused
on simplicity and validation of the interaction principle, it sets the stage for future
improvements, such as feedback tuning, modular packaging, or wireless operation
in wearable or therapeutic scenarios.

Future Work

While the current prototype met the main goals of clarity and functionality, several
areas remain open for improvement or extension. Future work could build on the
foundation laid here in the following directions:

1. Hardware Optimization: Miniaturizing the setup by using a smaller board

(such as an ESP32) and reducing wiring could make the system more suitable
for wearable or embedded use.

2. Non-blocking Control Logic: Replacing blocking delays with interrupt-

based or non-blocking loops would improve responsiveness and open the door
to multitasking or wireless communication.
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3. Modular Feedback Control: Splitting vibration and motion control into
separate modules would make it easier to tune them independently, or even
switch between modes dynamically.

4. Dynamic Threshold Calibration: Adding a learning or adaptive mecha-
nism to calibrate resistance thresholds per user or environment could increase
robustness and usability in varied contexts. This could also include auto-
matic adjustment in case of changes to the sensor’s physical layout or wiring
distances.

5. 3D-Printed Shape Redesign: The outer shell could be redesigned to be
more flexible and ergonomic, especially to ensure safe use by children or in
therapeutic settings. Material softness and deformation tolerance could be
further improved.

6. Testing on Larger Conductive Materials: Extending the sensor tests
to wider and less constrained conductive fabrics would help evaluate system
performance in more realistic, uncontrolled and harsh environments.

7. Wireless Operation and Power Management: Making the system wireless
and battery-powered would enable mobile or field use, especially in applications
like rehabilitation or stress-relief tools.

8. Data Logging and User Testing: Adding onboard data storage or remote
logging could help study long-term trends or run structured user studies to
evaluate the system’s effectiveness.

9. Expansion to Multi-sensor Inputs: Extending the platform to support
multiple sensors would allow for spatial mapping of touch or more complex
interaction patterns.

These enhancements would not only make the system more versatile but also
support its adaptation into real-world soft robotics or assistive devices. The current
design offers a stable testbed to begin such explorations.
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