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1 Introduction 

1.1 Problem Statement and Objectives 

In the European Union, as of year 2022, a significant disparity between rail and road freight 

volumes was still observed, with the former covering only the 17% of inland transport, the 

latter accounting for about 77%, and inland waterways the remaining part (European Com-

mission, 2024). It is observable that rail transport was not the main mode of transport in any 

of the countries.  

Considering flexibility, road transport is the best mode for transporting freight, being the 

only one that allows door-to-door shipping. Every other mode allows, in fact, to only travel 

between specific points and through specific paths in which supporting infrastructures are 

present and require transferring the goods between different vehicles: an operation, named 

mode shift, that is personnel and time demanding; in other words: every other mode must 

be part of a multimodal approach to transportation.  

Road transportation, however, in addition to increasing pressure on congested roads, offers 

a significantly lower performance in terms of safety and environmental sustainability (Eu-

ropean Court of Auditors, 2023). The transport sector is responsible for almost a quarter of 

greenhouse gas emissions in Europe, nearly three quarters of this amount (72% in 2019) 

being due to road transport. Trucks and lorries carrying freight on roads are responsible for 

around a quarter of road transport emissions (European Commission: Directorate-General 

for Mobility and Transport, 2021, cited by European Court of Auditors, 2023).   

The development of standardized loading units (namely, containers, swap bodies or semi-

trailers) lead to a specific form of multimodal transport called intermodal transport; more-

over, introducing flat cars allowed to reduce handling costs even more and speed up load-

ing operations. Nonetheless, the road-only alternative is still, on average, 36% less expensive 

than the intermodal one (European Court of Auditors, 2023). The goal stated by European 

Commission (2011) is to “[reduce] greenhouse gas emissions from the transport sector for 

the first time, aiming for a 60% reduction by 2050 compared with 1990 figures” (European 
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Court of Auditors, 2023, p.9). However, “[the] CO2 emissions from the transport sector did 

not decrease, but increased by 24 % between 1990 and 2019. While [in fact] the efficiency 

of heavy-duty vehicle transport (vehicles and logistics) improved during this period, in-

creases in demand for freight transport outpaced these efficiency gains” (ibid.). For this 

reason, further research on intermodal transport is crucial nowadays, to foster its compet-

itiveness and allow a more widespread adoption, with the ultimate goal of reducing road 

transportation and, in turn, greenhouse gas emissions. 

This work focuses on a specific segment of an intermodal transportation, that is the one 

between two rail terminals, and considers the Single Wagon Load (SWL) approach, defined 

as transporting freight from customers to the most suitable marshalling yard, consolidating 

it in a long distance train that travels to the destination marshalling yard, and finally ship-

ping it to the destination terminal, again by using feeder transportation (Islam et al., 2016).  

Starting from the state-of-the-art in Operations Research (OR) applied to rail transport, the 

objective of this work is to propose a model that allows to compute the optimal quantity 

and initial allocation of resources (namely: containers) in a hub-and-spoke network in 

which customers orders are fulfilled with the SWL approach. It can be therefore defined as 

a Service Network Design Problem (SNDP) with Asset Management and Repositioning. Ad-

ditionally, as a major element of novelty introduced by this work, the possibility to rent idle 

containers at terminals as storage space to customers has been considered as a source 

of income, potentially influencing the overall economic performance of the system and im-

pacting the optimal values of the decision variables the model aims to determine. 

The structure of the paper is organized as follows: in chapter 1, a brief introduction about 

freight transportation and how OR has become a fundamental part of it is presented; in 

chapter 2 a literature review is proposed, analyzing the state-of-the-art in the field as the 

starting point for this work; chapter 3 explains in detail the developed model; chapters 4 

presents the implementation and the results of the performance test conducted on the 
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model; finally, chapter 5 draws the conclusions from this work, offering a possible basis for 

future investigation of the topic. 

1.2 Transport: basic concepts 

The term “Transport” refers to a movement of goods, from one location to another, using a 

vehicle of transport (e.g. trains, trucks, ships) and a transportation infrastructure (e.g. rail-

ways, roads, canals) and is, in general, included in the broader field of Logistics, which en-

tails coordinating not only the transportation of goods, but also their production and distri-

bution, and therefore implies managing flows of information as well. 

Following the subdivision presented by Bektaş (2017), the main actors in this process can 

be identified in shippers, carriers and intermediaries. Shippers generate the demand for 

freight transportation and may operate their own fleet or outsource transportation to an 

external party. Carriers operate and offer transportation services for shippers; they may 

provide customized services or operate through consolidation (distinction which is well de-

scribed in the next Paragraph). Finally, intermediaries are third parties that manage the 

shipment on behalf of shippers by contracting with one or several carriers.  

The field of Transport is itself very broad. Without the pretense of being exhaustive, a high-

level taxonomy of the field is proposed, to establish the framework within which the subse-

quent work will be contextualized and introduce some useful terminology. The dimensions 

presented in the taxonomy are derived from Crainic at al. (2024), and are: 

- extension of the covered area; 

- transportation mode; 

- shipper-carrier relationship. 

The first dimension, the extension of the covered area, refers to the difference between short 

haul and long-haul transport. The focus of this work is on long-haul transportation, which 

concerns “the movement of goods over relatively long distances, between terminals or cit-

ies, […] by rail, truck, ship, etc., or any combination of modes” (Crainic, 1999).  
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The transportation mode is then the object of the second dimension. As a primary and 

rough distinction, modes can be differentiated by the “natural element” they travel through, 

that can be land, water, air. Air mainly refers to air cargo transportation, while water refers 

to both maritime transportation and river (and canal) navigation; land refers, instead, to 

both road and rail transportation. A second distinction can be made based on whether the 

shipment is executed with one mode entirely, and it is referred to as “unimodal”, or with the 

combination of multiple modes, and thus defined as “multimodal”. The uniformization of 

freight transportation through the usage of standardized containers, which is referred to as 

“containerization”, has led to the development of a specific type of multimodal transporta-

tion referred to as “intermodal”. The main advantage of intermodal transportation is sim-

plifying modal shifts, since standard containers may be moved from one mode to another 

without unloading the goods they contain. The facilities at which these shifts are performed 

are called “intermodal terminals”; the most relevant example for the scope of this work is a 

rail yard, in which containers can be transferred between road (trucks and lorries) and rail.  

Finally, the shipper-carrier relationship dimension refers on how the carrier capacity is al-

located to the shipper request. It can be dedicated, when a loading unit, e.g. a vehicle or a 

convoy, is assigned to a unique shipper demand, which is paying for the entire journey; 

furthermore, the shipment travels untouched until its destination. Consolidating, on the 

other hand, means merging several shipments, possibly with different origins and destina-

tions and possibly for only a portion of their total travel, in order to fully exploit the capacity 

of the utilized vehicles. It becomes a useful technique when the volumes of single orders 

are not big enough to justify paying a dedicated travel, from the shipper side, or to offer a 

dedicated direct service with a reasonable quality in a profitable manner, from the carrier 

side.  

This work has its focus on rail freight transportation and models a situation in which ship-

pers request services (i.e. orders) departing from an origin terminal and arriving to a des-

tination one on specific dates; the service is performed following the SWL approach 
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presented in Paragraph 1.1, thus going through a network of interconnected hubs, as sum-

marized in Figure 1.  

 

Figure 1: Summary scheme of SWL transport  

Since feeders may be, in reality, either trains or trucks and goods travel in container that 

are explicitly modeled to track their position and movements, this work falls into the cate-

gory of intermodal transport with consolidation, being the hubs both consolidation facilities 

and intermodal terminals. It is however assumed, without loss of generality, that all trans-

ports in the model are carried via rail. For a complete description of the problem setting 

and assumptions, reader is referred to Paragraph 3.1. 

1.3 Brief history of Operations Research and Optimization 

Operations Research, or equivalently Operational Research in British English, is defined as 

“A method of mathematically based analysis for providing a quantitative basis for man-

agement decisions (originally for military planning)” (Oxford English Dictionary, 2023).  

The origins of OR are be found during the Second World War, during which many brilliant 

minds coming from the fields not only of Mathematics, Physics, Chemistry and Statistics, 

but also Psychology, History and Law were assigned to difficult and unfamiliar problem set-

tings. Their research was initially used to improve war operations, but then their foresight 

“led to the successful transfer of OR to post-war commerce and industry” (Gass et al., 2005, 

p. x).  
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The aim of this section is to offer a condensed, and definitely not exhaustive, timeline of the 

development of the OR science. For the sake of brevity, the focus here is solely on the prob-

lems, methods, and solutions that have a direct impact on decision making for transports; 

however, this choice is not intended to diminish the contributions of those scholars who 

developed the mathematical tools and models upon which these solutions rely. Gass et al. 

(2005), who defines OR as “the science of decision making” (Gass et al., 2005, p. ix), served 

as the main source for gathering the information that are here proposed.  

In 1645, the Italian mathematician Evangelista Torricelli solved a problem whose formula-

tion is attributed (with a certain degree of uncertainty, according to Krarup et al., 1997) to 

the French mathematician Pierre Fermat in 1643; the problem can be expressed as: “Given 

three points on a plane, find a fourth point such that the sum of the distances to the three 

given points is a minimum”. It was only at the beginning of XX century that the Alfred Weber1 

brought this problem to the attention of economists and analysts, as a primal form of a 

facility location problem.  

In the late 1940s, the American mathematician Merrill M. Flood popularized what Gass et al. 

(2005, p. 48) define as “the most celebrated combinatorial problem”: the Traveling Sales-

man Problem (TSP). While his paper “The Traveling Salesmen Problem” appeared in the 

Journal of Operations Research Society of America in 1956, Flood, according to Gass et al. 

(2005), recalls being told about the problem in 1937 by the Albert W. Tucker2, who in turn 

identifies the original source in Hassler Whitney3 around 1931-1932.  

The first statement and solution procedure for the classical transportation problem (ship-

ping goods from supply origins to demand destinations at minimum cost) is due to the 

American mathematician Frank Lauren Hitchcock, in 1941. Since the Dutch American 

 
1 Alfred Weber (1868-1958), brother of the sociologist Max Weber was German economist and a professor at the University of 

Heidelberg. 
2 Albert William Tucker (1905-1995) was a Canadian mathematician who mainly worked on topology, game theory, and non-

linear programming,   
3 Hassler Whitney (1907-1989) was an American mathematician and one of the founders of singularity theory. 
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economist and Mathematician Tjalling C. Koopman also worked independently on this 

problem, it is referred to as Hitchcock-Koopmans transportation problem. However, the for-

mal statement and computational resolution is due to George B. Dantzig.  

To the American mathematician George B. Gantzig is attributed, in fact, the first formulation 

of a linear-programming problem, that is as follows: Minimize (or Maximize) cx, subject to 

Ax=b, x≥0, where c is a (1 x n) row vector, x is a (n x 1) column vector, A is an (m x n) matrix 

and b is a (m x 1) column vector. Dantzig is also the father of the Simplex Method, that he 

proposed in 1947, revolutionizing decision making. Gass et al. (2005, p. 64) refer to the Sim-

plex Method as “the workhorse of LP [Linear Programming]” and reports that it was picked 

as ”one of the 20th century best algorithms” (ibid.). 

The general statement of Nonlinear programming is instead due to Harold W. Kuhn4 and 

Albert Tucker, it is as follows: Minimize f(x), subject to gi(x)=(or ≥)0 (for i=1, …m) where all 

functions are twice continuously differentiable.  

In 1951, in the Case Institute of Technology in Cleveland, Colorado, the first OR M.Sc. and Ph.D. 

degree programs were instituted and in November 1952 the volume 1, number 1 of The Jour-

nal of Operations Research Council of America was published. From volume 4, number 1, 

the name was changed to Operations Research. It is nowadays published by INFORMS (In-

stitute for Operations Research and the Management Sciences). 

In their 1954 seminar paper "The solution of a large-scale traveling salesman problem," 

three American mathematicians (the aforementioned Dantzig, D. Ray Fulkerson and Selmer 

M. Johnson) demonstrated the efficacy of cutting planes by solving a 49-city TSP by start-

ing with a good solution and adding cuts to the assignment formulation; only 25 cuts suf-

ficed to rule out non-integer solutions to proven optimality. 

 
4 Harold William Kuhn (1925-2014) was an American mathematician who mainly worked on game theory.  
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In the same year, a TSP study by the aforementioned Dantzig and Fulkerson together with 

Lester Ford was the first work to use a Branch and Bound type of approach, while, as Gass 

et al. (2005, p. 97) reports, “the work of Ailsa H. Land5 and Alison D. Doig6, proposed in 1957 

and published in 1960, is considered the [official] origin of Branch and Bound as a general 

technique for solving linear problems”. 

The concept of “heuristics” was first introduced by H. A. Simon7 (1955), focusing mainly on 

bounded rationality, that is the idea that people make decisions with limited time, mental 

resources and information. Therefore, in contrast with optimization, that aims to obtain an 

optimal solution starting from complete information, heuristics refers to the situation in 

which incomplete information is used to formulate a “good enough” solution. In computer 

science, heuristic algorithms are a class of algorithms that only explore a subset of the pos-

sible solutions at each step, in order to, as quickly as possible, provide the aforementioned 

“good enough” solution. Herbert A. Simon, together with Allen Newell8 and J. C. Shaw9, also 

implemented Logic Theorist, a program that used heuristic rules to prove algorithms; Gass 

et al. (2005) reports that the program was able to prove a theorem for the first time in 1956. 

It also dates to 1955 the early introduction of stochastic variables in linear programming, by 

Dantzig and E. M. L. Baele10.  

Different researchers have been working on an efficient algorithm to solve shortest path 

problems, but the first efficient one is credited to the Dutch computer engineer and math-

ematician Edsger Wybe Dijkstra. In 1956, Dijkstra proposed an algorithm with complexity 

 
5 Ailsa Horton Land (1927-2021) was a professor of Operations Research in the Department of Management at the London 

School of Economics. She has been the first woman professor of Operations Research in Britain. 
6 Alison Grant Harcourt (born A. G. Doig in 1929) is an Australian mathematician and statistician who worked at the at the 

London School of Economics. 
7 Herbert Alexander Simon (1916-2001) was an American scholar whose work influenced the fields of computer science, eco-

nomics, and cognitive psychology. 
8 Allen Newell (1927-1992) was an American researcher in computer science and cognitive psychology. 
9 John Clifford Shaw (1922-1991) was a systems programmer at RAND Corporation. 
10 Evelyn Martin Lansdowne Beale (1928-1985) was a British applied mathematician and statistician. 
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O(n2) for solving shortest path problem with n nodes and non-negative edge costs as well 

as an algorithm for the shortest spanning three problem. 

Gass et al. (2005) reports that the first international conference in operations research was 

held at Oxford University, in September 1957, and was attended by 250 delegates from 21 

countries. Organized by the OR societies of U.K., U.S. and Canada, the conference theme was 

"to unify and extend the science of operational research”. 

George Dantzig is also credited for the first formulation of the Knapsack problem, in 1957: 

Maximize c1x1 + c2x2 + … +cnxn subject to a1x1 + a2x2 + … +anxn ≤ b, with each xj equal to 0 or 1, 

with all (aj, cj, b) taken as positive numbers. The Knapsack problem model is often applied 

in logistics, especially in warehouse management and cargo loading. 

In 1962, Lotfi A. Zadeh11 introduced the notion of “fuzzy sets”, that can be formulated as fol-

lows: given a subset A of X, and a point x in X, the grade of membership of x in A can be 

expressed as a function mA(x) that takes values between 0 and 1. 

In the 1970s, the American mathematicians Michael Held and Richard M. Karp developed a 

method to obtain bounds and solutions for integer-programming problems, based on La-

grangian relaxation. The method starts from the possibility to separate the constraints of 

the original problem into two parts, one of which has a special structure that allows the 

problem to be solved more easily. The complicating constraints are then relaxed, and the 

problem is solved retaining only the easy subset of constraints.  

In 1971, the American computer scientist and mathematician Stephen Cook demonstrated 

that every set of strings accepted in polynomial time by a nondeterministic Turing machine 

can be reduced to a Boolean satisfiability problem (abbreviated SAT) in polynomial time. 

This result identified SAT as the “archetypically intractable problem” (Gass et al., 2005, 

 
11 Lotfi Aliasker Zadeh (1921-2017) was a mathematician and computer scientist, and professor of computer science at the 

University of California, Berkeley. 
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p.158). In the following year, Richard Karp identified a class of problem that he called “poly-

nomial complete” (nowadays “NP-complete”) and provided a list that reduced a number 

of classical combinatorial optimization problems to SAT. Cook’s result, also introducing 

Karp’s definition, stated that being able to solve a SAT problem in polynomial time would 

mean, in turn, being able to solve NP-complete problems in polynomial time, that is P = NP. 

In the same year, 1972, the American mathematicians Victor Klee and George Minty pro-

vided an example of a LP problem for which the simplex method would have to evaluate all 

vertices of the defining polytope. Considering this value could be increased exponentially, 

this problem proved that the simplex method is not a polynomial-time algorithm.  

After more than ten years of research, in 1975 the American scientist John Holland intro-

duced genetic heuristic algorithms, in which the randomized search of optimal solutions 

mimics natural selection. After representing the “population” of possible solutions as binary 

strings, similar to chromosomes, it will “evolve” following the “survival of the fittest” principle, 

producing a high-quality solution for the problem. 

In 1986, the American computer scientist introduced the term “tabu search”, referring to a 

matheuristic procedure in which specific memory structures are used to exclude certain 

solutions from the search neighborhood, with the ultimate objective of preventing the un-

derlying heuristic from becoming trapped in local optima.  

Coming to the recent years, over the last three decades the field of OR, and of optimization 

of freight transportation, has witnessed notable progress. The papers that have been the 

most relevant for this work, serving both as starting point and sources, are analyzed from a 

technical perspective in the literature review presented in the next chapter.  
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2 Literature Review 

In the recent years, the rapid evolution of technology resulted in an exponential growth of 

computational power, allowing to solve progressively more complex problems, adding 

specifications and increasing the size of instances that models and algorithms can solve.  

Back to almost twenty years ago, Wieberneit (2008) gathered and compared five different 

problems that entail SND, stating, however, that realistic instances including resource re-

positioning were still difficult to solve. SNDP cover a wide range of situations in which opti-

mization of freight transport is required, starting from express shipment (Barnhart 2002) 

and coming to multimodal transportation (Jansen 2004). 

SteadieSeifi et al. (2014), when covering the literature on multimodal freight transport pub-

lished between 2005 and 2014, adopts a subdivision based on the decision horizon of plan-

ning problems: strategic, tactical, operational planning. Reader is referred to the work by 

SteadieSeifi et al. (ibid.) for a review on strategic and operational planning decisions.   

SND is a category of problems included in tactical planning, and it is not limited to rail 

transport only. Andersen et al. (2009a) stated that – at least at the time – not much re-

search effort had been dedicated to asset management, except for the introduction of de-

sign-balance constraints, that is the requirement that an equal number of assets should 

enter and leave each node. The proposed model provides management of resources to-

gether with a service schedule and is applicable to multiple transportation modes; the sin-

gle type of asset taken into account can be assimilated to trucks or locomotives for exam-

ple, or even to work force, such as crews. Assets are assumed in a limited quantity and 

follow cyclic paths, which are modelled with a time-expanded network with periodic sched-

ule; the number of services that can be run is, therefore, bounded to the number of assets, 

which are managed individually and with the assumption that one asset only is required to 

run a service. The computational study shows that cycle-based formulations are faster 

than formulations based on arc design variables. 
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Pedersen et al. (2009) also propose an arc- and cycle-based formulation for a multicom-

modity SNDP with asset management that makes use of design-balance constraints, fur-

thermore showing the efficiency of a tabu-search heuristic methodology applied to the 

arc-based formulation. 

Zhu at al. (2014) propose a multi-layer model that includes service selection and schedul-

ing, car classification and blocking, train makeup and routing of time-dependent com-

modities. The three layers are constituted by three time-expanded networks, respectively 

tracking the movements of cars, blocks, trains; the model is therefore multi-asset, with “ver-

tical arcs” connecting the layers (and, in turn, the assets) to each other, that is (un-)group-

ing cars into blocks and blocks into trains. Three types of decision variables need to be in-

troduced: a binary service selection variable stating whether a service is selected or not in 

the first layer; a binary block selection variable stating whether a block is built or not in the 

second layer; an integer car flow distribution variable, which is multi-indices and states how 

many cars of every type flow through each arc in the third layer. A matheuristic solving 

methodology is introduced, combining slope scaling with long-term-memory-based per-

turbation strategies, a mechanism for dynamic block generation, a novel neighborhood 

exploring mechanism called ellipsoidal search. The computational analysis shows that the 

model, paired with the aforementioned dedicated methods, outperforms commercial solv-

ers. 

Coming to more recent days, Crainic et al. (2024) offers an updated and comprehensive 

overview of the state-of-the-art in consolidation-based freight transportation. The authors 

distinguish between models that have resource management as their main focus and 

models that, instead, integrate the aspect on the more general SNDP setting; moreover, the 

importance of design balance constraints is remarked, underlying that considering multi-

ple resources entails introducing a set of design balance constraints for each of them. The 

increasing complexity introduced by these numerous sets of constraints, however, neces-

sarily requires heuristic methods to be tackled, but also “induces a structure to the problem 
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and solutions” (Crainic et al., ibidem): the authors refer here to the introduction of cycle-

based solutions and meticulously crafted matheuristic methods. 

Many studies have been conducted on how to make a cycle-based formulation usable for 

large instances: the most suitable solution appears to be to split the problem into subprob-

lems, generating good cycles first and then finding the best solution possible using only 

those. To find whether the algorithm is capable of finding good cycles, it is necessary to run 

it on small instances and compare its result with the ones from a general solver generating 

all the possible cycles, as shown by Crainic et al. (2016). 

Crainic et al. (2018) introduces a two-stages model that is capable to select and allocate 

the necessary resources to support the schedule it produces, with the possibility to either 

buy or rent assets. The key elements for the first stage are an Acquisition node and a set of 

nodes specifically dedicated to reallocation. Other than acquisition and renting and, 

clearly, travel costs, the OF also includes specific expenses needed to put the new resources 

into work. The proposed solving method entails, once again, a matheuristic generating 

good cycles first, then using them to produce a solution.  

Boland et al. (2017) focuses on the aspect of time discretization in dynamic SNDP, acknowl-

edging that avoiding generating unnecessary nodes for unrequired timepoints can dra-

matically decrease the size of the time-expanded network and, therefore, the number of 

variables the model has to enumerate. Thus, the paper provides an algorithm that itera-

tively refines what it calls a partially time-expanded network, that only includes a portion of 

the correspondent fully time-expanded one and is therefore considerably smaller, until it is 

proven that an optimal solution computed on this smaller network is also an optimal solu-

tion to the full time-expanded one. 

Liu et al. (2020) consider a static network in which nodes are given with supply and demand 

values for resources in the form of fuzzy numbers. The goal is to minimize repositioning costs 

on arcs, with the constraints that supply, demand and arc capacity should be respected 
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within the desired confidence level. Authors then propose a two-stage genetic algorithm 

that first generates supply and demand relationships between nodes, then solves the in-

stance as a multicommodity flow problem; the computational study shows the efficiency 

of the solving method, which however, authors remark, needs further improvements in order 

to work in proper time on large instances.   

Frisch et al. (2023) proposes a model that integrates a strategic planning step, that is a 

freight car routing problem, with SND; furthermore, a routing matrix is produced together 

with the service schedule. After showing that a flexible routing strategy would be more effi-

cient, but stating that the same strategy is subject to human error and therefore usually 

excluded by companies, authors conclude the best option would be to use a periodically 

updated routing matrix that reflects the changes in customers requests. The construction 

of the routing matrix is however, due to the additional constraints it requires, a highly de-

manding task in terms of computational effort: with a detailed performance study with op-

erational KPIs, authors show that, on a 14 hubs network, an optimal 24-hours hourly sched-

ule can be produced for a maximum of 120 commodities in around one and a half hours, 

while an optimal 72-hours hourly schedule can be produced for 20 commodities only.     

What emerges from the literature review is that asset management and repositioning in 

SNDP has been extensively investigated, with cycles emerging as the best solution, so far, 

to model resources that are countable and in a relatively small number, such as locomo-

tives in rail transport. Fewer studies have been conducted on assets held in more substan-

tial volumes, such as cars or containers, for which is reasonably impossible to track the 

movement of every unit individually, not even mentioning creating a cycle. Furthermore, to 

the best knowledge of the author, there is no available model that tracks the usage of a 

resource existing in a large quantity with the objective of knowing its optimal initial alloca-

tion to deliver a given list of commodities. The objective of this work is to fill this gap by 

proposing a model to track empty containers while solving a SNDP; model that can be 

paired, as a subject for future research, with a cycle-based formulation that tracks 
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locomotives in order to manage, with appropriately designed solving methods, all the main 

assets required in rail freight transport, all within a single model. 
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3 Methodology 

3.1 Technical problem statement and assumptions 

In SWL transport, commodities12 that start their journey at a terminal (also referred to as 

source node) are at first routed to the most comfortable marshalling yard through feeders, 

that can either be smaller trains or trucks. Here, containers from different orders are con-

solidated in a single train that takes its departure through a network of hubs, in every of 

which it is decomposed and sorted; then, after the required maintenance and safety pro-

cedures, new trains are assembled and can depart again. When the commodity reaches 

the hub its destination (also referred to as sink node) is connected to, the commodity is 

delivered, again with feeders. It is clearly noticeable that the best topology to describe this 

process is a hub-and-spoke network. Without lessening precision and to make the notation 

more concise, from now on marshalling yards will be referred to as hubs, while terminal 

nodes, either sources or sinks, in which the contact with customers (i.e. shippers) happens, 

will be referred to as terminals. 

 

Figure 2: Example of a network with a hub-and-spoke topology 

 
12 The terms “commodity” and “order” are used interchangeably. 
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Determining the optimal network structure requires considering additional problem cate-

gories, namely hub location and vehicle routing problems, which fall outside the scope of 

this work; therefore, the hub-and-spoke network is assumed as given. Follows a description 

of the characteristics of this network.  

- Each terminal is connected to one hub only, while a hub can be connected to an 

arbitrary number of terminals. 

- Realistically, the network of hubs is not complete, meaning each hub should not have 

a direct connection to every other hub. 

- The length (in time) of travel between two nodes (both for terminal-hub or hub-hub 

travels) is given, as well as the fixed cost of running a service, that is the cost to move 

a single train, and the variable cost, which depends on the train length and is, there-

fore, provided as per container. Both the variable and the fixed cost are reasonably 

assumed to be proportional to the travel length and symmetrical for every couple of 

nodes. 

Orders constitute a strict requirement to the solution of the problem to be fulfilled by man-

aging resources (i.e. containers) efficiently, that is planning both their usage and reposi-

tioning. Ultimately, the objective of the model is to determine the optimal number of con-

tainers to acquire and their initial allocation at terminals, in order to fulfil all the orders min-

imizing the total cost. 

Thresholds on train length, stating the minimum and maximum number of containers that 

can be transported by a single service, are introduced. In order to maintain the complexity 

of the problem on a level that reasonably allows finding solution to realistically large in-

stances without implementing a dedicated method, however, the thresholds are only used 

when computing KPIs to analyze the behavior of the model, not to introduce further con-

straints. The usage and repositioning of cars and locomotives is also outside the scope of 

this work, and cars and locomotives are assumed available on require.  
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As an element of novelty, this model introduces the possibility of renting idle containers at 

terminals as storage space, for a fee that depends on the length of the rental itself. The 

objective to manage the movement of containers, together with the one of allowing rentals, 

requires explicitly modeling time and, thus, introducing a time-expanded network, about 

which the Paragraph 3.2.1 gives a detailed description.  

All commodities are included in the set K and are accompanied by comprehensive infor-

mation about space, time and size, specifically provided in the following format: 

Commodity ≔ "#𝑜! , 𝑒!', #𝑑! , 𝑙!', 𝑣! , 𝑟̇! , 𝑟̈!. , being: 

𝑜! : origin terminal (source) of the order 

𝑒! : ("early") time at which the order departs 

𝑑! : destination terminal (sink) of the order 

𝑙! : ("late") time at which the order is due 

𝑣! : volume of the order, expressed in n. of containers 

𝑟̇! : rental order length at source terminal 

𝑟̈! : rental order length at sink terminal 

Commodities cannot be split, meaning all containers belonging to the same order must be 

shipped as a single block. This assumption allows to track commodity flows through binary 

variables, significantly reducing the complexity of the model. 

Rentals are modelled according to the following assumptions: 

- Rentals can only take place at terminals and are offered as an additional service to 

customer who place a transport order; consequently, rentals can only take place at 

𝑜! or 𝑑! for a k in K. 

- Rentals may occur before a commodity departs from its source or after it arrives at 

its sink, meaning a rental period must either terminate at 𝑒! or start at 𝑙! for a k in K. 
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- Rentals do not constitute strict requirements as commodities do, it is therefore pos-

sible to not fulfil a rental if the resources availability does not allow to do so.   

- The size of rentals corresponds to the volume of the related commodity. 

- The length of rentals is assumed known and is given by the second to last and by the 

last element of the commodity tuple, depending on whether the rental takes place 

at the commodity’s source or sink, respectively.  

- Rentals may be fulfilled partially in volume, meaning it is possible to offer less storage 

space (i.e. less containers) than requested. 

- Commodities does not necessarily carry one or two rental orders; if a rental is not 

required, the corresponding length parameter in the commodity tuple will be simply 

set to zero.  

Processing times of containers and vehicles at marshalling yards are taken into account as 

follows. A precise analysis of the operations that need to be performed at a marshalling 

yard between the arrival of a service and the departure of the next one is offered by Pollehn 

et al. (2021), and their optimization requires a model itself, which falls outside the scope of 

this work. For this reason, those operations, which also include consolidation, can be as-

sumed, to have a constant time length for which a realistic value is also taken from Pollehn 

et al. (ibid.), provided with a unit of measure in minutes or hours. The model has however a 

higher granularity (half-days), meaning that a service that starts at a certain node will ter-

minate at least half a day later. It is therefore reasonable to consider all the processing 

times already included in that interval. The timepoint at which the service arc terminates at 

a hub indicates, therefore, the moment when the commodities and resources carried by 

that service are ready for departure, already having undergone the necessary processing 

operations in the hub. 
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3.2 Model 

In this Paragraph, a presentation of the model is proposed. It has been chosen, for a clearer 

exposition, to introduce each component in a separate sub-paragraph, then finally provide 

a complete overview. 

3.2.1 The time-expanded network 

Before introducing the time-expanded network, the relative static (also referred to as “flat”) 

version is presented. As already mentioned, the starting point is a classic hub-and-spoke 

network, composed of a set of nodes N that can be divided into a set of hubs H and a set of 

terminals T, connected by arcs that constitute set A (Greek Alpha13).  

Therefore, the flat network can be denoted as: 

𝑍 = (𝑁, Α) = (𝐻 ∪ 𝑇, Α) 

To define the time-expanded network, for which the approach proposed by Crainic et al. 

(2018) is followed14, it is first necessary to introduce the set of the timepoints D through which 

services are defined: 

𝐷 = {0,1,2, …T"#$} 

The timepoints go from 0 to TMAX, which is the schedule length. The actual schedule goes 

from timepoint 0 to timepoint (TMAX - 1). In fact, considering the schedule is cyclically re-

peated, timepoint TMAX of a schedule is nothing but timepoint 0 for the next one. Defining the 

appropriate value for TMAX sets a difficult challenge in finding a tradeoff between accuracy 

and efficiency of the model, on one side, and reasonable computational effort and time, on 

the other. A greater TMAX would mean a higher amortization of the cost of resources, but also 

 
13 For a better clarity of exposition, it has been decided to denote node sets with Latin letters and arc sets with Greek ones; to 

avoid misinterpretation in similar characters, the LaTeX notation has been followed: Latin letters are always italic, Greek 
letters are not. 

14 Since a software implementation of the model is also provided, it has been choosen to keep the notation consistent between 
the formal model and the implemented version. For example, Crainic et al. (2018) use the latin letter D to denote the flat 
network, while here Z is preferred, since D is used to denote the set of timepoints (= half-days).     
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higher complexity, in terms of the number of variables and constraints to be analyzed. Fi-

nally, the time-expanded network ZT can be defined as Z×D.  

Once ZT is defined, it is possible to differentiate two types of arcs: service and holding arcs. 

Service arcs (also referred to as transportation or transport arcs) model a movement, a 

travel, that means, in the context of this work, a transport between two different nodes (ei-

ther terminal-hub or hub-hub), in a particular period in time. Thus, there are different pos-

sible parallel service arcs running between the same pair of nodes, all with the same length 

(equal to the travel time between the two nodes) but starting at different timepoints. On 

the other hand, holding arcs model the possibility for a resource or commodity to be held 

at a node (either a terminal or a hub) until the subsequent period, thus start and end at the 

same node. It is a common and useful practice, in the literature, to separate these two types 

of arcs in different subsets of the set A. Naming the service arcs set T (for “transport”) and 

the holding arc H: 

𝑖 = 𝑗 ∧ 𝑡̅ = 𝑡 + 1	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ H 

𝑖 ≠ 𝑗 ∧ 𝑡̅ > 𝑡	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T 

And it holds:  

A = T ∪ H and T ∩ H = ∅. 

Following the approach presented by Crainic et al. (2018), a single acquisition node Q is 

introduced, connected to every terminal through so-called acquisition arcs, that form a 

subset named Θ. The main “decision” to be taken by the model is how many containers to 

initially allocate to each terminal, that is to determine, for each of the arcs included in Θ, the 

best value to give to the variable that regulates the flow of containers. The expense for re-

source acquisition is computed by summing all these variables and multiply the result by 

the cost of a single container; this initial expense is then added to the objective function 

(OF) to be minimized.   
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Acquisition arcs always start from the acquisition node Q and end at a terminal. Acquisition 

and allocation of resources are carried on before the schedule starts: dynamically acquir-

ing new resource during the schedule length is assumed not possible. Therefore, acquisition 

arcs symbolically start at a timepoint equal to -1 and have length of one period, so that 

resources are available at timepoint 0. Acquisition arcs are also used to model the cyclical 

nature of a schedule. To do so, more arcs are introduced, (again symbolically) exiting from 

terminals at timepoint TMAX and reaching node Q at timepoint TMAX+1. 

(𝑖 = 𝑄 ∧ j ∈ 𝑇 ∧ 𝑡 = −	1 ∧ 𝑡̅ = 0) ∨ (𝑗 = 𝑄 ∧ i ∈ 𝑇 ∧ 𝑡 = T"#$ ∧ 𝑡̅ = T"#$ + 1) 

∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ Θ 

Thus, by then introducing a constraint that forces the outgoing flow at TMAX to be equal to 

the incoming flow at timepoint 0 for every terminal, schedule repeatability is assured. 

Rentals are modelled with a dedicated set of arcs, sharing similar characteristics with hold-

ing arcs and having a few additional conditions. The set of rental arcs is denoted with P and 

is subject to: 

"(𝑖, 𝑡) = (𝑑! ,	𝑙!) ∧ 𝑡̅ − 𝑡 = 	 𝑟̈!. ∨ "(𝑗, 𝑡̅) = (𝑜! ,	𝑒!) ∧ 𝑡̅ − 𝑡 = 𝑟̇!. 

𝑖 = 𝑗 

∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ P 

Finally, (un-)loading processes, not having an additional duration than the interval be-

tween one timepoint and the next one, do not require any additional variable nor constraint 

and are modelled through the design balance one, described in Paragraph 3.2.3. 

The complete time-expanded network can thus be denoted as: 

𝑍% = (𝐻 ∪ 𝑇 ∪ 𝑄,  T ∪ H ∪ P ∪ Θ) 

Figure 3 and Table 1 provide a visual representation and a summary of the topology intro-

duced so far. 
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Figure 3: Scheme describing the relations between nodes and arcs in the model 

H Set of hub nodes (marshalling yards) 

T Set of terminal nodes 

Q Acquisition node 

T Set of service (transport) arcs 

H Set of holding arcs 

P Set of rental arcs 

Θ Set of acquisition arcs 

t Travel time of a service arc 

𝑟̇!(or 𝑟̈!) Time length of a rental  

Table 1: Summary of the variables present in the mathematical model 

3.2.2 Commodities  

As already mentioned, commodities are given in the format: 

Commodity ≔ "#𝑜! , 𝑒!', #𝑑! , 𝑙!', 𝑣! , 𝑟̇! , 𝑟̈!.	∀𝑘 ∈ 𝐾,	 
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meaning each of them starts its travel from its source terminal node ok at a timepoint ek 

and is required to be at its sink terminal node dk at a timepoint lk; vk gives the volume of the 

commodity, measured in the number of containers it is composed of; 𝑟̇! and 𝑟̈! give the 

length of rental orders related to the commodity, respectively at source and sink nodes (as 

mentioned, when there is no rental order, the value is simply set to zero). 

The flow of commodity is modeled through the multi-indices variable: 

𝑥&'!((̅ being: 

𝑘 ∈ K   a commodity 

#(𝑖, 𝑡), (𝑗, 𝑡̅)'		the starting and ending points of an arc in the time-expanded graph 

𝑥&'!((̅ ∈ {0,1}	 ∀𝑘 ∈ 𝐾, ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T ∪ H	 

Therefore, basing on the assumption that commodities cannot be split, it is possible to use 

binary variables 𝑥&'!((̅ to model whether the commodity k travels from node i to node j in the 

time interval going from t to 𝑡̅.  

` 𝑥&'!((
̅

*(&,(),(',(̅).∈0∪2

−	 ` 𝑥'&!(
̅(

*(',(̅),(&,().∈0∪2

= a
			1				if		(i,	t	)	=	(𝑜! ,	𝑒!)
−1					if		(i,	t	)	=	(𝑑! ,	𝑙!)

0									otherwise
 

∀𝑘 ∈ 𝐾, ∀(𝑖, 𝑡) ∈ 𝑇 ∪ 𝐻 

A standard multicommodity flow conservation constraint is introduced, stating each order 

has to start at its source and end at its sink in the appropriate timepoints, not being lost in 

between. 

3.2.3 Resource management: acquisition, usage, repositioning and rentals 

The key resource is, in this work, containers. A multi-indices variable 𝑦&'((̅ is introduced to 

manage the usage and repositioning of containers, having the same indices of the afore-

mentioned x variable. It is important to specify that y is used to only account for empty 
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containers, since the number of laden containers can be easily derived from xk variables 

and vk constants, for every k in K.  

` 𝑦&'((̅

*(&,(),(',(̅).∈0∪2

− ` 𝑦'&(
̅(

*(',(̅),(&,().∈0∪2

= Δ3 + Δ4 + Δ5	 	 ∀(𝑖, 𝑡) ∈ 𝑇 ∪ 𝐻 

Being: 

Δ3 = ` 𝑦'&(̅(

*(',(̅),(&,().∈6

−	 ` 𝑦&'((
̅

*(&,(),(',(̅).∈6

 

Δ4 = ` 𝑣!
!	|	(i,	t	)	=	(<!,	=!)

	− 	 ` 𝑣!
!	|	(i,	t	)	=	(>!,	?!)

 

Δ5 =	 ` 𝑦'&(
̅(

*(',(̅),(&,().∈5

	− 	 ` 𝑦&'((̅

*(&,(),(',(̅).∈5

 

This constraint starts from a standard design balance constraint, that can be observed on 

the left side of the equation. The right side is, instead, given by the sum of three deltas.  

Δ3 (acquisition delta) is a design balance constraint on acquisition arcs, therefore it takes 

a positive value only at t=0 and a negative value only at t=TMAX, when resources are allo-

cated at node i, also ensuring the repeatability of the schedule. 

Δ4 (commodities delta) is used to model (un-)loading processes. Being commodities a 

strict requirement, it is granted, in feasible solutions, that 𝑣! containers are loaded at (𝑜! ,	𝑒!) 

and unloaded at (𝑑! ,	𝑙!) for every k in K; since y variables track the movements of empty 

containers, it is sufficient to subtract (or add) 𝑣! to the design balance to model loading (or 

unloading).  

Δ5 (rentals delta) is given by the difference between incoming and outgoing flows of re-

sources through rental arcs, which are contained in the set P, and is therefore a standard 

design balance constraint on rental arcs. 



 

Methodology 26 

      

The following schemes (Figures 4, 5, 6) summarize acquisitions, (un-)loading processes 

and rentals as modeled through the aforementioned deltas. 

 

Figure 4: scheme summarizing acquisitions 

 

Figure 5: scheme summarizing (un-)loading operations 

 

Figure 6: scheme summarizing rentals 
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y@ABB̅ ∈ ℤCD	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ H ∪ T ∪ P ∪ Θ 

The domain of y needs to be an integer non-negative number. Note that y is allowed to be 

non-negative also on arcs included in the set Θ, which is the acquisition arcs set. The ob-

jective to find the number of resources that could optimally satisfy a previously known de-

mand, without the possibility to dynamically adjust this number during the course of the 

schedule, is granted by the definition of acquisition arcs and, therefore, no further limitation 

on y variables is needed.  

As already mentioned, rentals are modeled with y variables through a dedicated set of arcs 

that are introduced in a way that fits the features around which rentals themselves are built. 

Specifically: 

- Containers are considered to be at that terminal, but unavailable for a given, precise 

amount of time, being outside the terminal node until the whole length of the rental 

arc, that is the length of the rental order itself, is terminated. 

- The flow of resources through rental arcs can be less than or equal to the volume of 

the corresponding rental order, allowing to give for rent less than the required space, 

without completely neglecting the corresponding order (which can still be done, if it 

is the most convenient, i.e. optimal, solution). 

- The length of rental arcs is equal to the one specified in the request; this feature is 

granted by how set P is defined. 

𝑦&'((
̅ ≤ ` 𝑣!

!	|	(i,	t	)	=	(<!,	=!)	∨	(',(̅)	=	(>!,	?!)

	 	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ P 

This constraint ensures that the maximum number of containers traveling through a rental 

arc should equal the volume of the related commodity, that is the one that has the source 

at the head of the arc or the sink at its tail (considering elapsing time as the direction). 

` 𝑦&'
(0"#$)((̅)

*(&,0"#$),(',(̅).∈6

= ` 𝑦'&(
̅(

*(',(̅),(&,().∈6

	 	 ∀(𝑖, 𝑡 = 0) ∈ 𝑇 
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Finally, since the problem setting considers as the schedule length a time period that peri-

odically repeats, a further constraint is required, to ensure that the final state of the network 

is equal to the initial one. To achieve this objective using acquisition arcs, the outgoing flow 

at period TMAX is set to be equal to the incoming flow at period 0, for every terminal.  

3.2.4 Management of locomotives and train length 

The multi-indices Boolean variable 𝑧&'((̅ is introduced to keep track of whether a specific ser-

vice departing from node (𝑖, 𝑡) and arriving at node (𝑗, 𝑡̅) is activated or not. This purpose 

could be easily achieved with a Heaviside function of the number of containers traveling 

through the aforementioned arc, that is: 

𝑧&'((
̅ = 𝐻 m𝑦&'((̅ +` 𝑥&'!((

̅𝑣!
!∈4

n 

To keep the z variable linear, it is sufficient to reshape it with a big M formulation, as follows: 

𝑀 ⋅ 𝑧&'((̅ ≥ 𝑦&'((
̅ +` 𝑥&'!((

̅𝑣! 	
!∈4

 

Then, introducing NMIN and NMAX as the lower and upper thresholds on train length, the big M 

in the previous formulation can be replaced with NMAX. One more constraint is finally intro-

duced to guarantee the minimum length for every departing service. 

N"#$ ⋅ 𝑧&'((
̅ ≥ 𝑦&'((

̅ +` 𝑥&'!((
̅𝑣! 	

!∈4
 

N"FG ⋅ 𝑧&'((̅ ≤ 𝑦&'((̅ +` 𝑥&'!((̅𝑣! 	
!∈4

 

𝑧&'((̅ ∈ {0,1} 

∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ 𝑇 

In this way, when at least one of the x and y variables related to a specific arc is different 

than zero, the related z variable is forced to 1. Since a complete tracking of the usage of 

locomotives extents the scope of this work, z variables are associated to transport arcs only 

and no design balance constraint is needed; they will, however, be useful in the objective 
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function, when computing the fixed costs. As already mentioned, constraints on train length 

are relaxed in the implementation, in order to be able to obtain feasible solutions for real-

istically large instances without implementing dedicated methods; the average service 

length is, however, computed as a KPI to describe the behavior of the model.  

3.2.5 Objective function  

After introducing the following constant parameters:  

γ: acquisition cost for a container 

𝑐&' : cost for shipping one unit of commodity, i.e. one container, through arc ij 

𝑓&' : cost running a service, i.e. moving one locomotive, through arc ij 

π: fixed fee for the rental of one container for one time period 

it is finally possible to introduce the objective function. The SNDP with Asset Management 

SNDAM(ZT) seeks to: 

minimize y ` m𝑦&'((̅ +` 𝑥&'!((
̅𝑣!

!∈4
n 𝑐&'

*(&,(),(',(̅).∈0

+ ` 𝑧&'((
̅𝑓&'

*(&,(),(',(̅).∈0

+ Γ	 − 	Π| 

Being:  

Γ = γ ⋅ ` 𝑦&'((
̅

*(&,(),(',(̅).∈6|(̅HD	

 

Π = π ⋅ ` 𝑦&'((
̅

*(&,(),(',(̅).∈5

(𝑡̅ − 𝑡) 

Under the following constraints: 

` 𝑥&'!((̅

*(&,(),(',(̅).∈0∪2

−	 ` 𝑥'&!(̅(

*(',(̅),(&,().∈0∪2

= a
			1				if		(i,	t	)	=	(𝑜! ,	𝑒!)
−1					if		(i,	t	)	=	(𝑑! ,	𝑙!)

0									otherwise
	 ∀𝑘 ∈ 𝐾, ∀(𝑖, 𝑡) ∈ 𝑇 ∪ 𝐻 

` 𝑦&'((̅

*(&,(),(',(̅).∈0∪2

− ` 𝑦'&(
̅(

*(',(̅),(&,().∈0∪2

= Δ3 + Δ4 + Δ5	 	 ∀(𝑖, 𝑡) ∈ 𝑇 ∪ 𝐻 
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𝑦&'((
̅ ≤ ` 𝑣!

!	|	(i,	t	)	=	(<!,	=!)	∨	(',(̅)	=	(>!,	?!)

	 	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ P 

` 𝑦&'
(0"#$)((̅)

*(&,0"#$),(',(̅).∈6

= ` 𝑦'&(
̅(

*(',(̅),(&,().∈6

	 	 ∀(𝑖, 𝑡 = 0) ∈ 𝑇 

∗ 	 	 N"#$ ⋅ 𝑧&'((̅ ≥ 𝑦&'((̅ +` 𝑥&'!((̅𝑣! 	
!∈4

	 	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T 

∗ 	 	 N"FG ⋅ 𝑧&'((
̅ ≤ 𝑦&'((̅ +` 𝑥&'!((

̅𝑣! 	
!∈4

	 	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T 

 

* Relaxed in the software implementation. 

Being: 

Δ3 = ` 𝑦'&(̅(

*(',(̅),(&,().∈6

−	 ` 𝑦&'((
̅

*(&,(),(',(̅).∈6

 

Δ4 = ` 𝑣!
!	|	(i,	t	)	=	(<!,	=!)

	− 	 ` 𝑣!
!	|	(i,	t	)	=	(>!,	?!)

 

Δ5 =	 ` 𝑦'&(
̅(

*(',(̅),(&,().∈5

	− 	 ` 𝑦&'((̅

*(&,(),(',(̅).∈5

 

𝑥&'!((̅ ∈ {0,1}	 ∀𝑘 ∈ 𝐾, ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T ∪ H 

𝑦&'((̅ ∈ ℤCD	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ H ∪ T ∪ Θ ∪ P 

𝑧&'((
̅ ∈ {0,1}	 ∀#(𝑖, 𝑡), (𝑗, 𝑡̅)' ∈ T 
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4 Application 

4.1 Model implementation 

4.1.1 The AIMMS software 

AIMMS (acronym for Advanced Interactive Multidimensional Modeling System) is a pre-

scriptive analytics software that offers a mathematical programming environment inte-

grating many different solvers to address different mathematical optimization problems, 

among which Mixed Integer Programming (MIP) problems.  

Among the main advantages that lead to the choice of AIMMS for the purpose of this work, 

the main one is the graphical interface, that allows to seamlessly create, rename and mod-

ify sets, parameters, variables and constraints, and to divide them into multiple levels of 

“folders”, named sections and declarations, thank to which even big models can be main-

tained clean and organized.  

 

Figure 7: AIMMS model explorer interface 

Since the model presented in this work is reasonably small and does not make use of ex-

ternal libraries, no further sections were needed. Instead, it has been chosen to divide its 

component into declarations for a better clarity of visualization and exposition. Figure 7 
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shows an extract from the AIMMS interface in which all the declarations in the model are 

visible and, as an example, the Network Features one has been expanded. A precise de-

scription of every element is provided in the following Paragraphs.  

AIMMS also offers a clear visualization of multi-indices elements, such as variables and pa-

rameters, with the possibility to create as many views as needed by combining the required 

indices in tables. 

 

Figure 8: Example of a table view in AIMMS 

Figure 8 shows a view of the binary Supply parameter for an instance with fifty commodities: 

indices k (for Commodities) and n1 (for Nodes) are represented by rows, while the index hd1 

(for half-days, the chosen granularity for time periods) is represented by columns. Since it 

is known that the table is sparse, the Dense option has been set to “No” for all three indices, 

allowing to hide rows and columns containing only zeros.  
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Another useful feature in AIMMS is the possibility to create sets of variables and constraints. 

The latter, in particular, comes in handy when troubleshooting in a not-working model. By 

giving the mathematical program a subset only of the total list of constraints, it is possible 

to relax the ones that are left out, a useful technique to exactly locate possible issues and 

bottlenecks. 

Finally, AIMMS offers a Math Program Inspector tool which, other than showing possible non-

binding constraints, i.e. constraints whose modification does not affect the optimal solution, 

can show violated constraints in infeasible programs and tell which variables with which 

coefficient are present in it, considerably facilitating the process of finding and tackling 

possible issues in the model. 

The solver of reference is IBM ILOG CPLEX Optimization Studio (abbreviated CPLEX), a com-

mercial solver whose main use is to solve MIP problems using primal and dual simplex 

methods. 

A detailed description of the AIMMS implementation of the model proposed in Chapter 3 is 

presented, divided in Paragraphs following the subdivision in Declarations shown in Figure 

7 and highlighting how the elements presented in the mathematical formulation has been 

translated into AIMMS language.     

4.1.2 Constants declaration 

 

Figure 9: Constants Declaration, from the model explorer view in AIMMS 

The first two parameters state the cost for a single resource and the fee that a customer 

has to pay to require a single container as storage space for a single time-period. After 

research on logistic service providers and marketplace websites and a few tests, their 
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values have been reasonably set to 1500€ and 5€ per period and never changed, except 

when running an unrealistic scenario with the purpose of showing a limit behavior of the 

model (which is described in detail in Paragraph 4.4.4). 

The third parameter is automatically computed when loading the instance data, and its 

value states the total volume of commodities included in the instance, that is: 

`𝑣!
!∈4

 

The fourth and fifth parameters state the minimum and maximum number of containers 

allowed for a service at standard running cost. The upper threshold has been computed 

starting from the same assumption used by Frisch et al. (2023) that the maximum train 

length should be 400 meters and dividing that value by the length, in meters, of a stand-

ard 1 TEU container: the result, rounded down, is 65 containers. The lower threshold has 

been chosen so that the total cost of running a minimum-length service, including fixed 

and variable costs, would be equal to 1.2 times (i.e. 120% of) its fixed cost: this result is ob-

tained with a value of 13 containers.  

Finally, the isAcquisition parameter is indexed through timepoints (half-days, hd) and 

takes value of 1 when hd1 – the index – equals zero, of -1 when hd1 equals TMAX and 0 other-

wise; its purpose will be explained contextually with the Design Balance constraint in Para-

graph 4.1.5. 

4.1.3 Network Features  

 

Figure 10: Network Features declaration, from the model explorer view in AIMMS 
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The first three parameters, that are loaded contextually with the instance, are constants 

and indicate the schedule length and the number of hubs and terminals in the network, 

respectively. The schedule is modeled through the set HalfDays, whose cardinality equals 

TMAX+1: it goes in fact from 0 to TMAX. The network is modelled with the set Nodes, that 

contains hubs 1 to NHUBS and terminals 1 to NTERMINALS. Set Terminals is a subset of Nodes 

containing only the terminal ones; a hubs subset is not required, since no constraint applies 

to nodes only.  

The four parameter matrices carry the information about the arcs. AIMMS allows to create 

as many indices as needed from the same set, but those need to be named all differently 

from each other; n1 and n2 are two indices related to the Nodes set and are used to create 

the four matrices. The IncidenceMatrix contains binary values: 1 when n1 and n2 are con-

nected, 0 otherwise; having 1 values in the diagonal, i.e. stating every node is connected to 

itself, allows to model holding arcs. The other three matrices respectively express the fixed 

and variable travel costs and the travel length in time-periods. For the scope of this work, 

that is to show the functioning of a model containing elements of novelty, it is reasonable 

to assume both costs to be zero for holding arcs. Since no solving method is implemented, 

holding arcs always have length equal to 1; as proposed by Boland et al. (2017) and already 

discussed in the Literature Review in Paragraph 2, however, it would be possible to imple-

ment an algorithm that optimizes the number of generated arcs, allowing longer holding 

arcs. 

4.1.4 Commodities Features 

 

Figure 11: Commodities Features declaration, from the model explorer view in AIMMS 
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The NCOMMODITIES parameter, loaded contextually with the instance, states the number of 

commodities and sets the cardinality of the Commodities set, that contains elements 1 to 

NCOMMODITIES. 

The Supply and Demand matrices are three dimensional and use the indices: k from the 

Commodities set, n1 from the Nodes set, hd1 from the HalfDays set; they carry binary data 

and contain 1 in the cell that corresponds to the origin node and availability time (or to the 

destination node and due time) of commodity k, 0 otherwise. It is clear that storing com-

modities data this way is extremely inefficient, since the matrix has size NCOMMODI-

TIES*(NBUHS+NTERMINALS)*(TMAX+1) and only NCOMMODITIES cells filled with ones; it is 

however very convenient to have the Supply and Demand matrices when writing the con-

straints for the mathematical program. Once shown the model is working and behaving as 

expected, a further development for the model would entail storing data more efficiently 

and reshaping the constraints, allowing to run even larger instances.   

Finally, the last three parameters state the volume of each commodity and the length of 

the related rental orders, at source and at sink respectively.   

4.1.5 Declaration 

 

Figure 12: main Declaration, from the model explorer view in AIMMS 

The CommodityFlow_x, ResourceFlow_y and Service_z variables exactly translate the x, y 

and z variables from the mathematical formulation into the AIMMS implementation; they 

refer to an arc which is expressed by their indices, being (n1, hd1) the node and timepoint 
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from which the arc starts and (n2, hd2) the node and timepoint at which the arc terminates. 

Moreover, being CommodityFlow_x commodity specific, it also requires index k.  

 

Figure 13: CommodityFlow_x variable details from AIMMS interface 

 

Figure 14: ResourceFlow_y variable details from AIMMS interface 

 

Figure 15: Service_z variable details from AIMMS interface 

AIMMS allows to specify the domain of a parameter, variable or constraint in the Index Do-

main field. CommodityFlow_x, ResourceFlow_y and Service_z have the same domain, spe-

cifically only existing on arcs for which the incidence matrix is equal to 1 and the time-length 

equals the travel time between the two connected nodes (the condition hd2>hd1 is techni-

cally redundant, since TravelTime for existing connections is always a positive value). Re-

sourceFlow_y, representing the flow of empty containers, is an integer variable; Commod-

ityFlow_x is binary, being commodities non-splitable by assumption; Service_z is also bi-

nary, representing whether a service between the two specified nodes in the time-ex-

panded network is run or not. 
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AcquisitionVariable models the initial acquisition of resources, it is therefore an integer var-

iable and it is only indexed through terminals – t is an index from set Terminals15. Its func-

tioning is explained in detail contextually with the Design Balance constraint. 

 

Figure 16: RentedResourceSource variable details from AIMMS interface 

 

Figure 17: RentedResourceSink variable details from AIMMS interface 

RentedResourceSource and RentedResourceSink model rentals and are the AIMMS imple-

mentation of y variables through rental arcs, which form the set P in the mathematical 

model. The two sets of variables have the exact same purpose; to allow a more comfortable 

modelling, however, it has been chosen to split them. RentedResourceSource starts and 

ends at a source node and starts a timepoint equal to the availability time minus the rental 

length; RentedResourceSink starts and ends at a sink node and ends a timepoint equal to 

the due time plus the rental length. Since rental orders are strictly related to commodities, 

the variables need k among their indices; they are integer variables and their maximum 

allowed value is the volume of the related commodity. 

 
15 Since an index for the Terminals set in AIMMS was needed, it has been chosen to use the Latin small letter t, consistently with 

the Latin capital letter T used to name the set in the mathematical model; regarding the indices for AIMMS set of 
timepoints, named HalfDays, it has been chosen to use the abbreviation hd. 
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Figure 18: MaxResources constraint details from AIMMS interface 

The MaxResources constraints states that the maximum total number of acquirable re-

sources equals the total volume of commodities transported through the whole schedule16. 

This constraint, although not needed for the correct functioning of the model, has been in-

troduced when studying an unexpected behavior the model adopted with short schedule 

instances: acquiring a total number of resources that was higher than the total commodi-

ties volume. A detailed explanation and comment on this behavior can be found in the Ob-

servations on Results in Paragraph 4.4). 

 

Figure 19: ServiceCorrectness constraint details from AIMMS interface 

The ServiceCorrectness constraint assures the correctness of the Service_z variable, forc-

ing its value to 1 when at least one between ResourceFlow_y and the CommodityFlow_x 

variables of the related arc are positive. 

 
16 It has been chosen, as a convention, to formulate all the constraints to have a zero right-hand side.  
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Figure 20: FlowConservation constraint details from AIMMS interface 

The FlowConservation AIMMS constraint exactly translate the multicommodity flow conser-

vation constraint formulated in the mathematical model: the index domain includes every 

commodity in every node in the time-expanded network and the constraint makes sure 

every commodity starts at its source node, terminates at its sink node and it’s not lost or 

duplicated in between. It is observable that storing commodities information in Supply and 

Demand matrices format allows a very clean and straight-forward formulation of the con-

straint.  

 

Figure 21: DesignBalance constraint details from AIMMS interface 

The DesignBalance constraint applies to every node in the time-expanded network and 

regulates the flow of empty containers, serving as a point of contact between all types of 
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variables. It starts from a standard design balance constraint: the sum of all outgoing flows 

from a node must equal the sum of all incoming flows, holding arcs included. At timepoint 

0, the isAcquisition parameter is set to 1: resources allocated in the corresponding node – 

according to the value of the AcqusisitionVariable – are “generated”; conversely, at 

timepoint TMAX, isAcquisition is set to -1: the same quantity of resources is “destroyed”. The 

isAcquisition parameter is, therefore, not only serving as a source and a sink for resources, 

allowing a correct functioning of the design balance constraint, but also ensures the re-

peatability of the schedule; it translates in the AIMMS implementation the characteristics 

that Acquisition arcs have in the mathematical formulation. The delivery of commodities is 

guaranteed by the flow conservation constraint; the assumption on (un-)loading times be-

ing already included in travel times allows to directly convert commodities into empty con-

tainers by simply multiplying the values from the Supply and Demand matrices by the com-

modities volumes. Finally, all rentals that end at the corresponding node are converted into 

empty containers, while starting rentals are handled as outgoing container flows. 

 

Figure 22: TotalCost variable details from AIMMS interface 

Concludes the main declaration section the TotalCost free variable, which is composed of 

four elements. The fixed costs are computed by multiplying the Service_z variable of an arc 

by the travel fixed cost for the route. The variable costs are computed by multiplying the 
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train length by the travel variable cost for the route. The acquisition cost is trivially the mul-

tiplication between the total number of acquired resources at all terminals and the acqui-

sition price. Finally, the profit from rentals considers the volume of the rental, its length and 

the constant rental fee (which is expressed per container per period).  

 

Figure 23: Active Subsets and MP declaration, from the model explorer view in AIMMS 

The set no_resource_limit has been used to conduct the tests relaxing the MaxResources 

constraint. LeastCostTransportPlan is a mixed integer mathematical program whose ob-

jective is to minimize the TotalCost variable. H 

4.2 Dataset overview 

This Paragraph describes the dataset with which the model has been tested, starting from 

the python code used to generate the instances. It is important to notice that, for the pur-

pose of testing a model with a high degree of novelty, it is sufficient for the instances to be 

reasonably realistic, not necessary for them to be real: the objective is, in fact, to be able to 

observe that the model can produce its solution by following all the rules that it received in 

form of constraints and that, by tweaking parameters in the test instances, the KPIs show a 

change in the expected direction.  

4.2.1 Network generator 

The first step to generate an appropriate instance for the model is the creation of a static 

hub-and-spoke network, which is done by following a few important steps: 

- generate an incidence matrix;  

- generate the related distance matrix, i.e. how physically distant, in Km, the nodes are 

supposed to be; 

- generate travel times, fixed cost and variable cost matrices, with their values to be 

proportional to the distance. 
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4.2.1.1 Incidence matrix 

The complete incidence matrix is created from three smaller incidence matrices: one con-

necting hubs between each other (named HH), one connecting terminals between each 

other (named TT), one connecting hubs and terminals (HT).  

To create HH, the algorithm iterates through NHUBS17 rows. For each row, an integer value 

between 1 and NHUBS/2 is extracted: that is the number of other hubs the present one will 

be connected to, excluding itself. The right number of connections are randomly generated; 

then the matrix is mirrored through its diagonal, to make sure it is symmetric. It is important 

to notice that there is no check that assures that every hub is connected to at least another 

one after the mirroring step. This occurrence is however very unlikely when the number of 

nodes is reasonably large (say, higher than 5); moreover, many instances are generated 

from the same network, meaning the network generation algorithm is rarely run. It has been, 

therefore, decided to simply print the network graph and let the user manually check its 

correctness, possibly discarding the incorrect network and generating a different one. More 

detail on the graph printing python script is provided in Paragraph 4.2.2. 

With the assumption that every terminal is connected to one and one hub only, creating TH, 

which is a NHUBS×NTERMINALS matrix, simply consist of iterating through NTERMINALS rows 

and extracting a random number between 1 and NHUBS for each row.  

Finally, given the assumption that terminals are never connected to each other, TT is an 

identity matrix. 

Then, the total incidence matrix has size NNODES×NNODES and is composed as follows: 

Incidence	matrix			=	 mHH TH0
TH TT

n 

 
17 The same nomenclature used in AIMMS is here adopted. Therefore: NHUBS and NTERMINALS are the numbers of hub and 

terminal nodes in the network, respectively; NNODES equals NHUBS + NTERMINALS; TMAX is the last timepoint (remember 
the schedule is TMAX+1 timepoints long). 
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4.2.1.2 Distances matrix 

After subtracting an identity matrix from the incidence matrix created as explained above, 

creating a distances matrix consists of generating a random value for every 1 in one half of 

the resulting matrix, and then mirroring it to make sure distances are symmetric.  

To find a reasonable interval from which to extract distances, the DB Cargo (2025) website 

has been consulted, using the Germany network as reference. Follows the distances matrix 

that has been produced after an accurate analysis of the source. 

 

Table 2: Distances matrix from the German rail network (DB Cargo, 2025) 

The matrix shows that a network that extends through the whole country has distances in 

the interval from 87 to 528 Km. However, to allow faster travels and better exploit the full 

length of the schedule, it has been decided to consider a less spread network, drawing dis-

tances in the interval between 50 and 200 Km. In the next Paragraph, a detailed explanation 

on how the travel times matrix is generated clarifies the reasoning behind this choice. 
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Maschen 0 180 327 368 0 0 0 0 0 0 0 0

Seelze 180 0 295 228 0 0 490 0 528 0 0 242

Seddin 327 295 0 0 0 0 0 0 0 0 0 170

Hagen-Vorhalle 368 228 0 0 87 92 0 0 0 0 0 0

Oberhausen 0 0 0 87 0 100 0 0 0 0 0 0

Köln Gremberg 0 0 0 92 100 0 275 0 0 0 0 0

Mannheim 0 490 0 0 0 275 0 151 355 386 274 521

Saarbrücken 0 0 0 0 0 0 151 0 0 0 0 0

Nürnberg 0 528 0 0 0 0 355 0 0 198 0 333

München Nord 0 0 0 0 0 0 386 0 198 0 0 0

Basel 0 0 0 0 0 0 274 0 0 0 0 0

Halle (Saale) 0 242 170 0 0 0 521 0 333 0 0 0
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4.2.1.3 Fixed costs matrix 

Following the approach by Boland et al. (2017), fixed costs for services are assumed pro-

portional to the service length in kilometers, with a coefficient of 0.55 dollars per mile. An 

online calculator that relies on the Consumer Price Index from the United States has been 

used to roughly estimate inflation from 2017 to 2025, then dollars has been converted to 

euro (with the exchange rate as of January 2025) and miles have been converted to kilo-

meters. Being the maximum accuracy on financial computations outside the main scope 

of this work, the final result of the aforementioned conversions can be rounded to a coeffi-

cient of 0.43 euros per kilometer, then named FC_MF (for Fixed Cost Multiplying Factor).  

The fixed costs matrix is obtained by multiplying the distances matrix by FC_MF.  Holding 

operations are assumed costless, and modeled by the diagonal of the fixed costs matrix 

being all zeros. 

4.2.1.4 Variable costs matrix 

Finding an accurate variable cost per container constitutes a very difficult and time-con-

suming challenge, not having official data directly available from service providers. Re-

membering that in order to obtain an accurate result it is sufficient to feed the model with 

real data instead of – still realistic but – generated one and that the scope of this work is to 

show the functioning of a model, not to give real-life advice, it has been chosen to compute 

the variable cost of a service so that a full length train would have a total cost equal to two 

times its fixed cost. Since the upper threshold on train length is set to 65 containers, the 

variable costs matrix is obtained by multiplying the fixed costs matrix by a factor of 1 65⁄ .    

4.2.1.5 Travel times matrix 

Crainic et al. (2018) uses a coefficient of 50 to convert a travel length in time to a fixed cost: 

already having the travel fixed costs matrix, it is sufficient to multiply it by this coefficient, 

which can be renamed TIME_MF (for Time Multiplying Factor) and has a value of 1 50⁄ , to 

obtain the travel times matrix.  
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It is however necessary to check the granularity of timepoints. From the work by Crainic et 

al. (ibid.), it is possible to compute a “travel speed” of circa 116 Km per time unit; comparing 

it with the aforementioned data obtained from DB Cargo (2025), it has been found reason-

able to assume that a time unit corresponds to a day, also considering all processing op-

erations, as a model-simplifying assumption, already included in the travel time. Since the 

time granularity of the present model has been increased to half-days, the result of the 

multiplication between a travel length in Km and TIME_MF is first rounded to the closest 

multiple of 0.5, then multiplied by 2. To recap: 

𝑇𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒𝑠(𝑛1, 𝑛2) = 2 ∗ round_to_multiple(TravelFixedCosts(n1, n2) ∗ TIME_MF, 0.5) 

Being round_to_multiple a function that rounds the value given as the first parameter to 

the closest multiple of the value given as the second parameter. 

Finally, it is important to make sure the diagonal of the travel times matrix is filled with ones, 

as that is the length of holding arcs. 

4.2.2 Graph printer 

The networkx python library is used to print a graph for each network generated with the 

aforementioned algorithm. As already mentioned, the printed graph assumes a significant 

role for the user to check the correctness of the network, before using it to generate a test 

instance for the model.  

The graph printer script gives as output an image of the network, with hub nodes in a bigger 

size and different color from the terminal ones. Connecting edges are drawn based on the 
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network incidence matrix, from which an equal size identity matrix is subtracted to avoid 

drawing meaningless edges connecting every node to itself.  

Figure 24: Comparison between a not-suitable hub-and-spoke network and a correct one 

Figure 24 above shows the results of giving the graph printer as input the incidence matri-

ces of one network that is not suitable to generate test instances (on the left) and of one 

that is (on the right). 

4.2.3 Commodities generator  

The commodities generator python script gets as input the characteristics of a network, 

namely: size, number of timepoints, incidence matrix and travel times matrix, and gives as 

output the desired number of commodities, each one with: availability and due timepoints, 

source and sink terminals, volume (in containers), size of the rental order at source and size 

of the rental order at sink.  

The n desired commodities are generated by running the generate_commodity function n 

times. This function requires as input, other that the parameters mentioned above: a range 

from which to draw the volume of each commodity, a TL_MF (abbreviation for Time Length 

Multiplying Factor), a MEAN parameter. Follows a detailed description of this function, in 

which the usage of each parameter is explained. 
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First, a couple of terminals is randomly extracted and the shortest path in timepoints be-

tween them is computed and multiplied by TL_MF, the result is renamed SP_w_margin: if it 

is longer than the schedule length, the couple is discarded and another one is drawn. The 

TL_MF serves to ensure a time margin on the delivery of the commodity, on top of the short-

est path length. Suppose a margin of 20% needs to be guaranteed: the TL_MF is set to 1.2 (a 

non-integer SP_w_margin is always rounded up). Then, the availability timepoint (named 

early_time) is randomly extracted; to make sure the instance is feasible, the interval from 

which the extraction is conducted goes from 0 to (TMAX – SP_w_margin). The commodity 

is due at a late_time that equals (early_time + SP_w_margin).  

The volume of the commodity is drawn from the range which has given as input. Finally, the 

two rental orders lengths (at source and at sink) are drawn from a Gaussian distribution, 

whose mean is set equal to the MEAN parameter and the standard deviation is set to 1; 

drawn values are rounded to the closest integer. The value of the MEAN parameter can be 

arbitrarily set; in most of the test instances used in the present work, it has been set propor-

tionally to the schedule length, allowing customers to ask for longer rental orders, the longer 

the considered schedule. In particular, MEAN was set to:  

- 1 when TMAX = 14; 

- 2 when TMAX = 28; 

- 4 when TMAX = 56; 

- 6 when TMAX = 84. 

 

4.2.4 Selected test instances 

Table 3 gathers the characteristics of all the instances used to test the features of the 

model. 
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Table 3: Summary of features of the test instances 

4.3 KPIs 

This Paragraph explains which indicators has been chosen to determine whether the model 

behaves correctly or not, and how are they computed. The KPIs have been introduced in 

AIMMS as parameters, so that they could be saved on a report .txt file after running every 

instance.  

The main KPI clearly is the TotalCost, which is the variable that the OF aims to minimize. The 

IniatialAllocation parameter is used to print the values of the AcquisitionVariable variables 

only when they are non-zero.  

Instance 
Code

N. 
Timepo-
ints N. Hubs

N. Termi-
nals

Commo-
dity 
Class 

N. 
Commo-
dities

Commo-
dities 
Size TL_MF

Acquisi-
tion 
Price

Rental 
Fee MEAN

01-r 14 15 20 R2 50 50-65 1.2 1500 5 1

01-s 14 15 20 R2 50 50-65 1.2 1500 5 1

02 28 15 20 R2 50 50-65 1.2 1500 5 2

03 56 15 20 R2 50 50-65 1.2 1500 5 4

04 84 15 20 R2 50 50-65 1.2 1500 5 6

05 28 15 20 R1 150 20-30 1.2 1500 5 2

06 56 15 20 R1 150 20-30 1.2 1500 5 4

07 84 15 20 R1 150 20-30 1.2 1500 5 6

08 56 15 20 C 150 20-30 1.8 1500 5 4

09 84 15 20 C 150 20-30 1.8 1500 5 6

10 84 15 20 P 150 20-30 1.2 1500 5 8

10-1 84 15 20 P 150 20-30 1.2 800 10 8

10-2 84 15 20 P 150 20-30 1.2 400 20 8

10-3 84 15 20 P 150 20-30 1.2 200 40 8

11 168 15 20 N 300 random 1.2 1500 5 6
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TotalAcquiredResources is the sum of the acquisition variables through all the terminals; it 

will be compared with the Total_Commodities_Volume in order to obtain a containers-to-

commodity-volume ratio, which is more accurate when comparing how efficiently the 

model could solve each instance.  

TotalCommodityFlow is the sum of all commodities that flow through travel arcs through 

the whole schedule; it is therefore computed as the sum of all CommodityFlow_x variables, 

excluding the ones in which the destination equals the origin (that model, instead, holding 

arcs). It is not of great significance by itself, but it is used when computing the AvgSizeOf-

Services. 

TotalRepositioning is the sum of all empty containers that flow through travel arcs through 

the whole schedule; it is computed similarly to TotalCommodityFlow, but using Re-

sourceFlow_y variables.  

NofServices counts the total number of services that are run through the whole schedule; it 

is the number of arcs for which origin and destination differ from each other and at least 

one between the CommodityFlow_x variables and the ResourceFlow_y variable is non-zero 

and, granted by the ServiceCorrectness constraint, the Service_z variable equals 1. 

AvgRepositioning is the ratio between TotalRepositioning and NofServices, stating how 

many empty containers, on average, are repositioned through each service. Clearly it is, 

together with the TotalRepositioning, an indicator of how efficient the model is in reposi-

tioning resources.  

AvgSizeOfServices is given by the formula:  

TotalCommodityFlow	+	TotalRepositioning	
NofServices	

	

Together with the NofServices, it is used to determine whether, for the current instance, the 

model opts for larger services or more frequent smaller ones. 
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TotalRentalOrders counts how many rental orders are placed in the current instance, that 

is: the number of commodities multiplied by two (one order at the source and one at the 

sink), minus the number of rental orders having zero as length.  

TotalSatisfiedRentalOrders gives the number of rental orders that the model could fulfill. 

PercentageSatisfiedRentalOrders is given by the ratio between TotalSatisfiedRentalOrders 

and TotalRentalOrders, and constitutes the main KPI when determining how the model be-

haves with rentals. 

TotalProfitRentals gives the total profit from satisfied rentals.  

4.4 Results 

Table 4 gathers all the results obtained from the test instances, divided in batches. Follows 

a detailed comment and analysis.  
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Table 4: Summary of the KPIs gathered from tests  
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4.4.1 Repositioning with large commodities  

The first four instances are meant to highlight the capability of the model to efficiently re-

position empty containers in a schedule with a reasonably low number of commodities, all 

of them being large in volume. As expected, the model shows that a longer time horizon 

longer the considered time horizon (that is, the higher the TMAX parameter) allows a better 

allocation and more efficient usage of owned resources. 

Besides the decrease in the number of acquired resources, that diminishes in instances 02 

to 04 from 84% to being 36% of the total volume of commodities delivered, are observable 

an increase in the total and average repositioning, supported by a higher total number of 

services, and a strong decrease in the average holding per period. The increases in reposi-

tioning assume an even more impactful meaning considering that the last instance con-

tains less than half the number of containers of the first one. It is therefore clear that, the 

longer the schedule, the more the model is inclined to plan smaller – the average size of 

services also shows a decrease – and more frequent services containing a higher number 

of empty containers.  

The decreasing in the percentage of satisfied rental orders until instance 03 can be justified 

with the strong decrease in the number of available resources, together with the fact that 

rentals does not constitute a strong requirement of the problem and that earnings from 

rental fees are not large enough to give reason to the acquisition of more resources. With a 

longer schedule, however, since commodities are more widely spread in time, it is possible 

to satisfy more rental orders, as shown by instance 04. 

An isolated observation must be made on instance 01. The characteristics of the network 

and commodities, that are randomly generated based on realistic parameters, does not 

allow to satisfy the requirement of a periodical schedule, that is: it is not possible to deliver 

all the orders at their due destination and time and reposition the resources so that the 

state of the network at the end of the schedule is the same as the one at the beginning, all 

within such a short schedule. Two possible relaxations can be made to allow the system to 
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solve this infeasible instance. The first option is to relax the constraint on the maximum 

number of acquirable resources, and observe that the only way to produce a cyclical 

schedule for the given network and commodities is to acquire containers for almost 120% 

the total volume of delivered goods. The second option is to allow a longer schedule, to see 

how many more time-periods would the system require to correct the final allocation of an 

optimal number of resources until it equates the initial one, observing, however, that in this 

case the optimal number of resources exactly equates the total sum of all the commodities 

volumes: the model is optimally scheduling services, but again no optimization on the us-

age of resources is in fact implemented.  

4.4.2 Repositioning with small commodities  

Instances 05, 06 and 07 present a different situation from the one proposed in the first 

batch, having a reasonably high number of commodities, all of them being smaller in vol-

ume. Comparing these instances with each other, it is again clear that a longer – and there-

fore more spread – schedule allows a more efficient repositioning of owned resources and 

consequently a significantly lower total cost, being the resources acquisition expense its 

main component. The model opts for frequent and small services, as highlighted by the 

increase in the number of services and in the average and total repositioning and by the 

decrease in the average size of services. Again, the average holding presents a substantial 

decrease, but this is also due to the significantly lower number of resources in the system. 

Instance 07 presents the best result so far, requiring acquisition of containers for as low as 

the 25% of the total volume of delivered commodities; however, it also shows the lowest 

percentage of satisfied rental orders so far, a further evidence that earnings from rentals 

are of minimal significance if compared with the cost of acquiring more resources, at least 

with the present values that have been given to the ACQUISITION_PRICE and RENTAL_FEE 

parameters. Specific experiments on these parameters are conducted through the fourth 

batch of instances and commented in Paragraph 4.4.4.    
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It is worth of interest comparing instances 07 and 04, that start from the same network and 

the same schedule length but have several small commodities and few larger commodi-

ties, respectively. Having small commodities can exploit the convenience in frequently run-

ning small services instead of less frequent, larger ones, as it allows to have the owned re-

sources more widely spread through the network. It is important to notice that this result 

heavily relies on the research done to quantify travel fixed costs, as an increase in these 

parameters could favor holding and consolidation and, eventually, the acquisition of more 

resources.  

4.4.3 Consolidation 

Instances 08 and 09 have been generated with more time between the availability and the 

due time, using a multiplying factor of 1.8, against the 1.2 normally used. Comparing in-

stance 08 with 06 and 09 with 07, a reduction in the number of services is observable, to-

gether with an increase in the average service size. This is, however, very weak evidence in 

support of consolidation, as the total number of acquired resources is, in both comparisons, 

higher when the commodities timespan is longer. The main result of having a longer 

timespan for orders is presumably, instead, that commodities need to be held for longer 

time periods throughout their journey, introducing a systematic waste of time in the usage 

of containers. With a higher TMAX, the result is slightly more positive, since a longer schedule 

attenuates the negative impact of the long commodities time-spans, as shown by the con-

tainers-to-commodity-volume ratio, that is around 50% for instance 08, but around 32% for 

instance 09; moreover, instance 08 shows a decrease in the percentage of satisfied rental 

orders when compared with instance 06, while an increase is observable when comparing 

instances 09 and 07. Once again, it is essential to consider that these results heavily rely on 

the value that is attributed to travel fixed costs; moreover, it is important to notice that hold-

ing is assumed costless.   
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4.4.4 Rental profits 

As already mentioned, with realistic resource price and rental fee parameters, the profit 

from rentals is not high enough to justify the acquisition of more resources; rentals are, 

however, an opportunity to realize some profit on resources that would be, otherwise, idle. 

The last batch of instances is meant to fully show the capacity of the model to take into 

account rental profits, starting with the generation of longer rental orders. Comparing in-

stance 10 and 07, that only differ from each other in the mean value of the distribution used 

to generate the time length of rental orders, the containers-to-commodity-volume ratio 

increases from 25% to 27% and the total cost is still lower because, even if the percentage 

of satisfied rental orders is lower in instance 10, the total profit from rental increases. Finally, 

instances 10-1, 10-2 and 10-3 constitute variations of instance 10 and show a completely 

unrealistic scenario, in which the resource price dramatically decreases and the rental fee 

increases, with the purpose of showing that a significant change in the ratio between those 

two parameters could potentially justify acquiring more resources with the sole purpose of 

renting them. These scenarios are clearly utopian, since the ratio is so unbalanced that the 

total cost even becomes negative, being at all effects a total profit, but make the capacity 

of the model to account for rental orders fully noticeable, a feature that is not as apprecia-

ble with realistic parameters.  

To conclude, instance 11 is meant to show the behavior of the model with very large in-

stances, in this specific case by using the same network as before, a 168 timepoints sched-

ule (that equals to 12 weeks, 3 months) and 300 commodities, whose volume is randomly 

chosen between the two aforementioned intervals (20-30 for small commodities and 50-

65 for large ones). The KPIs show a positive result, with a containers-to-commodity-volume 

ratio around 14% and a total cost that is approximately one and a half times the total cost 

of instances 04 and 07, while delivering approximately 3.5 times their volumes of commod-

ities; moreover, it shows a valuable 76.3% of satisfied rental orders. These results are meant 

to support with data the intuitive idea that the longer the schedule, the easier and more 
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efficient the reallocation of resources and the better the amortization of their acquisition 

expense. 
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5 Conclusions 

5.1 Managerial insights 

As mentioned, the intended outcome of the model is the optimal number of resources to 

be acquired and their initial allocation, which is obtained by routing commodities and sup-

porting the selected services with the necessary resources. Therefore, the optimized sched-

ule of services is also an essential component of the outcome. 

The model could be however equally helpful in finding the best schedule of commodities, 

that is, for a firm operating in logistics, finding how many orders to ship and in which time 

intervals in order to optimize the usage of owned resources. A good starting point is, for 

example as suggested by the results collected from the test instances, that delivering fre-

quent small commodities allows a more optimized usage of containers than when deliver-

ing fewer large ones, thanks to their more scattered positioning in the network throughout 

the schedule length, but only if the travel fixed costs are sufficiently low.  

This connects to another important remark that must be made when suggesting using not 

only the present model, but every decision-making tool, that is the importance of giving 

input parameters an accurate and realistic values. The parameters used in the test in-

stances are realistic, since derived from previously published research papers, when pos-

sible, and from accurate research on publicly available data from the industry; however, 

the model necessarily requires using actual data and creating accurate instances, when 

used to provide real decision-making advice. 

Finally, even though the size and topology of the network and the schedule length can be 

considered realistic, what instead can be increased is the number of commodities, which 

has been kept at a reasonably low value when running the tests. A heavy increase in the 

number of commodities could indeed imply the necessity of a purposely crafted solving 

algorithm, which is outside the scope of this work, but could constitute a further develop-

ment. Other suggestions for possible future research based on the result of this work are 

discussed in Paragraph 5.3. 
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5.2 Limitations and obstacles 

Although starting from existing research, this work introduces significant elements of nov-

elty, namely a variable to account for empty containers and a dedicated set of arcs for 

rental orders, which limit the possibility to use existing modelling techniques and solving 

methods. Therefore, being the scope of this work limited to the model only, many assump-

tions have been introduced in order to be able to solve test instances without requiring the 

development of dedicated algorithms. It is particularly important to remark that the con-

straints on train length had to be relaxed; it is however observable that, to avoid unneces-

sary services and related travel fixed costs, the model is never proposing unreasonably 

small services. 

A first draft of the model would have introduced (un-)loading arcs, serving as a point of 

contact between the x and the y variables, accounting for laden and empty containers re-

spectively, and modelling the required time interval for these operations. To avoid introduc-

ing too many variables, and consequently the risk of the software not being able to provide 

a solution without requiring heuristic techniques, the granularity of time has been increased 

up to half-days, a level which is definitely not high, but still reasonably realistic. Meticulous 

research to quantify the amount of time required for processing operations at shunting 

yards revealed that this amount is in the order of minutes, a few hours at maximum. It has 

been decided, therefore, to abandon the idea of (un-)loading arcs and assume the pro-

cessing time as included in the travel time between nodes, an assumption that, without 

leading to model an unrealistic scenario, allowed to avoid introducing numerous new var-

iables and significantly simplify computations.  

The unavailability of test instances constituted a relevant obstacle, which has been over-

come with research about real-life scenarios and the generation of test instances based 

on the collected data, as explained in detail in Paragraph 4.2. Since the model introduces 

several elements of novelty, the objective of the computational study was not to show an 

improved performance, but to present the functioning of the new features. The possibility 
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to create the test data has therefore become a useful opportunity to craft instances that 

would highlight the new features at best, with the help of dedicated KPIs: a change of a KPI 

in the anticipated direction after altering specific parameters in the test instance could led 

to the conclusion that the model behaved as expected. 

It is however necessary, as a final remark on encountered obstacles, to specify that the 

issue that prevented the implementation of even bigger test instances has been the diffi-

culty in connecting the python language and the AIMMS software. The difficulty in accessing 

AIMMS external libraries indeed hindered smoothly proceeding through third party file for-

mats, such as .csv or .xlsx, and led to the necessity to save the generated data on Excel 

sheets and manually copy-paste them on AIMMS, an operation that became infeasible 

when the instances would become too large. 

5.3 Final remarks and future research 

This work proposes a model for SND problems on hub-and-spoke networks, introducing an 

additional variable to track the movement of empty containers and allowing their efficient 

usage and repositioning, while delivering multiple commodities, each of them departing 

from a source node at an availability time and arriving at a sink node at a due time. Other 

than the services schedule, the model also provides an initial allocation of resources, taking 

into account their acquisition price. Furthermore, the possibility to rent idle resources to 

customers at terminals as storage space is introduced as a source of additional profit. 

Starting from real data, several test instances are generated and, observing the variation 

in dedicated KPIs, the behavior of the model is analyzed and the aforementioned features 

are observed. 

Despite behaving as expected and producing satisfying results, a significant number of 

simplifying assumptions had to be taken for the model to work without implementing ad 

hoc algorithms., a significant number of many simplifying assumptions had to be taken. 

Future work could entail, therefore, updating the model to relax these assumptions 
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increasing its capacity to model real cases and implement the aforementioned ad hoc 

algorithms. Specifically, possible future research includes:  

- Improving integration with crafted data, possibly generating instances through a 

dedicated interface directly in AIMMS; 

- Reintroducing train length constraints, possibly allowing multiple services on the 

same arc, that is an integer z variable instead of a binary one; 

- Introducing capacitated hubs and, possibly, different processing times and costs 

depending on the hub size; 

- Integrating the present work with a model to optimize shunting yard operations, in-

crease the time schedule granularity and compute (un-)loading times more accu-

rately;  

- Exploring the possibilities that a cyclical schedule could offer, e.g. allowing commod-

ities availability time to be after their due time, and ascertain whether they could 

lead to a better final result; 

- Introducing uncertainty, e.g. in availability and due times and in the rental orders 

time-length, possibly using fuzzy numbers or probability distributions. 

The demand for freight transport keeps increasing over years and decades. If it is important 

to support this growth with the appropriate technology, it is however essential to plan its 

effective and considerate usage with the objective not only to make transport efficient (and 

therefore profitable) but also, and more importantly, to avoid wasting important scarce re-

sources, building a network that is environmentally and socially optimized ideally, accepta-

ble at least. For this purpose, Operations Research has a key role nowadays and this work 

has the goal to add something, even if it is the smallest grain, to the vast amount of 

knowledge that many brilliant minds have produced from the early days of this Science 

and will keep producing in the upcoming years.  
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