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Abstract
The thesis arises from the need of the robotics company Comau to address the
issue of dynamic inertial coupling between the links of a robotic manipulator. The
objective is to analyze the theory and experimentally validate the application of
diagonalization techniques on the dynamic model of an industrial robotic manipu-
lator, based on the design of a pre-compensator acting on the robotic plant. This
decoupling compensator allows the implementation of independent joint control,
treating each link as a SISO subsystem, thereby simplifying the controller synthesis
and improving tracking accuracy.
In particular, the thesis explores different decoupling strategies in both the time
domain and the frequency domain. The study begins with the modeling of robotic
manipulators, considering various dynamic representations, including rigid-body
models, elastic joint models, and damped joint models, leading to the formulation
of the model used in Comau’s industrial simulations. For time-domain decoupling,
the nonlinear feedback linearization technique is applied to derive a nonlinear
control law that effectively decouples the system for different manipulator models.
On the other hand, the frequency-domain decoupling approach relies on the design
of linear compensators, investigating both static and dynamic techniques, including
static, SVD-based decoupling, ideal decoupling, simplified decoupling, and inverted
decoupling, with the goal of minimizing interaction effects and enhancing closed-
loop performance.
Extensive simulations and experimental validations are carried out on a Comau
robotic manipulator model to evaluate the effectiveness of each method, highlighting
the trade-offs between decoupling, computational complexity and robustness to
modeling uncertainties.

ii



Acknowledgements

Dedico questa tesi a pochi ma essenziali pilastri.
Alla mia famiglia: a mamma che è sempre stata presente in qualsiasi momento; a
papà che pur non approvando questo percorso lo ha finanziato; alla nonna e il nonno
che contribuendo ci hanno creduto fino in fondo; alla zia Francesca che è stata di
fondamentale supporto; allo Zio Giampiero e alla Zia Marinella per l’affetto.
Ai miei amici: Alessio, come caro amico e compagno di eventi; Giulia, come amica
e coinquilina, per essere stata un punto fermo nel percorso universitario; Simone,
come amico e collega, sempre brillante; Edoardo, come collega, capro espiatorio
di tutti i mali del mondo; Miriana, come amica, con cui ho condiviso momenti
difficili...
Una menzione speciale va alla mia cara Iris, che ha aggiunto un pizzico di colore
ad una tela ingrigita, testimone del fatto che la razionale fortuna, intesa come da
etimo, non è solo costruita sullo sforzo e sul sacrificio ma è soggetta a fenomeni
non controllabili, deterministici e aleatori.

Considerate la vostra semenza:
fatti non foste a viver come bruti,

ma per seguir virtute e canoscenza.
Dante Alighieri

iii





Table of Contents

List of Tables vii

List of Figures ix

Acronyms xii

1 Introduction 1
1.1 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Robot Modelling 7
2.1 Robot Manipulator Dynamics . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Rigid Robot Dynamics . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Elastic Joint Robot Dynamics . . . . . . . . . . . . . . . . . 13
2.1.3 Relative Elastic-Dumped Joint Robot Dynamics . . . . . . . 15
2.1.4 Direct Elastic-Dumped Joint Robot Dynamics . . . . . . . . 17
2.1.5 Complete Elastic-Dumped Joint Robot Dynamics . . . . . . 18

3 Time-Domain Decoupling Control 23
3.1 Elastic-Joint Robots - Input-State Feedback Linearization . . . . . 24
3.2 Direct Elastic-Dumped Joint Robots - Input-State Feedback Lin-

earization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Relative Elastic-Damped Joint Robots - Input-Output Feedback

Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Frequency-Domain Decoupling Control 31
4.1 Linear Decoupling Overview . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Static Decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.1 Static Decoupling . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.2 SVD Decoupling . . . . . . . . . . . . . . . . . . . . . . . . 37

v



4.3 Dynamic Decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3.1 Ideal Decoupling . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3.2 Simplified Decoupling . . . . . . . . . . . . . . . . . . . . . . 42
4.3.3 Inverted Decoupling . . . . . . . . . . . . . . . . . . . . . . 45

5 Simulations and Results 50
5.1 Robot Dynamics Simulation . . . . . . . . . . . . . . . . . . . . . . 51

5.1.1 Comau Robot Manipulator Model . . . . . . . . . . . . . . . 51
5.1.2 Comau Robot Linearized Model . . . . . . . . . . . . . . . . 57

5.2 Decoupling Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.1 Transfer Function Matrix . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Relative Gain Array . . . . . . . . . . . . . . . . . . . . . . 62
5.2.3 Gershgorin Radius . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.4 Control Response . . . . . . . . . . . . . . . . . . . . . . . . 64

5.3 Decentralized and Decoupled LTI Dynamics . . . . . . . . . . . . . 65
5.3.1 Motor Torque τm to joint position q dynamics . . . . . . . . 66
5.3.2 Motor Torque τm to Motor Angles θ dynamics . . . . . . . . 75

5.4 Control response of Decentralized and Decoupled LTI Dynamics . . 76
5.4.1 Joint Step Response of q/τm Dynamics . . . . . . . . . . . . 77
5.4.2 Motor Step Response of θ/τm Dynamics . . . . . . . . . . . 80

5.5 Decentralized and Decoupled LPV Dynamics . . . . . . . . . . . . . 83
5.6 Control response of Decentralized and Decoupled LPV Dynamics . 87
5.7 Control response of Decentralized and LPV Decoupled Nonlinear

Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6 Conclusions and Future Works 97
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

A Supplementary Tables 99
A.1 Step Response of Joint velocity q̇/τm and Motor velocity θ̇/τm Dy-

namics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Bibliography 106

vi



List of Tables

5.1 joint position q response comparison: RMSE [rad] with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 77

5.2 joint position q response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 78

5.3 joint position q response comparison: settling time with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 79

5.4 motor shaft position θ response comparison: RMSE [rad] with
different reference steps (target [rad]) for each output (n) . . . . . . 83

5.5 motor shaft position θ response comparison: overshoot [rad] with
different reference steps (target [rad]) for each output (n) . . . . . . 84

5.6 motor shaft position θ response comparison: settling time with
different reference steps (target [rad]) for each output (n) . . . . . . 85

5.7 LPV robot model q response comparison: RMSE, overshoot and
settling time with reference steps (t.) of 1 rad for axis 1 and 2 rad
for axis 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.8 joint position q nonlinear response comparison: RMSE [rad] with
different reference steps (target [rad]) for each output (n) . . . . . . 94

5.9 joint position q nonlinear response comparison: absolute overshoot
[rad] with different reference steps (target [rad]) for each output (n) 94

5.10 joint position q nonlinear response comparison: settling time [s]
with different reference steps (target [rad]) for each output (n) . . . 95

A.1 link velocity q̇ response comparison: RMSE [rad] with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 100

A.2 link velocity q̇ response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 101

A.3 link velocity q̇ response comparison: settling time [s] with different
reference steps (target [rad/s]) for each output (n) . . . . . . . . . . 102

A.4 motor velocity θ̇ response comparison: RMSE [rad] with different
reference steps (target [rad/s]) for each output (n) . . . . . . . . . . 103

vii



A.5 motor velocity θ̇ response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n) . . . . . . . . . . . 104

A.6 motor velocity θ̇ response comparison: settling time [s] with different
reference steps (target [rad/s]) for each output (n) . . . . . . . . . . 105

viii



List of Figures

4.1 General Control structure of MIMO system . . . . . . . . . . . . . 32
4.2 Decoupled Control structure of MIMO system . . . . . . . . . . . . 32
4.3 Decentralized Control structure of TITO system . . . . . . . . . . . 33
4.4 Static Decoupling Control structure of MIMO system . . . . . . . . 36
4.5 SVD Decoupling Control structure of MIMO system . . . . . . . . . 38
4.6 Ideal Decoupling Control structure of TITO system . . . . . . . . . 42
4.7 Simplified Decoupling Control structure of TITO system . . . . . . 44
4.8 Inverted Decoupling Control structure of TITO system . . . . . . . 47

5.1 Elasticity behaviour in terms of deflection angle with respect to torque 53
5.2 Non-linear friction torque with respect to motor speed for a RR robot 54
5.3 Illustration of a 2-DOF RR robot manipulator with flexible joints [33] 54
5.4 Flexible-Joint Robot Model (EJM) block diagram . . . . . . . . . . 55
5.5 Rigid-robot model block diagram . . . . . . . . . . . . . . . . . . . 56
5.6 Elastic transmission block diagram . . . . . . . . . . . . . . . . . . 56
5.7 Motors’ block diagram . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.8 Simulink block diagram of the 2-axes LPV robot model . . . . . . . 61
5.9 Bode plot of the transfer function matrix q/τm with Static decoupling 67
5.10 RGA of the transfer function matrix q/τm with Static decoupling . 67
5.11 Gershgorin Radius of the transfer function matrix q/τm with Static

decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.12 Bode plot of the transfer function matrix q/τm with SVD static

decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.13 RGA of the transfer function matrix q/τm with SVD static decoupling 69
5.14 Gershgorin Radius of the transfer function matrix q/τm with SVD

static decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.15 Bode plot of the transfer function matrix q/τm with Ideal decoupling 70
5.16 RGA of the transfer function matrix q/τm with Ideal decoupling . . 71
5.17 Gershgorin Radius of the transfer function matrix q/τm with Ideal

decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

ix



5.18 Bode plot of the transfer function matrix q/τm with Simplified
decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.19 RGA of the transfer function matrix q/τm with Simplified decoupling 72
5.20 Gershgorin Radius of the transfer function matrix q/τm with Sim-

plified decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.21 Bode plot of the transfer function matrix q/τm with Inverted decou-

pling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.22 RGA of the transfer function matrix q/τm with Inverted decoupling 74
5.23 Gershgorin Radius of the transfer function matrix q/τm with In-

verted decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.24 Response plots of the transfer function matrix q/τm providing refer-

ence step values 1 rad for axis 1 and 0 rad for axis 2 . . . . . . . . . 80
5.25 Response plots of the transfer function matrix θ/τm providing refer-

ence step values 0 rad for motor 1 and 1 rad for motor 2 . . . . . . 81
5.26 Response plots of the transfer function matrix q/τm providing refer-

ence step values 0 rad for axis 1 and 1 rad for axis 2 . . . . . . . . . 82
5.27 Response plots of the transfer function matrix θ/τm providing refer-

ence step values 1 rad for motor 1 and 0 rad for motor 2 . . . . . . 86
5.28 Bode plots of the LPV Static decoupled transfer function matrix

q/τm for a specified trajectory . . . . . . . . . . . . . . . . . . . . . 86
5.29 Bode plots of the LPV SVD decoupled transfer function matrix

q/τm for a specified trajectory . . . . . . . . . . . . . . . . . . . . . 87
5.30 Bode plots of the LPV Ideal decoupled transfer function matrix

q/τm for a specified trajectory . . . . . . . . . . . . . . . . . . . . . 87
5.31 Bode plots of the LPV Simplified decoupled transfer function matrix

q/τm for a specified trajectory . . . . . . . . . . . . . . . . . . . . . 88
5.32 Bode plots of the Inverted decoupled LPV transfer function matrix

q/τm for a specified trajectory . . . . . . . . . . . . . . . . . . . . . 88
5.33 Step response of the LPV system vs the LTI system, around q0 . . 89
5.34 LPV Simplified decoupler . . . . . . . . . . . . . . . . . . . . . . . 90
5.35 LPV Inverted decoupler . . . . . . . . . . . . . . . . . . . . . . . . 90
5.36 Step response of the LPV, Simplified and Inverted decoupled systems 91
5.37 Step response of the Decentralized, Simplified decoupled and Inverted

decoupled control systems on the nonlinear robot plant . . . . . . . 93

x





Acronyms

MIMO
Multi-Input Multi-Output

TITO
Two-Input Two-Output

SISO
Single-Input Single-Output

LTI
Linear Time-Invariant

LPV
Linear Parameter-Varying

PID
Proportional-Integrative-Derivative

SVD
Singular Value Decomposition

RMSE
Root Mean Square Error

RGA
Relative Gain Array

SCARA
Selective Compliance Assembly Robot Arm

xii



Chapter 1

Introduction

The dynamics of multivariable systems, such as robotic manipulators, are complex
due to nonlinearities, varying parameters, and input-output couplings, for which a
change in one input affects several outputs. To simplify control, decoupled transfer
behaviors can be designed, where each output variable is influenced by a single
reference signal, allowing control through SISO controllers. Two possible strategies
to address dynamic couplings are proposed: extending LTI decoupling techniques
to the LPV robot model or using a nonlinear approach to obtain independent and
decoupled linear systems.

1.1 Motivation and Objectives
The thesis focuses on the problem of dynamic inertial coupling in industrial ma-
nipulators, encountered in many Comau robotic systems. In fact, the interaction
between different links of the kinematic chain of a robotic manipulator leads to cou-
pled dynamics, which complicates control design and affects precision in trajectory
tracking for all axes, including not only the controlled one but also the response of
the other links.
Comau’s control architecture for a robot with n joints, employs a decentralized
approach, namely an independent-joint control based on a gain scheduling robust
technique, whose synthesis involves the design of n different linear controllers which
are tuned on the dynamics of the relative link that must be actuated, meaning
that no behaviour is imposed explicitly on the cross channel dynamics, for compu-
tational efficiency, differently from the centralized strategies. The issue of coupling
inertial effects is an important topic which has not been explicitly faced at Comau
yet. Until now, the independent-joint control decentralized approach provided
sufficiently good performance for most of user cases, mainly in a low-frequency
bandwidth, however in fast movement applications the linear control could lack
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Introduction

of accuracy, due to the coupling effects among different links, indeed. And this
is the reason for which Comau needs to look for a system that would allow it to
"diagonalize" the robotic system, ideally as an additive control block which inhibits
the mutual couplings, to be placed inside the multi-loop cascade control system
before the plant.
Therefore the objective of this work is to diagonalize the robotic system, enabling
each joint to function as an isolated Single-Input Single-Output (SISO) system.
By achieving decoupling, implemented as a pre-compensation control law for the
plant, not only are performance and robustness improved, but the controller design
process is also simplified due to the reduced influence of other joints.
A first theoretical idea to face the problem was the diagonalization of the inertia
matrix, which is the main source of the couplings, apart from centrifugal and
Coriolis effects, that being negligible are trated as disturbances. This technique,
which can be seen as a Diagonalizing Modal Control, consists of a control space
transformation where the inertia tensor becomes diagonal. However, a change
of coordinates-based approach, although it simplifies the controller synthesis by
obtaining independent SISO systems in the modal space and enhances the per-
formance, does not achieve the physical decoupling, as the mutual couplings are
introduced back due to the inverse mapping of control signals on the joint space.
Thus, the problem must be solved designing on purpose a specific pre-compensator
which reduces, hopefully nullifies, the mutual torque of a link received from the
other ones. A possible technique is a feedforward compensation on the motor,
assuming that the torque measurements are provided. The only problem of this
approach is the necessity of installing torque sensors or estimating indirectly the
cross-axes mutual forces. In order to achieve dynamic decoupling, it is possible to
arrange the two basic ideas: on one hand the diagonalization of the dynamics and
on the other hand the design of a compensator. Anyway, the diagonalization is not
referred to the inertia tensor, but it is rather extended to the whole system dynam-
ics, and specifically, if the linear model is available, to the transfer function matrix.
In this way, the aim is to devise a control algorithm which provides off-diagonal
feedforward compensation to reduce the mutual dynamics, in order to eventually
obtain a diagonalized transfer function matrix. Based on the latter intuition, a
deep literature review has been conducted to explore the linear frequency-domain
decoupling approaches, noticing that the theoretical and experimental applications
of these strategies were not a common practice in robotics literature, which is
mainly focused on nonlinear techniques. For this reason, the study elaborates and
analyses the theoretical assumptions to guarantee the application of diagonalizing
algorithms to the robotic case, and deepens decoupling linear strategies in practice
experimenting them on a simulated Comau robot model. Furthermore, the idea
of the diagonalization has been theoretically generalized to the nonlinear case,
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aiming to obtain a decoupling nonlinear law which computes the needed torque to
compensate the overall couplings, originated from the cross accelerations, mainly
from the inertia tensor, but also from velocity effects as centrifugal-Coriolis forces.

1.2 Literature Review
The study of advanced control systems, particularly for robotic manipulators with
rigid and elastic joints, has been widely explored in the literature of the last thirty
years. Foundational books such as Slotine and Li (1991) [1] laid a solid groundwork
for control of Nonlinear systems, while Skogestad and Postlethwaite (2006) [2]
for advanced multivariable control methods applied to Linear models. On this
general background, the modeling and control of rigid (Siciliano & Sciavicco, 2010
[3]), flexible-joint manipulators (Spong et al., 2005 [4]; De Luca, 2011 [5], 2012 [6];
Moberg, 2010 [7]), and flexible-link manipulators (De Luca, 2016 [8], 2023 [9]) have
been studied to understand the specific architecture used by Comau in order to
realize a simulative environment.
The robotics literature focuses on two families of control strategies in the joint
space: the decentralized, like the independent-joint cascade control based on linear
regulator synthesis, and the centralized control approaches, e.g. the Computed
Torque Control, founded on more general and computationally heavy nonlinear laws.
Nevertheless, at least as far as the literature on linear approaches is concerned, there
is also a middle ground between these two extremes, which is the decoupled control,
that is, the implementation in a decentralized context of a pre-compensator to be
inserted before the plant that allows to benefit from the advantages of centralized
control, that guarantees the control of mutual input-output channels, without
however explicitly designing ad hoc regulators for each pair, saving computational
resources, and thus allowing a low-cost implementation in industry.
The coupling problem, which is one of the most crucial problems in Multi-Input
Multi-Output systems, was first mentioned by Boksenbom and Hood in 1950 [10],
as reported by Liu et al. [11]. In fact, at that time it was just treated as a
complicated design idea though and has not been widely explored, thus for this
reason new strategies aiming to eliminate or decrease multi-loop interactions have
been developed in the past decades. The basic intuition of the decoupling algorithm
proposed by Boksenbom and Hood (1950) is making the overall closed-loop transfer
function of the controlled MIMO system diagonal. Based on the knowledge of
the LTI process to control in the frequency-domain, different types of decoupling
have been proposed by Luyben (1970) [12], in the pillar work of chemical process
decoupling, generalized by Liu [13] and further developed by Shinskey [14], Wade
[15] and Gagnon [16]: Static Decouplers (Luyben, 1970 [12]; Lee, 2005 [17]), which
provide only a steady-state compensation at a certain frequency but being efficient;
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Ideal Decouplers (Luyben, 1970 [12]; Liu [13]), that diagonalizes dynamically the
system but being complex to implement; Simplified Decouplers (Luyben, 1970 [12];
Waller, 2003 [18]), which offers a diagonalization at the cost of a change on the
direct transfer functions; Inverted Decoupler (Shinskey, 1990 [14]; Wade, 1997 [15];
Gagnon, 1998 [16]) which implements a feedforward compensation by exploiting a
simplified structure to ideally diagonalize the system, further extended to include a
feedback also (Garrido, 2010 [19]); SVD Decouplers (Hung and MacFarlance, 1982
[20]; Skogestad et al., 2006 [2]; Dehaeze, 2021 [21]) which diagonalize statically or
dynamically the transfer function matrix through the Singular Value Decomposition.
These methods have been proposed for Linear Time-Invariant system (LTI), and
with the development in the last few years on the field of Linear Parameter-Varying
systems (LPV) the static decoupling approaches, like the inversion-based and SVD-
based ones, have been extended to the LPV case, as proposed by Mohammadpour
et al. (2009) [22] and refined by Baár et al. (2020) [23]. The linear decoupling can
be achieved also in the time-domain, as explained by Wang (2002) [24] and Hippe
(2006) [25], where a decoupling linear feedback law is realized in the state-space.
However, the decoupling control literature mainly addresses linear systems, so that
the nonlinear decoupling is not explicitly treated due to the variety and complexity
of a generic non-linear system, apart some works which apply the linear techniques
like Lupu (2008) [26], indeed. In reality, for non-linear systems in an affine form
with respect to the input, there is a fundamental control technique called input-
output feedback linearization [1], which is often included in centralized approaches,
that can be actually interpreted as a decoupling strategy.
In robotics literature there are two ways to dynamically diagonalize the robot dy-
namics: via control or mechanical design. The coupling issue is typically addressed
with the design of a regulator by employing the latter nonlinear control algorithm,
proposed in the state-space by Spong (1987) [27] and in mechanical form by De
Luca (1996) [28]. Another possible control approach is the Modal Control which
consists of a space transformation in order to diagonalize the inertia tensor, since
couplings are mainly originated from the cross-acceleration proportional to the
off-diagonal terms of this matrix, as done by Jain & Rodriguez (1995) [29] and
more recently by Song et al. (2019) [30]. Despite the advantages of designing
SISO controllers in a modal decoupled space, enhancing control performance, the
Modal Diagonalizing Control does not realize a cross compensation to explicitly
inhibit the mutual couplings in the physical space, so it is not considered in this
thesis. Finally, in recent books as Arakelian (2018) [31] different mechatronic
approaches to decouple the robot equations have been proposed, based on the
physical diagonalization of the inertia tensor through mechanical design, via mass
redistribution, via actuator relocation, and via addition of auxiliary links, however
since they involve the modification of the robot structure are not considered.
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1.3 Thesis Structure

The study explores two different families of approaches in order to decouple the
robot dynamics, which the author named Time-Domain Decoupling, corresponding
to the Nonlinear approach, and Frequency-Domain Decoupling, i.e. the Linear
approach.
Chapter 2 introduces a comprehensive analysis of robot dynamics, starting from
rigid-body models to more complex representations incorporating elasticity and
damping effects in the joints, in order to obtain the mathematical model used by
Comau, with the purpose to implement the experimental simulator and to provide,
moreover, the foundation for understanding and designing decoupling strategies,
specifically to develop the nonlinear approaches which exploit the system nature.
In particular, the following models are derived: rigid manipulator model, where
links are assumed to be perfectly stiff; elastic-joint model, accounting for flexibility
in gear transmissions; damped joint model, which includes both elastic and viscous
effects.
Chapter 3 studies decoupling in the nonlinear domain, where the idea of feedback
linearization is used to achieve decoupling, which is a side effect of the exact lin-
earization, being instead crucial to solve the coupling issue. This technique cancels
out nonlinear dynamics by designing a control law that transforms the system into
a linear and decoupled form. To achieve this purpose, a detailed overview of the
application of the nonlinear decoupling is proposed on different models of a robotic
manipulator, to show the specific properties of each decoupled plant by applying
the feedback linearization. This leads to the theoretical adaptation of a partial
feedback linearization on the Comau model, which decouples the most influent
inertial links.
Chapter 4 explores decoupling in the linear domain, where it is possible to exploit
the mutual dynamics among links, expressed by the off-diagonal terms of the
transfer function matrix, given by the linear MIMO representation of the robotic
system. Assuming the transfer matrix is known for each joint configuration, it is
possible designing linear compensators to minimize cross-coupling effects. However
these techniques are proposed in literature as LTI decoupling methods, while the
robot model is highly non-linear, representing the worst scenario. Actually, Comau
still exploits the linear design to synthesize controllers, following an independent-
joint decentralized architecture, based on a LPV model of the robot dynamics.
Thus, the purpose of this thesis is to study the generalization of the MIMO LTI
decoupling strategies to a LPV framework, and in detail on the robotic field. In
particular, various decoupling control algorithms are analysed: Static Decoupling,
which pre-compensates for steady-state interactions around a frequency; SVD-Based
Decoupling, which uses Singular Value Decomposition to extract dominant modes

5



Introduction

of the system, realizing a bilinear pre and post compensator; Ideal Decoupling,
based on exact inversion of the system’s transfer function matrix; Simplified De-
coupling, which approximates ideal decoupling while reducing complexity; Inverted
Decoupling, which introduces a feedforwarding structure to improve robustness.
Each method is theoretically evaluated in terms of effectiveness, computational
cost, and robustness to model uncertainties.
Chapter 5 collects all the simulations conducted on a Comau robotic manipulator
model to test the proposed decoupling techniques. The performance metrics used
for the experiments include: tracking accuracy (comparison between reference and
actual trajectories), decoupling effectiveness (measured through interaction terms
in the system response) and computational complexity (how difficult it is to imple-
ment each strategy in real-time control). Results show that while ideal decoupling
provides the best theoretical performance, it is highly sensitive to modelling errors.
In contrast, SVD-based and inverted decoupling methods offer a good balance
between performance and robustness. Lastly, this study proves that decoupling
strategies significantly enhance the performance of robotic manipulator control,
particularly in tracking accuracy and ease of controller design, taking into account
trade-offs between accuracy, implementation complexity, and robustness of the
proposed strategies.
Chapter 6 ultimately presents the conclusions and outlines future work, proposing
to improve the models, investigate the robustness of linear decoupling approaches,
apply feedback linearization in simulations, and, finally, study decoupling techniques
on a real robotic manipulator.
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Chapter 2

Robot Modelling

A robotic manipulator system may be modeled by integrating mechanical dynamics,
which describes the motion of the structure under joint torques, with the electrical
dynamics of the actuators driving the links, aiming for a complete state-space
representation.

2.1 Robot Manipulator Dynamics
The dynamics of a robot manipulator in joint space, describing the relationship
among joint actuator torques and the robot motion, can be obtained from sundry
dynamic models: rigid dynamic models, assuming perfect stiffness; flexibile-
joint models, approximating elasticity through gearbox flexibility or discretized
link deformation with a subset of lumped parameters; flexible-link models,
explicitly capturing link deformations using methods like Assumed Modes Models,
derived from PDEs modal truncation for efficient simulations and control, or Finite
Element Models for precise mechanical analysis.

2.1.1 Rigid Robot Dynamics
Given an open chain manipulator with n joints driven by electric actuators and
n + 1 links, using the Lagrange formulation of classical mechanics, it is possible to
systematically obtain the dynamic model of the robot, particularly when considering
rigid links and no backlash in the gearboxes [3].
By assuming as coordinates the joint variables

qi ∀ i = 1,2, ..., n =⇒ q =
è
q1 q2 . . . qn

é⊤
(2.1)

since they describe the positions of the links for an n-DOF serial open-chain
manipulator, the Lagrangian of the mechanical system being defined as a function

7



Robot Modelling

of the generalized coordinates, is the difference of the total kinetic energy K and
potential energy U .

L(q, q̇) = K(q, q̇) − U(q) (2.2)
According to the stationary-action principle which claims that an infinitesimal
perturbation of the action S is null

S[q(t)] =
Ú t2

t1
L(q(t), q̇(t), t) dt δS = 0 (2.3)

the Euler-Lagrange equations are derived from the Lagrangian as

d

dt

A
∂L
∂q̇i

B
−
A

∂L
∂qi

B
= τi ∀i = 1, ..., n =⇒ d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= τ (2.4)

Thus the derivation of the relations between the applied generalized forces τ ∈ Rn

and the joint variables q ∈ Rn for an open kinematic chain-based robot is possible
computing the expressions of kinetic energy and potential energy.
The total kinetic energy is given by the sum of the kinetic energy of the body l and
the motor m over all links i, where the roto-translation of each link is described
by its translational and rotational energy, given the linear velocity ẋli and angular
velocity ωli , with mass mli and the inertia tensor of the link with respect to the
base frame R0, denoted by I li = R0

i IRi
li

(R0
i )⊤, and the roto-translation of each

motor, defined by the linear velocity ẋmi
and the angular velocity ωmi

, with mass
mmi

= msi
+ mri

and rotor inertia tensor Imi
= R0

i IRi
mi

(R0
i )⊤.

K =
nØ

i=1
(Kli + Kmi

) =
nØ

i=1

531
2mliẋ⊤

li
ẋli + 1

2ω⊤
li

I liωli

4
+
31

2mmi
ẋ⊤

mi
ẋmi

+ 1
2ω⊤

mi
Imi

ωmi

46
=

nØ
i=1

531
2mliq̇⊤J(li)⊤

L J(li)
L q̇ + 1

2 q̇⊤J(li)⊤
L I liJ

(li)
A q̇

4
+

+
31

2mmi
q̇⊤J(mi)⊤

L J(mi)
L q̇ + 1

2 q̇⊤J(mi)⊤
A Imi

J(mi)
A q̇

46
(2.5)

where the geometric Jacobian matrix for the i-th link is given by

J(li)
L =

è
J(li)

L1 . . . J(li)
Li

0 . . . 0
é

J(li)
A =

è
J(li)

A1 . . . J(li)
Ai

0 . . . 0
é

(2.6)

J(li)
Lj

=
I

kj−1 j prismatic
kj−1 × rj−1,ci

j revolute J(li)
Aj

=
I

0 j prismatic
kj−1 j revolute (2.7)

while the columns of Jacobian matrix for the i-th rotor are calculated as follows,
denotating the reduction ratio of the i-th gearmotor as kri

J(mi)
L =

è
J(mi)

L1 . . . J(mi)
Li−1

0 . . . 0
é

J(mi)
A =

è
J(mi)

A1 . . . J(mi)
Ai

0 . . . 0
é

(2.8)

8
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J(mi)
Lj

=
I

kj−1 j prismatic
kj−1 × rj−1,mi

j revolute

J(mi)
Aj

=


0 j prismatic
kj−1 j revolute j = 1,2, . . . , i − 1

kri
kmi

j = i

(2.9)

It is possible to define the generalized inertia matrix M(q) ∈ Rn×n such that
the total kinetic energy can be expressed in a quadratic form with respect to the
derivative of the joint variable vector q.

M(q) ≜
nØ

i=1

1
mliJ

(li)⊤
L J(li)

L + J(li)⊤
L I liJ

(li)
A + mmi

J(mi)⊤
L J(mi)

L + J(mi)⊤
A Imi

J(mi)
A

2
(2.10)

The inertia matrix M(q) has some interesting properties since it is

• symmetric: mij = mji ∀ i, j = 1, ..., n

• positive definite: x⊤M(q)x > 0 ∀ x ∈ Rn \ {0}
• configuration-dependent: M(q) : Rn → Rn×n

The total kinetic energy can be expressed as a function of both the robot pose
through inertia matrix M(q) and joint velocity q̇. In fact, after summing the linear
and angular kinetic contributes for both links and rotors, it is possible to factor
out joint velocities q̇, working out the following quadratic form on matrix M(q).

K = 1
2 q̇⊤

nØ
i=1

è1
mliJ

(li)⊤
L J(li)

L + J(li)⊤
A I liJ

(li)
A

2
+
1
mmi

J(mi)⊤
L J(mi)

L +

+ J(mi)⊤
A Imi

J(mi)
A

2é
q̇ = 1

2

nØ
i=1

nØ
j=1

mij(q)q̇iq̇j = 1
2 q̇⊤M(q)q̇

(2.11)

The total potential energy stored in the manipulator is calculated by summing the
gravity force contributions of each rigid body and the relative motor, mounted on
the preceding link, over all n links, provided the gravity acceleration vector in the
base frame defined as g0 =

è
0 0 −g

é⊤
, the position of the centroid vector for a

link xli with mass mli and the center of mass for a motor xmi
weighting mmi

.

U =
nØ

i=1
(Uli + Umi

) =
nØ

i=1

AÚ
Vli

g⊤
0 xliρl dV +

Ú
Vmi

g⊤
0 xmi

ρm dV

B
=

=
nØ

i=1

1
−mlig⊤

0 xli − mmi
g⊤

0 xmi

2
= −

nØ
i=1

1
mlig⊤

0 xli + mmi
g⊤

0 xmi

2 (2.12)

Therefore the potential energy is a function with respect to joint variable q only,
being independent from joint velocities q̇, due solely to the effect of gravitational
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force since the assumption of rigidity implies that links cannot store elastic energy.
Once found the analytical expression of total kinetic and potential energy, it is
possible to compute the Lagrangian as the difference

L = K − U = 1
2

nØ
i=1

nØ
j=1

mij(q)q̇iq̇j −
nØ

i=1

1
−mlig⊤

0 xli − mmi
g⊤

0 xmi

2
(2.13)

and solving Lagrange equations, the relation between joint position, velocity,
acceleration and torques is derived by developing the two differential contributes
applied for each joint.

d

dt

A
∂L
∂q̇i

B
= d

dt

A
∂K
∂q̇i

B
= d

dt

∂

∂q̇i

1
2

nØ
i=1

nØ
j=1

mij(q)q̇iq̇j = d

dt

nØ
j=1

mij(q)q̇j =

=
nØ

j=1

A
mij(q)q̈j + dmij(q)

dt
q̇j

B
=

nØ
j=1

mij(q)q̈j +
nØ

j=1

nØ
k=1

∂mij(q)
∂qk

q̇kq̇j

(2.14)

A
∂L
∂qi

B
=
A

∂K
∂qi

B
−
A

∂U
∂qi

B
= 1

2

nØ
j=1

nØ
k=1

∂mjk(q)
∂qi

q̇kq̇j −
nØ

i=1

A
−mlig⊤

0
∂xli

∂qi

− mmi
g⊤

0
∂xmi

∂qi

B
= 1

2

nØ
j=1

nØ
k=1

∂mjk(q)
∂qi

q̇kq̇j −
nØ

i=1

1
−mlig⊤

0 J(lj)
Li

−

− mmi
g⊤

0 J(mj)
Li

2
= 1

2

nØ
j=1

nØ
k=1

∂mjk(q)
∂qi

q̇kq̇j − gi(q)

(2.15)

d

dt

A
∂L
∂q̇i

B
−
A

∂L
∂qi

B
=

nØ
j=1

mij(q)q̈j +
nØ

j=1

nØ
k=1

A
∂mij(q)

∂qk

− 1
2

∂mjk(q)
∂qi

B
q̇kq̇j + gi(q)

(2.16)
where gi(q) is the gradient of the gravitational energy gi(q) ≜

1
∂U
∂q

2⊤
.

Therefore, equating this expression with the generalized force on the joint, the
Lagrangian equation for the i-th link may be expressed as:

nØ
j=1

mij(q)q̈j +
nØ

j=1

nØ
k=1

A
∂mij(q)

∂qk

− 1
2

∂mjk(q)
∂qi

B
q̇kq̇j + gi(q) = τi (2.17)

Defining the coefficient hijk ≜ ∂mij(q)
∂qk

− 1
2

∂mjk(q)
∂qi

equations become

nØ
j=1

mij(q)q̈j +
nØ

j=1

nØ
k=1

hijk(q)q̇kq̇j + gi(q) = τi i = 1, ..., n (2.18)

This equation of motion has an explicit physical interpretation since each term has
a specific meaning:

10
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• Acceleration coefficients (q̈j):
– mii: equivalent moment of inertia for a link i when other joints are blocked
– mij: acceleration effect of joint j /= i on link i

• Quadratic velocity coefficients (q̇kq̇j):
– hijj q̇

2
j : centrifugal effect on link i due to velocity of joint j

– hijkq̇j q̇k: Coriolis effect on link i from velocity of joints j, k

• Configuration-dependent coefficients (q):
– gi: moment on joint i z-axis due to the gravity force effect

The system of differential equations may be written in a more compact matrix
form which represents the rigid robot dynamic model

M(q)q̈ + h(q, q̇) + g(q) = τ (2.19)

Eventually, it is possible to express the linear dependence of the velocity term h(q, q̇)
explicitly with respect to the joint velocity vector q̇ by defining an appropriate
matrix C ∈ Rn×n. A particular solution can be obtained from hijk exploiting the
symmetry of M(q) = [mij]n×n.

nØ
j=1

cij q̇j
!=

nØ
j=1

nØ
k=1

hijkq̇kq̇j =
nØ

j=1

nØ
k=1

A
∂mij(q)

∂qk

− 1
2

∂mjk(q)
∂qi

B
q̇kq̇j =

=
nØ

j=1

nØ
k=1

C
1
2

A
∂mij(q)

∂qk

+ ∂mik(q)
∂qj

B
− 1

2
∂mjk(q)

∂qi

D
q̇kq̇j =

(2.20)

=
nØ

j=1

nØ
k=1

C
1
2

A
∂mij(q)

∂qk

+ ∂mik(q)
∂qj

− ∂mjk(q)
∂qi

BD
q̇kq̇j =

nØ
j=1

nØ
k=1

cijkq̇kq̇j (2.21)

so each term of the centrifugal-Coriolis matrix cij = [C]ij is computed exploiting
Christoffel symbols of the first kind cijk, defined as follows

cijk ≜
1
2

A
∂mij(q)

∂qk

+ ∂mik(q)
∂qj

− ∂mjk(q)
∂qi

B
=⇒ cij =

nØ
k=1

cijkq̇k (2.22)

The rigid dynamic equations can be written in Cauchy matrix form

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ (2.23)

Moreover the generalized force vector τ is the sum of all torques so it can be
expanded to explicitly represent all force effects acting dynamically and in static
equilibrium, by applying the principle of virtual work, for each generalized coordi-
nate qi i = 1, ..., n:

11
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• active input torques τl =
è
τc1 τc2 ... τcn

é⊤
• friction torques (Coulomb) τf =

è
τf1 ... τfn

é⊤
= Dv q̇ + Ds sgn(q̇)

• contact torques τe =
è
τe1 τe2 ... τen

é⊤
= J⊤

g Fe

where Dv ∈ Rn×n and Ds ∈ Rn×n are the diagonal damping matrices for viscous
and static friction, while the geometric Jacobian Jg ∈ Rn×6 applied to generalized
external force on the end-effector Fe ∈ R6 represents joint torques in static equilib-
rium. So, adding all these force contributes, the total generalized force vector is
calculated as

τ = τc − τf − τe = τc − Dv q̇ − Ds sgn(q̇) − J⊤
g Fe (2.24)

and the complete joint space rigid dynamic model is obtained.

M(q)q̈ + C(q, q̇)q̇ + Dv q̇ + Ds sgn(q̇) + g(q) = τc − J⊤
g (q)Fe (2.25)

Flexible Joint Robot Dynamics
Traditional dynamic models of robotic manipulators assume rigid joints, which
is often a good approximation. However, when joints have elastic gearboxes,
this assumption becomes inadequate for precise control, especially in high-speed
applications or when handling heavy loads, where neglecting softness may generate
vibrations and trajectory oscillations. In such cases, the rigid model needs to be
extended to account for elastic effects, where joint flexibility can arise in general
from elasticity in materials of gear transmission not completely rigid, or effects
such as shaft windup in cable-based transmission [8]. The robot manipulator can
be modeled as an open kinematic chain of rigid bodies connected by torsional
spring-damper pairs [9], assuming small deflection on axis and axis-balanced motors
mounted on the preceding links, such that inertial coupling between motors and
rigid links are neglected, i.e. the angular kinetic energy of each motor is due only
to its spinning, which is a reasonable approximation if gear ratios are high [27].
The model considers two main sets of coordinates:

• the flexible joint variables of the manipulator q ∈ Rn, representing the real
position of manipulator joints, actuated by the gearbox output torque τq ∈ Rn

• the motor variables θ ∈ Rn, denoting the rotor angular position, downstream
gearbox transmission as reflected through gear ratio kri

w.r.t. motor shaft
position θmi

= kri
θi, which may differ from q due to flexibility, and set in

motion by the rotor torque τθ ∈ Rn

12
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2.1.2 Elastic Joint Robot Dynamics
Considering the robot as a chain of rigid bodies connected by linear or torsional
springs depending if a joint is prismatic or revolute, it is possible to derive the
elastic model [6]. Let us re-define the lumped inertia matrix summing the linear
Ml,L and angular inertia Ml,A of links plus the motor inertia Mm,L only related to
the linear velocity of motors with mass given by stators and rotors mmi

= msi
+mri

.

M(q) ≜ Ml(q)+Mm,L(q) =
nØ

i=1

è1
mliJ

(li)⊤
L J(li)

L + J(li)⊤
L I liJ

(li)
A

2
+ mmi

J(mi)⊤
L J(mi)

L

é
(2.26)

The kinetic energy of links is given by linear and angular contributes

Kl =
nØ

i=1
Kli =

nØ
i=1

(Kli,L + Kli,A) =
nØ

i=1

31
2mliq̇⊤J(li)⊤

L J(li)
L q̇ + 1

2 q̇⊤J(li)⊤
A I liJ

(li)
A q̇

4
=

= 1
2 q̇⊤

A
nØ

i=1
mliJ

(li)⊤
L J(li)

L +
nØ

i=1
J(li)⊤

A I liJ
(li)
A

B
q̇ = 1

2

nØ
i=1

nØ
j=1

mlij
(q)q̇iq̇j = 1

2 q̇⊤Ml(q)q̇

(2.27)
For motors the linear kinetic energy is the same as in (2.1.1) but the angular kinetic
one is supposed only due to the spinning of each rotor

Km,L =
nØ

i=1
Kmi,L = 1

2 q̇⊤
A

nØ
i=1

mmi
J(mi)⊤

L J(mi)
L

B
q̇ = 1

2 q̇⊤Mm,L(q)q̇ (2.28)

Km,A =
nØ

i=1
Kmi,A =

nØ
i=1

1
2IRi

mizz
θ̇2

mi
=

nØ
i=1

1
2Imi

1
kri

θ̇i

22
= 1

2

nØ
i=1

1
Imi

k2
ri

2
θ̇2

i = 1
2 θ̇⊤Bθ̇

(2.29)
The potential energy of both links, including the mass contribute from the carried
stators of actuators, due to the gravity, is given by

Ug =
nØ

i=1
(Uli + Umi

) = −
nØ

i=1

1
mlig⊤

0 xli + mmi
g⊤

0 xmi

2
(2.30)

while the potential energy due to the joint elasticity is calculated as

Ue =
nØ

i=1
Uei

=
nØ

i=1

1
2Ki(qi − θi)2 = 1

2(q − θ)⊤K(q − θ) (2.31)

So it is possible to write the Lagrangian of the elastic joint robot as

L
1
q, q̇, θ, θ̇

2
= K − U = (Kl + Km,L + Km,A) − (Ug + Ue) =

= 1
2 q̇⊤M(q)q̇ + 1

2 θ̇⊤Bθ̇ −
Ú

g(q) dq − 1
2(q − θ)⊤K(q − θ)

(2.32)
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Exploiting Euler-Lagrange equations, separately for joint variables and motor
variables, where the generalized force vector acts only on motors, 2n equations of
motion in Cauchy form are obtained.

d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= τq

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= τθ


d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= 0

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= τc

(2.33)

where τq and τd are generalized forces, and in particular as the only active forces
are motors torques τl follows τq = 0 and τθ = τl.
Thus by solving derivatives and applying algebraic manipulations

d

dt

A
∂L
∂q̇

B⊤

= d

dt
(M(q)q̇) = M(q)q̈ + Ṁ(q)q̇ d

dt

A
∂L
∂θ̇

B⊤

= d

dt

1
Bθ̇

2
= Bθ̈

A
∂L
∂q

B⊤

= 1
2 q̇⊤ ∂M(q)

∂q
q̇ − g(q) − K(q − θ)

A
∂L
∂θ

B⊤

= K(q − θ)

(2.34)
and, after summing up all these contributes, as done in Section 2.1.1

d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= M(q)q̈ + Ṁ(q)q̇ − 1
2 q̇⊤ ∂M(q)

∂q
q̇ + g(q) + K(q − θ)

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= Bθ̈ − K(q − θ)

(2.35)
the dynamics of a robot with elastic joints is given by the rigid manipulator
equation of motion and the joint flexibility dynamics asC

M(q) 0
0 B

D C
q̈
θ̈

D
+
C
C(q, q̇)q̇

0

D
+
C
g(q)

0

D
+
C
K(q − θ)
K(θ − q)

D
=
C

0
τc

D
(2.36)

where, being p = [q⊤ θ⊤]⊤ generalized coordinates, the total inertia matrix
M(p) = diag([M(q) B]) is a block diagonal matrix in R2n×2n, composed of the
lumped inertia matrix M(q) ∈ Rn×n which represents the inertia of the manipulator
system as seen from the flexible joints and by B = diag([Im1k2

r1 ... Imnk2
rn

]) i.e. the
motors’ inertia matrix as reflected through gear ratios, for which the generalized
centrifugal-Coriolis term C(p, ṗ)ṗ coincides with the one related to M(q) only
i.e. C(q, q̇)q̇, while K = diag([k1 ... kn]) is the stiffness matrix which represents
joints’ elastic constants, and θ − q describes how the joint position differs from
the actuator position due to elasticity. Additionally 0n is a null vector and 0n×n is
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a block null matrix, based on the assumption of no coupling between joints and
motors. The first matrix equation describes the manipulator’s dynamics as if the
joints were rigid but subject to a resulting force determined by the joint flexibility.
While the second matrix equation supposes a 1-DOF joint deformation in the linear
domain, modeling the joint flexibility as a torsional spring with constant stiffness
which generates a torque proportional to the deflection between actuator θ and
joint q positions.

2.1.3 Relative Elastic-Dumped Joint Robot Dynamics
The robot manipulator can be modeled further as an open chain of rigid bodies
connected by lumped torsional spring-dampers pairs, where the visco-elastic cou-
pling force is assumed proportional to the relative velocity between the joint and
the motor [8].
To develop this model, the damping is included into the Lagrangian framework
by using the Rayleigh dissipation function, which allows to account for viscous
friction in a manner consistent with Lagrangian mechanics, so the derivation is
similar to the elastic joint case but includes viscous friction linearly proportional
to the difference between joint and actuator variables.
The total kinetic energy of links and motors is given by

K = Kl + Km = 1
2 q̇⊤M(q)q̇ + 1

2 θ̇⊤Bθ̇ (2.37)

The total potential energy due to gravity and elasticity is

U = Ug + Ue =
nØ

i=1

1
−mlig⊤

0 xli − mmi
g⊤

0 xmi

2
+ 1

2(q − θ)⊤K(q − θ) (2.38)

To include viscous friction on the relative motion between joints and motors, it
is possible to exploit the Rayleigh dissipation function defined as a quadratic
form with respect to the relative velocities through a diagonal damping matrix
D = diag([d1 d2 ... dn]),

D = 1
2
1
q̇ − θ̇

2⊤
D
1
q̇ − θ̇

2
(2.39)

where di coefficients correspond to the generalized damping forces τd = D(q̇ − θ̇),
obtained as the negative gradient of the total dissipative energy with respect to
the generalized joint and rotor velocities.

τdl
= −∂D

∂q̇
= −D(q̇ − θ̇) τdθ

= −∂D
∂θ̇

= D(q̇ − θ̇) (2.40)
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The Lagrangian L is computed as usual and it works out the same as for the elastic
joint model, where g(q) ≜

1
∂Ug

∂q

2⊤
is the gravity term.

L(q, θ, q̇, θ̇) = 1
2 q̇⊤M(q)q̇ + 1

2 θ̇⊤Bθ̇ −
Ú

g(q) dq − 1
2(q − θ)⊤K(q − θ) (2.41)

As friction is not a conservative force, it cannot be derived from a potential energy
function and cannot be included directly in the Lagrangian function, hence, it is
incorporated in the right hand side of the Euler-Lagrange equations as an active
contribute. Thus, in the presence of damping represented by D, Euler-Lagrange
equations are

d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= τq

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= τθ


d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

+
A

∂D
∂q̇

B⊤

= 0

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

+
A

∂D
∂θ̇

B⊤

= τc

(2.42)

in which τq and τd are generalized non-conservative forces. In our case motor
torques act only on motor angular positions θ thus τθ = τl + τDm , and since there
is no external force on q apart from damping accounted by D and elasticity already
included in L then τq = 0 + τDl

.
Now, computing derivatives for each contribute as following

d

dt

A
∂L
∂q̇

B⊤

= d

dt
(M(q)q̇) = M(q)q̈ + Ṁ(q)q̇ d

dt

A
∂L
∂θ̇

B⊤

= d

dt

1
Bθ̇

2
= Bθ̈

A
∂L
∂q

B⊤

= 1
2 q̇⊤ ∂M(q)

∂q
q̇ − g(q) − K(q − θ)

A
∂L
∂θ

B⊤

= K(q − θ)
A

∂D
∂q̇

B⊤

= D(q̇ − θ̇)
A

∂D
∂θ̇

B⊤

= −D(q̇ − θ̇)

(2.43)
and substituting all the derivatives into the Euler-Lagrange equations, the relative
elastic-dumped joint robot model is obtained.C

M(q) 0
0 B

D C
q̈
θ̈

D
+
C
C(q, q̇)q̇

0

D
+
C
D(q̇ − θ̇)
D(θ̇ − q̇)

D
+
C
g(q)

0

D
+
C
K(q − θ)
K(θ − q)

D
=
C

0
τc

D
(2.44)

The first matrix equation represents the dynamics of the links, including inertia,
Coriolis and centrifugal effects, gravity, elastic forces from torsional springs, and
damping forces due to viscous friction while the second equation describes the
dynamics of the motors, accounting for their inertia, elastic forces, damping
opposing the relative motion, and applied control torques. Notice that the initial
assumptions imply there is no direct inertial coupling among motors and links,
however rotor variables indirectly affect the joints through the transmission.
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2.1.4 Direct Elastic-Dumped Joint Robot Dynamics
The manipulator can alternatively be represented as a kinematic chain of rigid
bodies affected by viscous friction, connected by motors with torsional springs with
their own dampers, so that viscous friction is applied independently to both the
links and the motors, acting directly on the joint velocity and the motor angular
velocity [8]. To achieve this model, the damping must be directly included into the
Lagrangian framework by exploiting again Rayleigh dissipation functions as done
in Section 2.1.3, but separately for each vector variable.
The Lagrangian L coincides with that of the elastic joint model.

L = 1
2 q̇⊤M(q)q̇ + 1

2 θ̇⊤Bθ̇ −
Ú

g(q) dq − 1
2(q − θ)⊤K(q − θ) (2.45)

To account for viscous friction on both the joint and the motor side is necessary
summing the dissipative energy related to joints and motors. So, given the damping
matrix acting on the joints Dl = diag([dl1 dl2 ... dln ]), associated with the dissipative
energy Dl, and the matrix Dm = diag([dm1 dm2 ... dmn ]), corresponding to the
Rayleigh dissipation function for the motors Dm, the total dissipative energy is

D = Dl + Dm = 1
2 q̇⊤Dlq̇ + 1

2 θ̇⊤Dmθ̇ (2.46)

And the generalized dumping forces are derived from the partial derivative of the
total dissipative energy w.r.t. joint and rotor speeds.

τdl
= −∂D

∂q̇
= −Dlq̇ τdm = −∂D

∂θ̇
= −Dmθ̇ (2.47)

Thus, considering independent dumpers acting on joint and motor sides, Euler-
Lagrange equations in Section 2.1.3 are formally the same, with the only difference
that the friction forces are changed.

d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= τq

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= τθ


d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

+
A

∂D
∂q̇

B⊤

= 0

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

+
A

∂D
∂θ̇

B⊤

= τc

(2.48)

In fact taking the derivatives of the Lagrangian as follows
d

dt

A
∂L
∂q̇

B⊤

= d

dt
(M(q)q̇) = M(q)q̈ + Ṁ(q)q̇ d

dt

A
∂L
∂θ̇

B⊤

= d

dt

1
Bθ̇

2
= Bθ̈

A
∂L
∂q

B⊤

= 1
2 q̇⊤ ∂M(q)

∂q
− g(q) − K(q − θ)

A
∂L
∂θ

B⊤

= K(q − θ)
A

∂D
∂q̇

B⊤

= Dlq̇
A

∂D
∂θ̇

B⊤

= Dmθ̇

(2.49)
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the direct elastic-dumped robot dynamic model is obtained asC
M(q) 0

0 B

D C
q̈
θ̈

D
+
C
C(q, q̇)q̇

0

D
+
C

Dlq̇
Dmθ̇

D
+
C
g(q)

0

D
+
C
K(q − θ)
K(θ − q)

D
=
C

0
τc

D
(2.50)

2.1.5 Complete Elastic-Dumped Joint Robot Dynamics
The complete flexible joint model is the lumped parameter model in which the
robot manipulator is thought as composed of n rigid bodies subject to viscous
friction forces, each one driven by an electric actuator placed in the previous link
with a rotor that has center of mass on the rotation axis, and joined by n spring-
dampers pairs modeling small deflections at joints through gear transmissions so
that flexibility is limited in the linear domain, taking also into account the inertial
coupling effects among motors and links.
The kinetic energy is the sum of the link contributions which is the same as the
rigid case, given the link inertia matrix (2.26) of the elastic model

Kl =
nØ

i=1
Kli =

nØ
i=1

(Kli,L + Kli,A) =
nØ

i=1

31
2mliẋ⊤

li
ẋli + 1

2ω⊤
li

I liωli

4
=

=
nØ

i=1

31
2mliq̇⊤J(li)⊤

L J(li)
L q̇ + 1

2 q̇⊤J(li)⊤
A I liJ

(li)
A q̇

4
= 1

2 q̇⊤Ml(q)q̇
(2.51)

and the rotor contributions, composed of two main components: the linear compo-
nent, which is related to the linear velocity of the rotor’s center of mass (assumed
to lie on the rotation axis, ensuring that the rotor inertia matrix in the local frame
IRi

mi
= diag([Imixx

Imiyy
Imizz

]) is diagonal), and the angular kinetic energy which
arises not only from the rotor’s own spinning velocity but also from the coupling
effects induced by the velocities of other joints. Based on the assumption that the
actuator for the i-th link is mounted on the (i − 1)-th preceding body, the angular
velocity in the local frame Ri is expressed as the sum of the contributions from the
previous joint angular velocities and the rotation around the z-axis as

ωRi
mi

=
i−1Ø
j=1

J(mi)
Aj

q̇j +
è
0 0 θ̇mi

é⊤
(2.52)

Under these assumptions, the following demonstrates the derivation of the kinetic
energy of the motors.

Km =
nØ

i=1
Kmi

=
nØ

i=1
(Kmi,L + Kmi,A) =

nØ
i=1

31
2mmi

ẋ⊤
mi

ẋmi
+ 1

2ω⊤
mi

Imi
ωmi

4
=

=
nØ

i=1

31
2mmi

ẋ⊤
mi

ẋmi
+ 1

2
1
R0

i ωRi
mi

2⊤
Imi

R0
i ωRi

mi

4
=

=
nØ

i=1

31
2mmi

ẋ⊤
mi

ẋmi
+ 1

2ωRi ⊤
mi

1
Ri

0 Imi
Ri ⊤

0

2
ωRi

mi

4
=
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=
nØ

i=1

31
2mmi

ẋ⊤
mi

ẋmi
+ 1

2ωRi ⊤
mi

IRi
mi

ωRi
mi

4
= 1

2

nØ
i=1

è
mmi

q̇⊤ J(mi) ⊤
L J(mi)

L q̇ +

+

i−1Ø
j=1

J
(mi)
Aj

q̇j +

 0
0

θ̇mi




⊤

IRi
mi

i−1Ø
j=1

J
(mi)
Aj

q̇j +

 0
0

θ̇mi



 =

= 1
2

nØ
i=1

mmi
q̇⊤ J(mi) ⊤

L J(mi)
L q̇ +

A
J(mi)

A

C
q̇1:i−1
θ̇mi

DB⊤

IRi
mi

A
J(mi)

A

C
q̇1:i−1
θ̇mi

DB =

= 1
2 q̇⊤

A
nØ

i=1
mmi

J(mi) ⊤
L J(mi)

L

B
q̇ + 1

2

nØ
i=1

C
q̇1:i−1
θ̇mi

D⊤ 1
J(mi) ⊤

A IRi
mi

J(mi)
A

2 Cq̇1:i−1
θ̇mi

D

= 1
2 q̇⊤

A
nØ

i=1
mmi

J(mi) ⊤
L J(mi)

L

B
q̇ + 1

2 q̇⊤
A

nØ
i=1

J(mi) ⊤
A,q IRi

mi
J(mi)

A,q

B
q̇+

+ 1
2

A
q̇⊤

nØ
i=1

J(mi) ⊤
A,q IRi

mi
J(mi)

A,θ θ̇ + θ̇
nØ

i=1
J(mi) ⊤

A,θ IRi
mi

J(mi)
A,q q̇

B
+ 1

2

nØ
i=1

θ̇⊤J⊤
A,θIRi

mi
J(mi)

A,θ θ̇

= 1
2 q̇⊤

A
nØ

i=1
mmi

J(mi) ⊤
L J(mi)

L q̇ +
nØ

i=1
J(mi) ⊤

A,q IRi
mi

J(mi)
A,q

B
q̇ +

+ 1
2 2 q̇⊤

A
nØ

i=1
J(mi) ⊤

A,q IRi
mi

J(mi)
A,θ

B
θ̇ + 1

2 θ̇⊤
A

nØ
i=1

J⊤
A,θIRi

mi
J(mi)

A,θ

B
θ̇ =

= 1
2 q̇⊤

è
Mm,L + S(q)B−1S⊤(q)

é
q̇ + q̇⊤ S(q) θ̇ + 1

2 θ̇⊤ B θ̇ =

= 1
2 q̇⊤ Mm(q) q̇ + q̇⊤ S(q) θ̇ + 1

2 θ̇⊤ B θ̇

(2.53)
where J(mi)

A,qj
and J(mi)

A,θj
are extracted from the angular Jacobian J(mi)

Aj
, in particular

the joint angular Jacobian is obtained taking the first i − 1 columns while the
rotor angular Jacobian is derived taking just the i-th column, and keeping all the
remaining columns zero, i.e.

J(mi)
A,qj

≜

I
kj−1 1 ≤ j ≤ i revolute
0 1 ≤ j ≤ i prism. ∨ j > i

J(mi)
A,θj

≜

I
kri

kmi
j = i

0 j /= i
(2.54)

and Mm(q) is the configuration-dependent motor inertia matrix, since it contains
rotor masses and inertial components along the other axes, while the motor spinning
inertia matrix B represents the constant diagonal matrix collecting rotor inertial
components Imizz

times the squared reduction ratio k2
ri

and, finally, S(q) gathers
all the inertial couplings among rotors’ and previous links’ velocities in the robot,
being in general strictly upper triangular with elements dependent in cascade with
respect to the preceding joint positions in the chain.
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Mm,L(q) ≜
nØ

i=1

A
mmi

J(mi) ⊤
L J(mi)

L q̇ +
nØ

i=1
J(mi) ⊤

A,q IRi
mi

J(mi)
A,q

B
(2.55)

B ≜
nØ

i=1
J(mi)⊤

A,θ IRi
mi

J(mi)
A,θ =

nØ
i,j=1

J(mi)⊤
A,θj

IRi
mi

J(mi)
A,θj

=
nØ

i=1
k2

ri
k⊤

mi
IRi

mi
kmi

=
nØ

i=1
k2

ri
IRi

mizz

(2.56)

S(q) ≜
nØ

i=1
J(mi)⊤

A,q IRi
mi

J(mi)
A,θ =



0 S12 S13(q2) . . . S1N(q2, . . . , qN−1)
0 0 S23 . . . S2N(q3, . . . , qN−1)
0 0 0 . . . S3N(q4, . . . , qN−1)
... ... ... . . . ...
0 0 0 0 SN−2,N(qN−1)
0 0 0 0 0


(2.57)

The total kinetic energy is the sum of the link and motor components,

K = 1
2 q̇⊤Ml(q)q̇ +

31
2 q̇⊤Mm(q)q̇ + q̇⊤S(q)θ̇ + 1

2 θ̇⊤Bθ̇
4

= 1
2 q̇⊤ (Ml(q) + Mm(q)) q̇ + 1

2 q̇⊤S(q)θ̇ + 1
2 θ̇⊤S⊤(q)q̇ + 1

2 θ̇⊤Bθ̇

= 1
2
è
q̇⊤ θ̇⊤

é CM(q) S(q)
S⊤(q) B

D C
q̇
θ̇

D
= 1

2 ṗ⊤M(p)ṗ

(2.58)

where the total configuration-dependent inertia has been defined as

M(q) ≜ Ml(q) + Mm(q) = Ml(q) + Mm,L(q) + S(q)B−1S⊤(q) (2.59)

The total potential energy, due to gravity force contributes of both links and motors
and elasticity force between joints and rotors, is

U = Ug + Ue = −
nØ

i=1

1
mlig⊤

0 xli + mmi
g⊤

0 xmi

2
+ 1

2(q − θ)⊤K(q − θ) (2.60)

The Lagrangian L is computed as the difference of K and U , resulting in a vector
function of the generalized state p ≜

è
q⊤ θ⊤

é⊤
and velocity ṗ =

è
q̇⊤ θ̇⊤

é⊤
L =1

2
è
q̇⊤ θ̇⊤

é CM(q) S(q)
S⊤(q) B

D C
q̇
θ̇

D
−
Ú

g(q) dq − 1
2(q − θ)⊤K(q − θ) (2.61)

where as usual g(q) =
1

∂Ug

∂q

2⊤
.

To include damping effects, we define the Rayleigh dissipation function given by the
sum of a relative linear viscous friction between motor output angular velocity and
joint variable though the relative damping matrix Dlm, with direct friction linear

20



Robot Modelling

contributes acting separately on joint side through viscous coefficients Dl and on
motor side by matrix of dumping Dm, which are all diagonal and positive-definite.

D = Dlm + Dl + Dm = 1
2
1
q̇ − θ̇

2⊤
Dlm

1
q̇ − θ̇

2
+ 1

2 q̇⊤Dlq̇ + 1
2 θ̇⊤Dmθ̇ (2.62)

The Euler-Lagrange equations are given by the following system:
d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

= τq

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

= τθ


d

dt

A
∂L
∂q̇

B⊤

−
A

∂L
∂q

B⊤

+
A

∂D
∂q̇

B⊤

= 0

d

dt

A
∂L
∂θ̇

B⊤

−
A

∂L
∂θ

B⊤

+
A

∂D
∂θ̇

B⊤

= τc

(2.63)

The time derivatives of the partial derivatives of the Lagrangian, i.e. only kinetic
energy, with respect to the generalized velocities ṗ are

d

dt

A
∂L
∂q̇

B⊤

= d

dt

1
M(q) q̇ + S(q) θ̇

2
= M(q) q̈ + Ṁ(q) q̇ + S(q) θ̈ + Ṡ(q) θ̇

d

dt

A
∂L
∂θ̇

B⊤

= d

dt

1
S⊤(q) q̇ + B θ̇

2
= S⊤(q) q̈ + Ṡ⊤(q) q̇ + B θ̈

(2.64)
The partial derivatives of the Lagrangian, being coincident with the derivation of
potential energy with respect to p, are

∂L
∂q

= −g(q) − K(q − θ) + 1
2 q̇⊤ ∂M(q)

∂q
q̇ + θ̇⊤ ∂S⊤(q)

∂q
q̇

∂L
∂θ

= −K(θ − q)
(2.65)

The damping forces are calculated as minus the gradient of the dissipation function

∂D
∂q̇

= Dlm(θ̇ − q̇) + Dlq̇
∂D
∂θ̇

= −Dlm(θ̇ − q̇) + Dmθ̇ (2.66)

Substituting these expressions into the Euler-Lagrange equations 2n differential
equations arise, where the actuated torque τl is applied only to the motor variables.
Eventually, this system may be expressed in block matrix form as done previously,
allowing to obtain the complete flexible-joint robot dynamic model.

C
M(q) S(q)
S⊤(q) B

D C
q̈
θ̈

D
+
C
c1(q, q̇, θ̇)
c2(q, q̇)

D
+
C

Dlm(θ̇ − q̇) + Dlq̇
Dlm(q̇ − θ̇) + Dmθ̇

D
+
C
g(q) + K(q − θ)

K(θ − q)

D
=
C

0
τc

D
(2.67)

In this expression, given the generalized coordinates p = [q⊤ θ⊤]⊤, the total
inertia matrix M(p) is a block matrix composed by the inertia matrix of the links
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M(q), and by S(q) that describes the coupling between links and motors, both
dependent only on the configuration q of the robot structure, while B represents
the constant inertia matrix of the motors. Notice that M(p) ≡ M(q) since, due
to the initial assumptions, the total inertia matrix depends solely on the robot
pose q and not on the rotor variable θ, because the inertial components of the
rotors are confined to the z-axis of the revolute joints on which the rotor has the
center of mass and around which it perfectly spins, allowing a simplified rotor shaft
dynamics which neglect any possible precession effect on the overall dynamics.
The terms c1(q, q̇, θ̇) and c2(q, q̇) collect the Coriolis and centrifugal terms and
can be proved to be

c1(q, q̇, θ̇) = Ṁ(q) q̇ + Ṡ(q) θ̇ − 1
2 q̇⊤ ∂M(q)

∂q
q̇ − θ̇⊤ ∂S⊤(q)

∂q
q̇ (2.68)

c2(q, q̇) = Ṡ⊤(q) q̇ − 1
2 q̇⊤ ∂S⊤(q)

∂q
q̇ (2.69)

Where the first contribution (2.68) can be decomposed into the rigid centrifugal and
Coriolis term c, depending only on q and q̇, and a motor-joint velocity contribution
ĉ1, which is also a function of θ̇

c1(q, q̇, θ̇) = c(q, q̇) + ĉ1(q, q̇, θ̇) (2.70)
The overall Centrifugal-Coriolis vector term can be further expressed in a compact
bilinear form with respect to the velocity vector ṗ =

è
q̇⊤ θ̇⊤

é⊤
by exploiting the

Christoffel symbols [8] as follows, such that each element of ctot ∈ R2n is

ctoti
(p, ṗ) = 1

2 ṗ⊤

∂Mi

∂p
+
A

∂Mi

∂p

B⊤

− ∂Mi

∂pi

 ṗ i = 1, ..., 2n (2.71)

where Mi represents the i-th column of the total inertia matrix.
Let us notice that the velocity-dependent terms in c1 and c2 are independent of
the motor positions θ while the specific dependence of ĉ1 and c2 arises only when
S(q) varies with the configuration q, in fact if it is kept constant, both ĉ1 and c2
vanish, leaving only the rigid cross-velocities apparent forces.
Finally, the Coriolis and centrifugal terms may be factored linearly with respect to
the velocity vector ṗ, as done for the previous models

ctot(p, ṗ) = C(p, ṗ) ṗ (2.72)
In conclusion, with this treatment we demonstrate the fundamental properties
of a robot manipulator dynamics which is highly nonlinear and coupled. In
particular, the coupling between input-output pairs is given by two sources of
torque contributions: the linear dynamics influence due to the mutual acceleration
among different joints originated from the inertia tensor, and the nonlinear cross-
velocity effects produced by the centrifugal and Coriolis apparent forces.
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Chapter 3

Time-Domain Decoupling
Control

The dynamic decoupling of a flexible-joint robot can be realized on the overall
nonlinear model, thus in the time domain, either in the state-space or equivalently
in the joint space. The objective is designing a non-linear controller in order
to compensate both the linear couplings, originated from the inertial, elastic
and relative damping interactions, that the nonlinear dynamics, related to the
centrifugal-Coriolis and gravitational forces plus nonlinear friction.
In detail, the decoupling of the flexible-joint dynamics in the time domain is
achievable on the joint space through the nonlinear feedback linearization control
approach, i.e. a non-linear state feedback law leading to a closed-loop system with
n linear and decoupled systems. This controller functions as a nonlinear decoupler,
able to transform the MIMO robot model into independent SISO systems, one
for each link. In this way, given a reference trajectory, it is possible to devise n
separated feedback controllers such that the tracking errors get forced to be globally
exponentially stable, where the decaying rate can be specified by tuning the scalar
feedback gains [9].
Notice that this approach can be seen as an extension of the well-known Computed
Torque Control method [3] for rigid robots, to more sophisticated models including
elastic and damping effects.
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3.1 Elastic-Joint Robots - Input-State Feedback
Linearization

Taking into consideration the Elastic Joint Robot Model (2.36), it is possible to
generalize the idea of designing a control which provides a torque that makes the
system decupled, even if it is not straightforward.
Let the desired trajectory be a smooth vector signal qd(t) for the robot links.
The decoupling control design is based on the system inversion, i.e. the inverse
dynamics computation , but rather using the current measures of the state variables
[q⊤ θ⊤ q̇⊤ θ̇⊤] instead of the reference state evolution [q⊤

d θ⊤
d q̇⊤

d θ̇⊤
d ].

Notice that there is no need to transform the robot equations into their state-space
representation, that is the standard form exploited in control design for general
nonlinear system, in fact it is possible to work on the robot model directly in
its second-order differential form, namely the Cauchy’s problem, widely used for
mechanical systems.
Let us express the link equation in a compact form where we define the non-linear
term n(q, q̇) ≜ c(q, q̇) + g(q)

M(q)q̈ + n(q, q̇) + K(q − θ) = 0 (3.1)

Since none of the above quantities depends explicitly on the input torque, based on
the feedback linearization theory, we have to differentiate (3.1) once with respect
to time, obtaining

M(q)q[3] + Ṁ(q)q̈ + ṅ(q, q̇) + K(q̇ − θ̇) = 0 (3.2)

Applying again this principle until the output comes out, leads to

M(q)q[4] + 2Ṁ(q)q[3] + M̈(q)q̈ + n̈(q, q̇) + K(q̈ − θ̈) = 0 (3.3)

And finally θ̈ shows explicitly. While in the motor equation notice that the motor
acceleration is at the same differential level of τ

Bθ̈ + K(θ − q) = τ (3.4)

from which it is possible to find the expression of θ̈

θ̈ = B−1
1
τ − K(θ − q)

2
(3.5)

to be replaced in the differentiated link equation (3.3), getting

M(q)q[4] + 2Ṁ(q)q[3] + M̈(q)q̈ + n̈(q, q̇) + Kq̈ = KB−1
è
τ − K(θ − q)

é
(3.6)
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It can be expressed in function of q only, replacing the last term K(θ − q) with
M(q)q̈ + n(q, q̇) obtained from the link equation (3.1).

M(q)q[4]+2Ṁ(q)q[3]+M̈(q)q̈+n̈(q, q̇)+Kq̈ = KB−1
è
τ −M(q)q̈−n(q, q̇)

é
(3.7)

It is important noting that each joint variable qi needs to be differentiated to the
fourth order, i.e., γi = 4, thus, choosing as output the joint variables q, the total
relative degree of the system is γ = qn

i=1 γi = 4n. Recalling that the state of a
robot with elastic joint is defined like [q⊤ q̇⊤ θ⊤ θ̇⊤] ∈ R4n which has the
same dimension of the relative degree γ ≡ nx = 4n, follows that the input-output
linearization corresponds to a complete input-state linearization.
Given that the matrix D(q) ≜ M−1(q)KB−1 is always invertible, it becomes
possible to assign any desired value v to the fourth derivative of q by appropriately
selecting the input torque τ . This matrix D, referred to as the decoupling matrix of
the system, must remain nonsingular, which is a necessary and sufficient condition
to achieve decoupled input-output behavior through the nonlinear state feedback.
Based on these considerations, the input torque can be selected as

τ = BK−1
5
M(q)v+M̈(q)q̈+2Ṁ(q)q[3]+n̈(q, q̇)

6
+
è
M(q)+B

é
q̈+n(q, q̇) (3.8)

By feedbacking this non-linear torque signal it is possible to prove that the control
law leads to a closed-loop robot system, which is linear and decoupled, namely
corresponding to a quadruple integrator system, i.e. chains of 4 input-output
integrators from each new input vi to the relative link position qi where i = 1, ..., n.

q[4] = v (3.9)

The latter feedback law is a function of the so-called linearizing coordinates
[q⊤ q̇⊤ q̈⊤ q[3]⊤] only, which results practically quite hard to implement with
just position encoders, since it is necessary to derive numerically velocity, accelera-
tion and jerk which would be too noisy. As the state-representation is not unique,
it is possible to express the linearizing coordinates in a equivalent way to the con-
ventional state variables for a elastic-joint robot through invertible transformations.

[q⊤ q̇⊤ q̈⊤ q[3]⊤] ⇐⇒ [q⊤ q̇⊤ θ⊤ θ̇⊤] (3.10)
In detail we can exploit the link equation (3.1) to obtain the acceleration

q̈ = M−1(q)
è
K(θ − q) − n(q, q̇)] (3.11)

and its first derivative (3.3) to compute the jerk, where q̈ has already been calculated
as function of q, q̇ and θ above

q[3] = M−1(q)
è
K(θ − q) − Ṁ(q)q̈ − ṅ(q, q̇)] (3.12)
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Hence, the exact linearizing and decoupling control law could be rewritten as a
static feedback law in terms of the original state-space variables, by substituting
the previous expressions.

τ = τ (q, q̇, q̈, q[3], v) = τ (q, θ, q̇, θ̇, v) (3.13)

For completeness, the analytic feedback control law is here reported.

τ = BK−1
;

M(q)v + M̈(q)
5
M−1(q)

è
K(θ − q) − n(q, q̇)

é6
+ 2Ṁ(q)·

·
5
M−1(q)

è
K(θ − q) − Ṁ(q)

è
M−1(q)

è
K(θ − q) − n(q, q̇)

éé
− ṅ(q, q̇)

é6
+ n̈(q, q̇)

<
+
è
M(q) + B

é5
M−1(q)

è
K(θ − q) − n(q, q̇)

é6
+ n(q, q̇)

(3.14)
By the way, the implementation of this system can be enhanced in order to optimize
computations by properly organizing the evaluation of derivatives, exploiting
eventual already calculated quantities.
Thus, the inversion process results in a control torque τ that is expressed as a state
feedback control law, which compensates for the elastic-joint robot dynamics and
supplant it with a linear and decoupled system of an appropriate differential order
[8]. From a physical standpoint, this control makes the dynamics of an elastic-joint
robot rigid, irrespective of the values of the elastic constants.
A fundamental aspect about the feedback linearization is the feasibility of inverting
the system from the output q without causing instability problems, due to the
presence of unobservable internal dynamics in the closed-loop system. In the elastic
case, when inverting to determine the input τ that imposes q[4] = v, it has been
proved there is no dynamics left other than the one appearing in the closed-loop
input-output mapping, guaranteeing a full input-state feedback linearization.
In the end, from a practical point of view, if compared to the computed torque
method compatible with rigid robots, the feedback linearization control requires,
beyond the inversion of the inertia tensor, also the additional evaluation of higher
derivatives of the state and dynamic components, so it is computationally more
expensive [9].
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3.2 Direct Elastic-Dumped Joint Robots - Input-
State Feedback Linearization

The feedback linearization approach may even also be applied in the presence of
linear viscous friction, or in general to smooth friction terms, acting both on the
link side and on the motor side. Let us consider again the Direct Elastic-Dumped
Joint Robot Model (2.50) introduced in Section 2.1.4, whose link equation can be
written, collecting the non-linear terms in n(q, q̇), as

M(q)q̈ + n(q, q̇) + Dlq̇ + K(q − θ) = 0 (3.15)

Analogously to the purely elastic-joint scenario, we aim at designing a control law τ
such that the resulting closed-loop system exhibits a linear input-output mapping
of fourth order in the chosen output q.
Firstly, let us define the extended non-linear term to include friction

ån1q, q̇
2
≜ n

1
q, q̇

2
+ Dlq̇ (3.16)

so that the link equation (3.15) can be rewritten more compactly like

M(q) q̈ + ån1q, q̇
2

+ K
1
q − θ

2
= 0 (3.17)

Since none of the above quantities depends explicitly on the control input τ , we
must differentiate the link equation (3.17) until the torque appears. Following the
same strategy described for the frictionless elastic-joint case, we differentiate once
with respect to time, yielding

M(q) q[3] + Ṁ(q) q̈ + å̇n1q, q̇
2

+ K
1
q̇ − θ̇

2
= 0 (3.18)

and applying derivative to (3.18) a second time, leads to

M(q)q[4] + 2Ṁ(q)q[3] + M̈(q)q̈ + å̈n(q, q̇) + K
1
q̈ − θ̈

2
= 0 (3.19)

We now notice in equation (3.19) that the input variable of robot dynamics θ̈
appears explicitly on the link side.
While reminding the motor equation including the viscous damping on the motor
side, which is the following

Bθ̈ + Dmθ̇ + K(θ − q) = τ (3.20)

it is possible to notice the output θ is at the same differential level as the input τ
in motor equation (3.20), so we can solve for θ̈ directly

θ̈ = B−1
5
τ − Dmθ̇ − K

1
θ − q

26
(3.21)
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Substituting the analytical expression of θ̈ given by (3.21) back into (3.19) gives
an equation where the output τ finally appears in the link equation.

M(q)q[4] + 2Ṁ(q)q[3] + M̈(q)q̈ + å̈n(q, q̇) + Kq̈ = KB−1
5
τ − Dmθ̇ − K

1
θ − q

26
(3.22)

Then, for what regards the left-hand side, employing once again the elastic-dumped
link equation from which isolate the term K(θ − q) = M(q) q̈ + ån1q, q̇

2
, and

obtaining θ deriving once the same equation, the derived link equation can be
expressed solely in terms of q, q̇, τ .
As a result, each joint variable qi must be differentiated four times (γi = 4) in
order for the input torque τi to show up. Thus, choosing as output the joint
variables qi, the total relative degree of the system is γ = qn

i=1 γi = 4n. Since
the state for the direct elastic-dumped model is [q⊤ q̇⊤ θ⊤ θ̇⊤] ∈ R4n, which
matches the dimension of the relative degree γ, the input-output linearization
amounts to a complete input-state feedback linearization, as the simplified elastic
model. Similarly, the decoupling matrix must be invertible to achieve the desired
decoupling, in fact under assumptions of non-singularity of M(q), B, and K, it is
possible to invert D(q) = M−1(q)KB−1, which is the same as the elastic case, and
thus isolate q[4]. Thus, we can assign any desired input v by an appropriate choice
of the input torque τ , imposing that the snap must be equal to this new input

q[4] != v (3.23)

One can solve algebraically for τ to obtain the following type of feedback law

τ = BK−1
5
M(q)v+M̈(q)q̈+2Ṁ(q)q[3]+ å̈n(q, q̇)

6
+
è
M(q)+B

é
q̈+ån(q, q̇)+Dmθ̇

(3.24)
that, after expanding the extended non-linear term, becomes

τ = BK−1
5
M(q)v + 2Ṁ(q)q[3] +

3
M̈(q) + Dl + K

4
q̈ +

+ n̈(q, q̇)
6

+ M(q)q̈ + n(q, q̇) + Dlq̇ + Dmθ̇
(3.25)

The torque expression can be equivalently recast in terms of the original state
variables [q⊤ q̇⊤ θ⊤ θ̇⊤] also, similarly as done in Section 3.1.
In the end, even when linear viscous friction appears both on the link and motor
sides, the feedback linearization technique follows the same conceptual steps as in
the purely elastic scenario. Friction does not affect the invertibility conditions, but
simply enters as additional terms inside the non-linear functions and their time
derivatives. Therefore, the final closed-loop system is still described by n decoupled
fourth-order integrators from v to q, and leaving no internal dynamics unobserved
or potentially unstable.
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3.3 Relative Elastic-Damped Joint Robots - Input-
Output Feedback Linearization
The feedback linearization decoupling technique can also be applied to an elastic-
joint robot featuring mutual viscous damping on the elastic transmission, assumed
as a damping proportional to the deflection between links and motors, whose model
(2.44) is obtained in Section 2.1.3. On the link side the rigid robot equations are

M(q)q̈ + n(q, q̇) + D(q̇ − θ̇) + K(q − θ) = 0 (3.26)

As before, we firstly define the output of interest as the joint position y ≜ q, in
order to determine how many times q must be differentiated for the control variable
u = τ to appear, thereby obtaining the feedback law that makes the input-output
map linear and decoupled.
By differentiating the elastic-dumped link equation (3.26) with respect to time, we
derive the following equation

M(q) q[3] + Ṁ(q) q̈ + ṅ(q, q̇) + D(q̈ − θ̈) + K(q̇ − θ̇) = 0 (3.27)

At this stage, θ̈ appears, but τ is still absent so it is necessary to work algebraically
on the motor dynamics, which is

B θ̈ + D(θ̇ − q̇) + K(θ − q) = τ (3.28)

So, isolating θ̈ from the motor equation (3.28) we obtain the relation

θ̈ = B−1
è
τ − D(θ̇ − q̇) − K(θ − q)

é
(3.29)

where we observe that θ̈ is already expressed at the same differential order as the
input τ , differently from the previous treatment, and substituting (3.29) in the
link equation (3.27), the relationship between θ̈ and τ emerges.

τ = B D−1
5
M(q) q[3] +Ṁ(q) q̈+ ṅ(q, q̇)+D q̈+K(q̇− θ̇)

6
+D(θ̇− q̇)+K(θ−q)

(3.30)
In such way, the variable τ becomes explicit already at q[3], due to the effect of
the mutual damping among each link-motor pair.
Since the relative degree of each link q is limited to 3, rather than 4, for n joints
we have an overall relative degree γ = 3n < 4n, so we cannot achieve full-state
linearization but only input-output linearization. In other words, as the state
dimension is 4n, there remains a space of dimension 4n−3n = n which corresponds
to the number of unobservable variables in the internal dynamics.
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That internal dynamics can be derived by working on equation (3.27), firstly
re-arranging the terms

Dθ̈ + Kθ̇ = M(q)q[3] + Ṁ(q)q̈ + ṅ(q, q̇) + Dq̈ + Kq̇ (3.31)

so, assuming θ as state, we obtain a first-order linear system

Dθ̈ + Kθ̇ = ω (3.32)

which results asymptotically stable, since D and K are diagonal matrices with
positive values, ensuring that the state matrix has all non-positive eigenvalues,
where we defined the forcing input ω as

ω ≜ M(q)q[3] +
è
Ṁ(q) + D

é
q̈ + ṅ(q, q̇) + Kq̇ (3.33)

Eventually, if we introduce a new input v(t) ∈ Rn as desired, we can impose the
behaviour to the third derivative of the joint vector, similarly as done in previous
sections but with a lower degree of derivation

q[3] != v (3.34)

thanks to a feedback law that renders the output q equivalent to n chains of triple
integrators, while leaving an internal dynamic of dimension n, which is unobservable
from the output but asymptotically stable [8].
In conclusion, while the presence of dissipative terms separately for both link and
motor sides allows them to be inserted in the computation without particular
modifications in the structure of the feedback law, the inclusion of spring frictional
forces on the transmission requires a whole different compensation, consisting only
of a partial input-output feedback.
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Chapter 4

Frequency-Domain
Decoupling Control
In a general Multi-Input Multi-Output (MIMO) system, interactions between input
and output variables impact the stability and overall control performance of the
system. If the model is linear, the transfer function matrix can be derived and
used to design various types of decoupling compensators in the frequency domain,
aimed at reducing mutual coupling effects among different channels.
This chapter analyzes the theoretical foundation and practical implementations of
various linear decoupling strategies, originally created for LTI system and extended
to LPV system, which may be classified, based on time-variant characteristics, in
static and dynamic approaches. The static decoupling strategies taken into account
are the so-called static decoupling and the static singular value decomposition
decoupling, offering an efficient but not precise compensation. About the dynamic
decoupling techniques, so the ideal, simplified, and inverted decoupling, they provide
a more effective approach, at a higher computational cost.
The robot plant can be modeled as a MIMO LPV system, used for controller
synthesis, so a linear decoupler can be employed to compensate the linear dynamics,
being computationally cheaper than nonlinear approaches. For theoretical simplicity
and direct implementation, we focus on TITO systems, since the most interacting
robot axes are represented by the first two, mainly due to inertial couplings.

4.1 Linear Decoupling Overview
Given a Multi-Input Multi-Output Linear Time-Invariant (MIMO LTI) system,
with input u(t) ∈ Rn and output y(t) ∈ Rn, it can be described by the following
input-output frequency relation

Y(s) = G(s)U(s) (4.1)
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determined by the transfer function matrix G(s) ∈ Rn×n as

G(s) =
î
Gij(s), i = 1, ..., n, j = 1, ..., n

ï
n×n

(4.2)

where the cross transfer functions of the system matrix Gij(s) i /= j are the source
of input-output couplings.
A controller, as in Figure 4.1, can be designed in order to impose a certain dynamics,
based on three possible strategies: decentralized, decoupled or centralized control.

Figure 4.1: General Control structure of MIMO system

The decentralized controller is the simplest MIMO control strategy, where each
input-output pair is managed independently by separate controllers, relying on a
diagonal controller matrix C(s) ∈ Rn×n defined as

C(s) = diag
î
C11(s), C22(s), ..., Cnn(s)

ï
n×n

(4.3)

which simplifies the design and implementation but does not directly account for
the interactions between different inputs and outputs, so it may struggle to manage
strong couplings effectively.
For this reason, it is necessary to tackle explicitly the coupling issue, either realizing
a decoupling compensator to keep a decentralized controller, being more efficient,
or designing a centralized controller, with a higher computational cost. In this
treatment, the focus is indeed studying the decoupling strategies, which offer a
pre-compensation to cancel out cross-channel interactions, thus allowing the use of
a decentralized controller, according to the scheme in Figure 4.2.

Figure 4.2: Decoupled Control structure of MIMO system

In order to explain the coupling problem theoretically, the simplest scenario consists
of a system with two inputs and two outputs. Moreover, it lays the groundwork to
develop the application of decoupling controllers to a robotic plant with two axes.
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Let us consider a Two-Input Two-Output (TITO) defining the controller matrix
C(s) ∈ C2×2, the decoupler matrix D(s) ∈ C2×2, and the system transfer function
matrix G(s) ∈ C2×2, as follows

C(s) =
C
C1(s) 0

0 C2(s)

D
D(s) =

C
D11(s) D12(s)
D21(s) D22(s)

D
G(s) =

C
G11(s) G12(s)
G21(s) G22(s)

D
(4.4)

and calling set-point signals ri, control inputs ci, input signals ui and output signals
yi, the process output y ∈ R2 is related to the process input u ∈ R2 through linear
combinations of each input with the cross-channel transfer functions, as shown in
Figure 4.3.

Y1(s) = G11(s)U1(s) + G12(s)U2(s) Y2 = G21(s)U1(s) + G22(s)U2(s) (4.5)

while the plant input vector u in terms of the controller output c is

U1(s) = D11(s)C1(s) + D12(s)C2(s) U2(s) = D21(s)C1(s) + D22(s)C2(s) (4.6)

Combining these two equations it is possible to derive the controller input c to
system output y transfer functions

Y1(s) = (G11D11 + G12D12)C1 + (G11D12 + G12D22)C2 (4.7)

Y2(s) = (G21D11 + G22D21)C1 + (G21D12 + G22D22)C2 (4.8)

Figure 4.3: Decentralized Control structure of TITO system
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4.2 Static Decoupling

Static decoupling approaches are the most computationally efficient techniques
for reducing or eliminating interactions between multiple output variables in a
linear MIMO system relying on the computation of a static gain matrix, calculated
around a specified working frequency, that modifies the system’s behavior to make
it as diagonal as possible. This approach is particularly effective in systems where
interactions remain constant over time, without significant dynamic variations, such
as in steady-state industrial processes where interactions are well characterized and
predictable [11].

The key advantage of static decoupling lies in its straightforward implementation,
in fact being based solely on steady-state gains, it does not require extensive system
modeling or real-time adaptation. This makes it particularly useful in applications
where the system structure does not change significantly over time, and where
simplicity and computational efficiency are prioritized. Many industrial processes,
such as chemical reactors, distillation columns, and heat exchangers, employ static
decoupling to improve control system performance by minimizing the coupling
effects between control loops [11].

However, one of the major limitations of static decoupling is its inefficiency during
transients. While it can effectively reduce steady-state interactions, it often fails to
maintain decoupling dynamically with respect to different operational frequencies.

Furthermore, static decoupling can introduce undesired effects at high frequencies,
potentially increasing interactions between control variables instead of eliminating
them. So, this phenomenon is particularly problematic in control systems where
fast responses are required, as the decoupling matrix may amplify high-frequency
components, leading to oscillations or instability and thus static decoupling, when
applied inappropriately, may exacerbate control system issues rather than resolve
them [17].

The couplings are even more critical in systems modeled as Linear Parameter-
Varying (LPV) systems, where the dynamic matrix varies significantly over time.
Recent papers like [22] and [23] extended the use of decouplers to LPV systems,
exploiting the static decoupling to devise a parameter-varying gain compensator
that reduces cross-channel interactions at a frequency or even in the whole spectrum.

The following sections explore the applicability of two main static decoupling
techniques. The first, known in the literature as static decoupling [12], is based
on the realization of a pre-compensator while the second one, known as SVD
decoupling [20], is more robust and involves both the design of a pre-compensator
and a post-compensator.
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4.2.1 Static Decoupling
The so-called static decoupling, as referred originally by papers [12], relies on
the computation of a static gain matrix derived from the inversion of the system
transfer function matrix, representing the most widely used pre-compensator for
reducing the mutual input-output couplings in industrial MIMO plants. In detail,
the static decoupling matrix is computed from the inverse of the system frequency
transfer matrix, typically calculated at low-frequency as zero, or more in general
at a specified value in the bandwidth like the resonant frequency, where a real
approximation of the matrix is required [2].
Formally, a Linear Time-Invariant system of the form Y(s) = G(s)U(s) = C(sI −
A)−1BU(s) is said to be statically decoupled in s = 0 if it is stable and its static
gain matrix G(0) is diagonal and non-singular.

G(0) = lim
s→0

G(s) =


g11 0 . . . 0
0 g22 . . . 0
... ... . . . ...
0 0 . . . gnn

 (4.9)

To achieve static decoupling, a pre-compensator or static decoupling matrix D ∈
Rn×n is introduced, which is chosen as the inverse of the steady-state gain matrix,
evaluated at a certain angular frequency, typically ω = 0

D ≜ G−1(jω)
----
ω=0

= G−1(0) (4.10)

Hence, the statically decoupled system is given by the transfer function matrix M

M = G(s)G−1(0) (4.11)

If G(s) behaves similarly to G(0) in the desired frequency range, then it is approx-
imately diagonal and with unitary magnitude

s −→ 0 =⇒ G(s)G−1(0) ≈ I (4.12)

By applying this transformation and substituting D = G−1(0), the open-loop
system dynamics from input to output is determined as

Y (s) = M(s)U(s) = G(s)DU(s) = G(s)G−1(0)U (s) (4.13)

so that each input Ui(s) affects only the corresponding output Yi(s), achieving a
diagonal transfer function matrix, only at low frequency.
The resulting closed-loop system, in Figure 4.4 obtained with a unitary feedback
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Figure 4.4: Static Decoupling Control structure of MIMO system

and a controller C(s) gets diagonalized at the chosen frequency, guaranteeing a
decoupled control only in its neighborhood.
In a more general framework, it is possible to extend the inverting static decoupling,
which is formulated for Linear Time-Invariant (LTI) models, to Linear Parameter-
Varying (LPV) systems [22]. In cases of multivariable systems operating under
variable conditions, where system parameters exhibit time-dependent variations,
static decoupling can be formulated in a parameter-dependent manner to maintain
effective interaction cancellation across different operating conditions. In fact, the
transfer function matrix of the system, G(s, ρ), is even parameter-dependent, where
the off-diagonal components represent the coupling effects that must be reduced.
LPV static decoupling can be then achieved by introducing a parameter-dependent
pre-compensator D(ρ), yielding a modified system

M(s, ρ) = G(s, ρ)D(ρ) (4.14)

where M(s, ρ) is the transformed plant, expected to be diagonal or approximately
diagonal. If G(s, ρ) is invertible, a natural choice for the parameter-varying pre-
compensator is, as before, the inverse itself which ensures perfect decoupling across
all admissible parameter variations. However, full dynamic inversion is often
impractical due to stability concerns and computational complexity, thus, the static
inversion at a specified frequency, for example steady-state at ω0 = 0 or cross-over
frequency ω0 = ωc, is rather a more feasible approach

D(ρ) = G−1(jω0, ρ) (4.15)

where a real approximation of the inverted matrix is required [2]. In detail, for
non-square systems where G(s, ρ) is not invertible, the Moore-Penrose pseudo-
inverse can be employed, provided that the transfer matrix maintains full rank for
all admissible values of ρ. Moreover, by choosing an appropriate frequency ω0, the
decoupling transformation remains effective in the relevant frequency range while
maintaining stability, since only the DC gains are affected and not the poles of the
transfer functions.
Finally, the input-output relation of the open-loop decoupled system is described
by the following expression

Y (s) = M(s, ρ)U(s) = G(s, ρ)D(ρ)U(s) = G(s, ρ)G−1(jω0, ρ)U(s) (4.16)
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The advantage of this LPV decoupling approach lies in its ability to adapt to
system variations in real-time, unlike traditional static decoupling methods that
assume a constant interaction structure.
However, static decoupling based on matrix inversion has serious limitations, par-
ticularly in systems with strong dynamic interactions. Since it is derived from
steady-state conditions, its effectiveness diminishes in transient responses and at
higher frequencies, where coupling effects change significantly, even in the extended
LPV version, because of the fixed frequency dependence. In systems exhibiting
strong resonances or right-half-plane poles, static decouplers can introduce instabil-
ity or even exacerbate oscillations instead of mitigating them [17]. Nevertheless,
their simplicity and ease of field tuning make them a practical solution for many
industrial control applications [11].

4.2.2 SVD Decoupling
An alternative method for achieving static decoupling is based on the shaping of
the open-loop system exploiting Singular Value Decomposition (SVD), relying on
the factorization of the system’s transfer matrix which allows for the reduction of
cross-interactions between output variables [20]. The SVD is often used to evaluate
interactions in a system with input-output cross couplings, and moreover can be
exploited as a decoupling approach to improve the robustness of the control strategy
adding a pre-compensator and a post-compensator to the open-loop system [2].
Given a LTI MIMO system with a transfer function matrix G(s), the SVD decom-
position at a specific frequency ω0 is expressed as

G(jω0) = UΣV† (4.17)

where U ∈ Cn×n and V ∈ Cn×n are unitary matrices containing the left and right
singular vectors, and Σ = diag(σ1, σ2, . . . , σn) is a diagonal matrix whose elements
represent the system’s singular values. Inverting this expression it is possible to
make explicit Σ, which represents a diagonalization of the transfer function matrix
evaluated at angular frequency ω0.

Σ = U−1G(jω0)
1
V†
2−1

(4.18)

In order to achieve decoupling, it is possible to design pre- and post-compensators
as the inverted right and left singular matrices, respectively

D1 ≜ (V†)−1 = V D2 ≜ U−1 = U† (4.19)

where, being unitary, the inverse of these matrices is equal to their transpose
conjugate. In this way the open-loop system becomes

M(s) = D2G(s)D1 = U†G(s)V (4.20)
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where the resulting decoupled system M(s) exhibits a diagonal-like structure,
effectively minimizing the coupling effects.
The SVD-based decoupling strategy results particularly effective for systems with
strong couplings, as it systematically reshapes the system’s interaction structure
[2].
Thus it is possible to design a feedback control system with a diagonal controller, as
shown in Figure 4.5, which affects only the specific output in a bandwidth around
the working frequency. In the case of LPV systems, where the transfer function

Figure 4.5: SVD Decoupling Control structure of MIMO system

matrix depends on a time-varying parameter vector ρ, the SVD decoupling is
extended [22] as follows

G(jω0, ρ) = U(ρ)Σ(ρ)V†(ρ) (4.21)

with parameter-dependent compensators

D1(ρ) = V(ρ) D2(ρ) = U†(ρ) (4.22)

resulting in a transformed decoupled LPV system

M(s, ρ) = D2(ρ)G(s, ρ)D1(ρ) = U†(ρ)G(s, ρ)V(ρ) (4.23)

Therefore, the output of the open-loop decoupled system can be expressed with
respect to the input vector as

Y (s) = M(s, ρ)U(s) = D2(ρ)G(s, ρ)D1(ρ)U(s) = U†(ρ)G(s, ρ)V(ρ)U (s)
(4.24)

However, for practical implementation, it is necessary to exploit real gain matrices
[2], so a real approximation like the Align Algorithm [32] must be applied to
the complex matrix before the computation of the Singular Value Decomposition,
to remove the imaginary components while preserving the most orthogonality in
directions [21].
Firstly, the transfer function matrix must be evaluated around a decoupling fre-
quency ω0

G0 = G(jω)
----
ω=ω0

= G(jω0) (4.25)
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To compute a real approximation of G0, we first form the product of the complex
matrix multiplied by itself G†

0G0, where the crux represents the complex conjugate.
Taking the real part of this product, we define the real matrix

D =
5
Re(G†

0G0)
6−1

(4.26)

in which the inverse denotes, in general, the Moore-Penrose pseudo-inverse. Next, a
phase correction is applied to the diagonal entries of G0 by computing the diagonal
matrix

Λ = diag
3

e j 1
2∠ diag(G0DG⊤

0 )
4

(4.27)

so that the updated real approximation of G0 is obtained as

Greal
0 =

5
D Re

1
G†

0Λ
26−1

(4.28)

Subsequently, the singular value decomposition of the real matrix Greal
0 is performed,

resulting in a real matrix decomposition

Greal
0 = U Σ V⊤ (4.29)

where U and V are orthogonal matrices containing the left and right singular
vectors, respectively, and Σ is the diagonal matrix of singular values.
As before, the obtained real matrices U and V are then employed to decouple
the system. The decoupled LTI plant in this way is obtained defined by applying
the real gain matrix V as pre-compensator and the real static matrix U⊤ as
post-compensator

M(s) = U−1G(s)
1
V−1

2⊤
= U⊤G(s)V (4.30)

In the case of LPV system the SVD decoupler is computed by varying the parameter
vector ρ.

M(s, ρ) = U(ρ)−1G(s, ρ)
è
V−1(ρ)

é⊤
= U(ρ)⊤G(s, ρ)V(ρ) (4.31)

While SVD-based decoupling offers a systematic approach to reducing interaction
effects, its practical implementation requires real-time computation of the singular
value decomposition, especially in high-dimensional systems. However, when
computational resources allow, this method provides a more robust approach for
improving control performance in Multi-Input Multi-Output parameter-varying
systems. Anyway, the static SVD Decoupling does not guarantee a cross input-
output inhibition far away the chosen bandwidth, because of the limit imposed by
the evaluation of the matrix transfer function on the specified frequency, resulting in
inadequate decoupling performance when input signals at very different frequencies
are provided.
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4.3 Dynamic Decoupling
Dynamic decoupling approaches aim to overcome the restrictions of static decou-
pling, based on constant gain matrices, by designing a frequency-variant matrix
which provides dynamic compensations that diagonalizes the system’s dynamics,
since they account for time-varying cross couplings beyond steady-state conditions,
and therefore improving control accuracy [11].
However, it is important to notice that a dynamic approach requires an accurate
process model, as the design of frequency-dependent compensators is sensitive
to system dynamics [12]. Another main drawback of dynamic decoupling is its
increased complexity with respect to the static approaches, leading to higher com-
putational demands and implementation issues in real-time control.
Despite these challenges, dynamic decoupling remains a better approach for en-
hancing control precision in multivariable systems. In the following sections, Ideal,
Simplified and Inverted dynamic decoupling techniques are explored, born in Linear
Time-Variant framework and later extended, as purpose of this thesis, to Linear
Parameter-Varying systems, by analyzing their specific properties and limitations.
The final aim is electing the best dynamic decoupling model for a robotic system,
which is not a simple task since each technique has its own intrinsic characteristics:
the Ideal Decoupling, rarely used in industrial plants, allows to keep the same tuning
of the original controllers at the expense of robustness; the Simplified Decoupling,
the most implemented type of decoupler in industry, which exploits a simplified
compensation but altering the diagonal transfer function; the Inverted Decoupling,
which represents the best trade-off among keeping the same diagonal dynamics,
perfect diagonalization and ease of implementation.
For conceptual simplification the analysis are deepen for Two-Input Two-Output
(TITO) systems, which is not the most general case but it covers most of actual
industrial applications. In particular, this choice is related also to the experimental
validations on a 2-axis robot manipulator model, reported in the final chapter.

4.3.1 Ideal Decoupling
Ideal Decoupling represents the generalization of the Static Decoupling approach,
based on the design of a open-loop regulator by exploiting a complete inversion of
the system’s transfer matrix [12]. The goal is to make the original system behave as
closely as possible to a completely diagonalized system for each possible operating
frequency, so that each input affects only the corresponding output.
Formally, a MIMO LTI system Y(s) = G(s)U(s) = C(sI − A)−1BU(s) with n
inputs ui and n outputs yi, is said to be dynamically decoupled if it is stable and
its transfer function matrix G(s) is diagonal and non-singular for each frequency.
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Let us consider the TITO system, as defined in the previous section. If the system
G(s) is effectively decoupled, the transfer function matrix which represents the
decoupled system must be diagonal.

M(s) = G(s)D(s) != diag(M11, M22) (4.32)

This condition implies, conversely, that the decoupling matrix D(s) is given by

D(s) = G−1(s)M(s) (4.33)

Consequently, making explicit the inverse of G and by executing the matrix
multiplication with the diagonal matrix M, the decoupling matrix D takes the
following analytical form

D(s) ≜ 1
G11(s)G22(s) − G12(s)G21(s)

C
G22(s)M11(s) −G12(s)M22(s)

−G21(s)M11(s) G11(s)M22(s)

D
(4.34)

The first decoupling control design consists of choosing the diagonal transfer function
to impose as behaviour. Selecting the diagonal dynamics of the system is the most
natural choice: this is the case of Ideal Decoupling, where the diagonalized plant
M(s) is achieved by imposing the on-diagonal transfer functions of G(s)

M11(s) != G11(s) M22(s) != G22(s) (4.35)

so that the Ideal Decoupler is analytically expressed by

D(s) = 1
G11(s)G22(s) − G12(s)G21(s)

C
G22(s)G11(s) −G12(s)G22(s)

−G21(s)G11(s) G11(s)G22(s)

D
(4.36)

In this way, closing a unitary feedback as in Figure 4.6, the diagonal controller
functions C1(s) and C2(2) can be designed and tuned independently with respect
to M11(s) and M22(s).
So the main advantage of ideal decoupling is that, once applied, the controller C(s)
does not need to be retuned, even if different loops operate in different modes [16].
However, ideal decoupling has several practical issues from theoretical and practical
sides. The main challenge is the feasibility of inverting the transfer matrix, which
often results in a sum of transfer functions, leading to complex high-order expres-
sions, which can provide improper functions, thus not physically realizable, and
even including possible unstable pole-zero cancellations, making the overall system
unstable [16]. Moreover, since the decoupler is computed from the exact knowledge
of the original system, entirely depending on the accuracy of G(s), ideal decoupling
is highly sensitive to modeling errors and process uncertainties. Thus even small
model uncertainties can degrade performance, making the approach unreliable in
real-world applications, therefore it is rarely used in industrial applications [11].
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Figure 4.6: Ideal Decoupling Control structure of TITO system

4.3.2 Simplified Decoupling
Simplified Decoupling is an alternative design of decoupling control which seeks
to reduce the complexity of ideal decoupling by eliminating certain terms in the
decoupling matrix. Specifically, it assumes that some interactions are negligible
and thus removes complex dynamics from the compensation matrix, therefore it
makes decoupling easier to implement, at the expense of modifications on the direct
transfer functions.
A first Simplified Decoupling strategy [12] can be obtained by exploiting the inter-
actions among the process dynamics and the decoupling system. The decoupling
matrix transfer function D(s) must be designed such that the overall system
between the control signal and the output vector signal, said M(s) is diagonal.

M(s) = G(s)D(s) (4.37)

Considering the Two-Input Two-Output system G(s) ∈ C2×2 with a decoupler
D(s) ∈ C2×2 as described in the chapter introduction.C

M11(s) M12(s)
M21(s) M22(s)

D
=
C
G11(s) G12(s)
G21(s) G22(s)

D C
D11(s) D12(s)
D21(s) D22(s)

D
(4.38)

In order to make this product diagonal, so achieving decoupling, it is necessary to
impose that the off-diagonal terms are zero.M12

!= 0

M21
!= 0

I
G11(s)D12(s) + G12(s)D22(s) = 0
G21(s)D11(s) + G22(s)D21(s) = 0

(4.39)
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The problem is an undetermined linear system, since there are two equations in
four unknowns Dij(s). One simple solution is arbitrarily assuming the on-diagonal
transfer functions as unitary gains

D11(s) != 1, D22(s) != 1 =⇒ D12(s) = − G11(s)
G12(s) , D21(s) = − G21(s)

G22(s) (4.40)

Thus the Simplified Decoupling structure for a Two-Input Two-Output (TITO)
system can be expressed with the following decoupling matrix

D(s) =
C

1 −G12(s)/G11(s)
−G21(s)/G22(s) 1

D
(4.41)

With this choice, the controlled system becomes

M(s) = G(s)D(s) =
C
G11(s) G12(s)
G21(s) G22(s)

D C
1 −G11(s)/G12(s)

−G21(s)/G22(s) 1

D

=
G11(s) − G12(s) G21(s)

G22(s) 0
0 G22(s) − G21(s) G12(s)

G11(s)

 ≡

det(G(s))
G22(s) 0

0 det(G(s))
G11(s)


(4.42)

which is finally a diagonal transfer matrix.
Unlike ideal decoupling, which requires computing and inverting the full transfer
function matrix, simplified decoupling only requires two compensators, significantly
reducing the implementation complexity. Additionally, alternative formulations of
the Simplified decoupling matrix have been proposed [18], obtained by setting two
elements in different columns of D(s) into unitary gains, as follows

D(s) =
C
−G21(s)/G22(s) 1

1 −G11(s)/G12(s)

D
(4.43)

D(s) =
C
−G22(s)/G21(s) −G12(s)/G11(s)

1 1

D
(4.44)

D(s) =
C
−G21(s)/G22(s) −G11(s)/G12(s)

1 1

D
(4.45)

These variations allow for practical flexibility in implementation, reducing the
computational burden associated with ideal decoupling.
Designing the remaining part of the controller with a diagonal transfer function
C(s), the open-loop transfer function

G(s)D(s)C(s) (4.46)
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Figure 4.7: Simplified Decoupling Control structure of TITO system

becomes diagonal, and so the closed-loop system transfer function from r to y,
whose diagram is shown in Figure 4.7, is also diagonal, thereby satisfying the
previously stated decoupling conditions. In other words, the controller synthesis
can be brought back to the design of n = 2 independent regulators.
The main advantage of Simplified decoupling is its ease of implementation, in fact
the resulting decoupler structure is straightforward, requiring fewer compensators
and reducing computational complexity, making it particularly suitable for indus-
trial applications where full ideal decoupling may not be feasible.
However, Simplified decoupling introduces some key limitations: since the decou-
pling matrix is not derived from a full system inversion, the apparent dynamics
of the system changes, often requiring different controller tuning when switching
between decoupled and non-decoupled modes (manual). Another challenge with
simplified decoupling is the presence of summation terms in the compensators,
resulting in higher order transfer functions. This may complicate controller tun-
ing and, particularly when dealing with high-dimensional processes, simplified
decoupling may still exhibit some of the same issues as ideal decoupling, such as
sensitivity to modeling errors and the need for accurate transfer function estimation.
Despite its problems, simplified decoupling remains a widely used technique due to
the fact that it generally provides an effective trade-off between ideal decoupling’s
theoretical performance and a realizable, lower-complexity solution.

44



Frequency-Domain Decoupling Control

4.3.3 Inverted Decoupling
Inverted Decoupling represents an alternative solution that combines the advantages
of ideal, deriving the same decoupled process, and simplified decoupling, such
that the decoupling functions are not so complex [14]. Instead of computing a
conventional decoupling matrix through full matrix inversion, this method consists
of designing a modified decoupling structure starting from the Simplified decoupler,
which introduces a control strategy based on feedforward and feedback compensation
aiming to decouple the multivariable system while maintaining a simple and
practical implementation. The basic concept behind inverted decoupling is to
construct the process input signals as a weighted combination of one controller
output and the other process input signals, rather than using a fully inverted
transfer function matrix. Each process input is viewed as a disturbance to the
other process output, so a compensation for these internal disturbances can be
designed exploiting a feedforward control approach [15].
In detail, the Inverted decoupler is theoretically derived from the Ideal Decoupling
and it is implemented as a modified version of the Simplified Decoupling structure,
where the compensation elements are kept the same, but the signal direction
through the decoupling transfer functions is inverted and the location of the
summing junction is moved to realize the compensation [15].
For a Two-Input Two-Output system, in order to obtain the Inverted Decoupler, it
is possible to recall the Ideal Decoupler which is

D(s) = 1
G11(s)G22(s) − G12(s)G21(s)

C
G22(s)G11(s) −G12(s)G22(s)

−G21(s)G11(s) G11(s)G22(s)

D
(4.47)

so that the control input process signals can be expressed as

U1(s) = C1(s)
C

G11(s)G22(s)
G11(s)G22(s) − G12(s)G21(s)

D
− C2(s)

C
G12(s)G22(s)

G11(s)G22(s) − G12(s)G21(s)

D
(4.48)

U2(s) = −C1(s)
C

G21(s)G11(s)
G11(s)G22(s) − G12(s)G21(s)

D
+C2(s)

C
G11(s)G22(s)

G11(s)G22(s) − G12(s)G21(s)

D
(4.49)

It is possible to demonstrate that these equations can be expressed also in a
simplified form. Firstly, we can write equations (4.48) and (4.49) as

U1(s)
5
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

6
= C1(s) − C2(s)G12(s)

G11(s) (4.50)

U2(s)
5
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

6
= C2(s) − C1(s)G21(s)

G22(s) (4.51)
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From each equation we obtain the control output signals, respectively

C1(s) = U1(s)
C

G11(s)G22(s) − G12(s)G21(s)
G11(s)G22(s)

D
+ C2(s)G12(s)

G11(s) (4.52)

C2(s) = U2(s)
C

G11(s)G22(s) − G12(s)G21(s)
G11(s)G22(s)

D
+ C1(s)G21(s)

G22(s) (4.53)

Substituting the expression of C2 (4.53) into the first equation (4.50)

U1(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s) = C1(s)−

−U2(s)G12(s)
G11(s)

C
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

D
− C1(s)G12(s)G21(s)

G11(s)G22(s)

(4.54)

And similarly, substituting C1 (4.52) into the second equation (4.51)

U2(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s) = C2(s)−

−U1(s)G21(s)
G22(s)

C
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

D
− C2(s)G12(s)G21(s)

G11(s)G22(s)

(4.55)

Therefore, factoring out C1, the first equation (4.54) becomes

U1(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s) =

= C1(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s)−

−U2(s)G12(s)
G11(s)

C
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

D (4.56)

Factoring out C2 in the second equation (4.55) leads to

U2(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s) =

= C2(s)
5
G11(s)G22(s) − G12(s)G21(s)

6 1
G11(s)G22(s)−

−U1(s)G21(s)
G22(s)

5
G11(s)G22(s) − G12(s)G21(s)

G11(s)G22(s)

6 (4.57)

Finally, simplifying (4.56) and (4.57), the process input variables are

U1(s) = C1(s) − G12(s)
G11(s)U2(s) (4.58)
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U2(s) = C2(s) − G21(s)
G22(s)U1(s) (4.59)

In other words, each process input is obtained as the relative control output
corrected by a feedforward compensation coming from the opposite input channel,
directly proportional to the off-diagonal transfer function and inversely proportional
to the diagonal dynamics. These latter coefficients correspond exactly to the off-
diagonal elements of the Simplified Decoupling matrix, thus the Inverted Decoupler
is practically obtained from the Simplified Decoupling matrix where

D12(s) ≡ −G12(s)
G11(s) D21(s) ≡ −G21(s)

G22(s) (4.60)

by inverting the direction of input signals and summing the resulting compensation
on the control outputs as

U1(s) = C1(s) + D12U2(s) U2(s) = C2(s) + D21U1(s) (4.61)

In this way, the feedforward-based formulation ensures that the control signals
dynamically compensate for cross-channel interactions before being applied to the
plant, according to the scheme in Figure 4.8.

Figure 4.8: Inverted Decoupling Control structure of TITO system

Furthermore, in order to derive analytically the Inverted Decoupler transfer function
let us explicit the decoupling system in matrix formC

U1(s)
U2(s)

D
=
C
C1(s)
C2(s)

D
+
C

0 −G12(s)/G11(s)
−G21(s)/G22(s) 0

D C
U1(s)
U2(s)

D
(4.62)
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Rearranging the terms in the matrix equationC
U1(s)
U2(s)

D
−
C

0 −G12(s)/G11(s)
−G21(s)/G22(s) 0

D C
U1(s)
U2(s)

D
=
C
C1(s)
C2(s)

D
(4.63)

Factoring out the input vectorC
1 G12(s)/G11(s)

G21(s)/G22(s) 1

D C
U1(s)
U2(s)

D
=
C
C1(s)
C2(s)

D
(4.64)

let us note that the left matrix is similar to the Simplified Decoupler.C
U1(s)
U2(s)

D
=
C

1 G12(s)/G11(s)
G21(s)/G22(s) 1

D−1 C
C1(s)
C2(s)

D
(4.65)

This expression represents the dynamics of the input process given the control
signals as input, through the transfer function matrix D(s), assuming that the
argument matrix is full rank,

D(s) =
C

1 G12(s)/G11(s)
G21(s)/G22(s) 1

D−1

(4.66)

Therefore, the Inverted Decoupling matrix can be computed as the inverse of the
Simplified Decoupling matrix with off-diagonal coefficients of opposite signs, from
which the name of the approach itself is derived, and it may be further expressed as

D(s) = 1
1 − G12(s)G21(s)

G11(s)G22(s)

C
1 −G12(s)/G11(s)

−G21(s)/G22(s) 1

D
=

= 1
G11(s)G22(s) − G12(s)G21(s)

C
G11(s)G22(s) −G12(s)G22(s)

−G11(s)G21(s) G11(s)G22(s)

D (4.67)

which is exactly equivalent, from a theoretical point of view, to the Ideal Decoupler,
as expected. While from a practical side, the Inverted decoupling system can be
implemented in a more convenient form, rather than requiring a dynamic inversion,
where the feedforward torque from the other channels through the "simplified"
transfer functions allows the diagonalization of the overall plant.
In fact, it is straightforward to prove that the open-loop system M(s) gets decoupled:

M(s) = G(s) D(s) =

=
C
G11(s) G12(s)
G21(s) G22(s)

D
1

G11(s)G22(s) − G12(s)G21(s)

C
G11(s)G22(s) −G12(s)G22(s)

−G11(s)G21(s) G11(s)G22(s)

D
(4.68)
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=
G11(s)G11(s)G22(s)−G12(s)G11(s)G21(s)

G11(s)G22(s)−G12(s)G21(s) 0
0 −G12(s)G21(s)G22(s)+G11(s)G22(s)G22(s)

G11(s)G22(s)−G12(s)G21(s)



=
G11(s)G11(s)G22(s)−G12(s)G21(s)

G11(s)G22(s)−G12(s)G21(s) 0
0 G22(s)G11(s)G22(s)−G12(s)G21(s)

G11(s)G22(s)−G12(s)G21(s)

 =
C
G11(s) 0

0 G22(s)

D
(4.69)

Inverted decoupling offers several benefits, including simplifying control design
by maintaining the apparent process as in the absence of decoupling, similar to
the Ideal case [15]. It also uses a straightforward decoupling structure, similarly
to to the Simplified technique, and is less affected by actuator saturation and
disturbances, leading to more stable performance in practice [11].
However, it has some drawbacks similar to the Ideal strategy, as it cannot handle
transfer matrices with right-half-plane zeros, because these introduce unstable poles
in the decoupling network, and, additionally, it is still sensitive to modeling errors
so that a small variation of the parameters can compromise performance [15].
Essentially, the Inverted Decoupling combines its ease of implementation, with its
effectiveness in reducing process interactions, which makes it a preferred choice for
many industrial applications, when the process is known with sufficient accuracy.

49



Chapter 5

Simulations and Results
In this chapter, we analyze the performance of the linear decoupling control
strategies by evaluating their ability to suppress the mutual couplings among
the robot links. Simulations are conducted by employing different mathematical
systems derived from the Comau robot model, starting with the LTI approximation
around a specified configuration, extending then to the LPV model, and finally
generalizing to the nonlinear model.
Firstly, to assess the most effective decoupling strategies for the plant, the LTI
open-loop transfer function matrix between the motor torque input τm and the
outputs θ̇, θ, q̇, and q are examined, with a particular focus on the joint position.
The aim is to filter the best techniques, in terms of accuracy and robustness,
between all the proposed decoupling compensators: Static, SVD, Ideal, Simplified
and Inverted decouplers. The interaction analyses, on the basis of Bode plots,
RGA, and Gershgorin Radii, quantify the degree of decoupling and highlight the
conditions under which each method performs optimally.
In order to evaluate the output response of the proposed decoupling strategies,
extensive simulations are performed, specifically designing a controller for each
open-loop diagonal transfer function. The step response is primarily employed to
verify the regulation performance, measured through metrics such as overshoot,
settling time, and tracking accuracy. All these metrics are used to compare the
approaches, with Simplified and Inverted Decoupling emerging as the best trade-offs
between coupling reduction and implementation complexity.
After selecting the best LTI decoupling strategies, further analyses explore the
application of decoupling strategies to the LPV model based on the variable transfer
function matrix between τm and q, proving that LTI-based decoupling is effective
only when the system dynamics remain nearly constant, while LPV decoupling
techniques offer greater adaptability to the plant, ensuring better performance.
And finally, the two LPV decouplers are applied to the nonlinear robot, proving to
be a surprisingly effective and efficient solution to solve the coupling problem.
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5.1 Robot Dynamics Simulation
The simulative section begins with the introduction of the theoretical model
employed by Comau for the industrial simulations, as proposed in the internal
report [33]. Building on this foundation, we proceed to implement the model
in MATLAB, enabling numerical simulations, setting the environment on which
further analysis will be developed.

5.1.1 Comau Robot Manipulator Model
Comau employs the Elastic Joint Model (EJM) [7] to characterize the dynamics
of robotic manipulators, following the formalism introduced by Spong [4], which
can be traced back to a particular case of the elastic-dumped joint robot dynamics
explained in Section 2.1.5. This approach considers a manipulator composed of n
joints, either prismatic or revolute, connected to n rigid links, incorporating the
effects of elasticity in the transmissions and connections. The links are driven by
electric actuators through power transmission systems, each defined by a specific
reduction ratio.
The torsional linear springs represent both the concentrated elasticity of the gear
reducers and the distributed elasticity of real links, which causes bending in the
plane of rotation of the links. As a result, the generalized coordinate qi represents
the position of the center of mass of the i-th link. In reality, due to the curvature of
the non-rigid body caused by bending, it is not possible to define a single generalized
coordinate that uniquely determines the position of the link in the plane of rotation.
Therefore to simplify the analysis, the link is modeled as rigid, and its position is
defined by the assumed position of its center of mass where the bending effects of
each real flexible link are approximated using the joint springs, indeed.
This abstraction allows for a first-order approximation of the real dynamics using
a model of a rigid link manipulator with elastic joints. It consists of a set of three
interconnected matrix equations that generalize, to the multivariable case, the
dynamics of a single independent elastic joint model, where two inertias (Im for
the motor and I l for the link) are connected by a non-rigid reducer. Notably, since
the vector τl represents the generalized forces applied to the links by the motor
through the gearbox, it is common to all three equations,

M(q)q̈ + C(q, q̇)q̇ + g(q) + fl(q̇) + Dlq̇ = τl

τl = K(θ − q) + Dml(θ̇ − q̇)
Bθ̈ + Dmθ̇ + fm(θ̇) + K−1

r τl = KtIm

θ = K−1
r θm

(5.1)
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• The first equation represents the dynamic model of a rigid-body chain, includ-
ing inertial terms M(q)q̈, Coriolis effects C(q, q̇)q̇, and gravitational forces
g(q). Dissipative forces are explicitly modeled as linear Dlq̇ and nonlinear
fl(q̇) terms.

• The second equation represents the elastic gear transmission where generalized
forces τl act on the rigid links via elastic deformation according to Hooke’s Law:
the elastic components are modeled by a diagonal stiffness matrix representing
concentrated linear springs, aligned with the motion axes of the joints.

• The third equation representing the motor mechanical model, expresses the
equilibrium between motor-generated forces and τl, transmitted through
reducers, accounting for inertial, dissipative, and actuation forces. Notice that
gyroscopic coupling between motors and links is neglected, a valid assumption
for high transmission ratios typical of industrial manipulators, so we can impose
S = 0n×n. Diagonal matrices B, Dm, Kt, and Kr represent motor inertias
Imi

, frictions Dmi
, torque constants Kti

, and gear ratios Kri
, respectively.

The simplified torque-current relationship τmi
= Kti

Imi
assumes negligible

electrical dynamics and nonlinearity effects, as Kti
in reality depends on the

current reference Imi
. This leads to a linear approximation obtained closing

the internal feedback current loop inside the motor that is reasonable, because
the closed-loop torque control bandwidth typically exceeds the frequency range
of the mechanical dynamics.

• The fourth equation accounts for the rigid gear reduction ratio.

The torsion angle can be decomposed into a linear component, dependent on the
applied torque, and a nonlinear component, derived from backlash and compliance,
arising from gearbox elasticity, as shown in Figure 5.1. In the EJM model, linear
springs Ki, represented by the diagonal matrix K, capture the linear elastic
deformations of the system, whose derivatives w.r.t. the transmitted torque
contribute to define the elastic constants. Nonlinear deformations are primarily
present in the gearboxes, while flexible link deformations behave predominantly as
linear functions of the transmitted forces and also contribute to the definition of
Ki. Neglecting the nonlinear components reduces the model’s realism but does not
significantly affect its ability to reproduce the manipulator’s modal behavior [33].
For what regards friction, the damping is composed of both a linear component, i.e.,
the viscous friction, and a non-linear component with respect to velocity, which can
be assumed as static/Coulomb friction, or Stribeck friction. In general, both links
and motors are singularly affected by direct damping Dxx + fx(ẋ), and moreover,
a relative spring-damper torque is mutually considered in the transmission, where
the friction is assumed just linear with respect to the relative deflection between
each motor and the actuated link, with Dml collecting damping coefficients. In
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Figure 5.1: Elasticity behaviour in terms of deflection angle with respect to torque

detail, to keep a balanced trade-off between simplicity and realism, it is possible to
obtain a good approximation of the non-linear friction function, which is generally
quite complex, by exploiting a piece-wise function as depicted in Figure 5.2. This
type of friction, referred to as linear viscous friction with saturation, combines a
linear increase with velocity θ̇m at low speeds, typical of viscous friction, with a
saturation effect at higher velocities, limiting the friction to a maximum static
value, collected in the vector fmax

m .

fmi
(θ̇mi

) =


−fmax

mi
θ̇mi

< −θ̇max
mi

fmax
mi

θ̇max
mi

θ̇mi
−θ̇max

mi
≤ θ̇mi

≤ θ̇max
mi

fmax
mi

θ̇mi
> θ̇max

mi

(5.2)

In conclusion, for the purpose of this thesis, we take into consideration a real
model of a Comau robot, in particular focusing on the first two axes of a SCARA
manipulator, which is the chain most affected by inertial coupling effects, resulting
in a relatively simplified and interpretable model. These axes correspond to a
2-DOF RR manipulator, which features two rotational flexible joints with parallel
axes, namely corresponding to the double pendulum illustrated in Figure 5.3.
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Figure 5.2: Non-linear friction torque with respect to motor speed for a RR robot

Figure 5.3: Illustration of a 2-DOF RR robot manipulator with flexible joints [33]
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Comau Robot Model Simulation
Based on the theoretical model detailed in the previous section, it is possible to
devise numerical simulations, in particular on MATLAB by exploiting Simulink.
The implementation of the block diagrams was deliberately designed to closely
align with the physical formulation, ensuring the interactions between various
physical subsystems are clearly visible, in such a way that priority was given to
interpretability. While implementing a state-space formulation provides a compact
and efficient model for analyzing and designing control systems, yet it lacks the
intuitive physical clarity of mechanical models, making it harder to visualize the
direct relationships between components. The flexible joint model used by Comau,
expressed by the system of differential equations (5.1), is represented in Figure 5.4.
Starting from the left, the current vector Im, corresponding to the input of the
robot, enters the motor dynamics block (cyan), where is subject to the link torque
vector τl, and it outputs the motor shaft angle position θm and velocity θ̇m. These
then enter the elastic transmission dynamics block (purple), which also receives the
position of the link joint variables q and their velocity q̇, calculating the link torque
value τl that acts, eventually, on the rigid robot dynamics block (red). This last
block, receiving input from the inertia matrix calculation block and the nonlinear
Centrifugal-Coriolis and gravity components (yellow), functions based on the pose,
proceeds to calculate the actual joint positions q, derived numerically from the
acceleration q̈.

Figure 5.4: Flexible-Joint Robot Model (EJM) block diagram

In detail we can analyze what each block implements, based on the mathematical
model (5.1), noticing that the subsystems are all in mechanical Cauchy differential
form, and not in a state-space representation.
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• The rigid body robot equation (5.1.1) (red block) is implemented neglecting
the direct friction effects fl(q̇) and Dl, which are not relevant for most of
typical applications, as shown in Figure 5.5.

Figure 5.5: Rigid-robot model block diagram
• The parameter-varying coefficients, as well as the inertia tensor M(q) and

the Centrifugal and Coriolis vector c(q, q̇), are computed by a separated
subsystem (yellow block), which exploits the Newton-Euler recursion, here
not detailed. Specifically, the block derives from the gravity feedforward
component of the industrial controller.

• The elastic transmission (purple block) represents the connection between the
motor variables and the joint variables, thus collecting equations (5.1.2) and
(5.1.4). It is designed to highlight, respectively, the part where the elasticity is
ideally concentrated (green block) and the rigid section of the gearbox (orange
block).

Figure 5.6: Elastic transmission block diagram
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• The motor dynamics (cyan block) carries out the electromechanical behaviour
of all motors described in (5.1.3), so by feeding an external input of current it
provides the angular position and velocity of the motors as outputs, whouse
scheme is reported in Figure 5.7.

Figure 5.7: Motors’ block diagram

5.1.2 Comau Robot Linearized Model
To obtain an analytical linearization of the flexible joint model (5.1) it is possible
to consider the centrifugal-Coriolis and the gravitational terms plus the non-linear
friction as disturbance on the links dl(t) = C(q, q̇)q̇ + g(q) + fl(q̇); similarly, the
non-linear friction on the motor is treated as disturbance dm(t) = fm(θ̇). The
exogenous disturbances dl(t) and dm(t) represent the unmodeled dynamics of the
manipulator bringing to a simplification that provides a linear approximation with
respect to the joint and motor variables, allowing to obtain a Linear Parameter
Varying (LPV) system, as M is a pose-dependent matrix.

M(q)q̈ + Dlq̇ + dl(t) = τl

τl = K(θ − q) + Dml(θ̇ − q̇)
Bθ̈ + Dmθ̇ + K−1

r τl + dm(t) = KtIm

θ = K−1
r θm

(5.3)

Furthermore, to study the system behaviour in the frequency domain it is necessary
to linearize the model around a reference configuration, i.e. a joint variables
vector q0, resulting in a small-signal model, which corresponds to a Linear Time-
Invariant system. In a gain scheduling control framework, each system represents
the linearized or modal model of the manipulator in a neighborhood of q0 in the
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state-space, such that varying the operational point the LTI model switches. All
matrices in the model are diagonal, except for the inertia matrix M(q0), which
represents the only term capturing the modal coupling of the system. Neglecting
the off-diagonal terms of M(q0), treating them as additive external disturbances
(included in dl(t)), the model reduces to n formally decoupled linear differential
equations. These equations correspond to a system of SISO elastic joint models
(IEJM), where the parameters vary based on the configuration q0, thus forming
an LPV system. Notice that even though these differential equations may be
mathematically decoupled, in reality they are not from a physical point of view,
since the dynamical coupling forces are strong enough to heavily affect the mutual
dynamics, which is the target of this thesis.
Based on this linearized MIMO model, it is possible to construct a state-space
representation of the robot dynamics, that can be used afterwards to derive the
system’s frequency response. Thus, let us define the state vector of the system as
the concatenation of link and motor angular position and velocity as

x ≜
è
q⊤ q̇⊤ θ⊤ θ̇⊤

é⊤
(5.4)

where x1 = q, x2 = q̇, x3 = θ, x4 = θ̇ are vectors in Rn.
Starting from the equation of the robot mechanics (5.3.1) and substituting the
expression of τl from the torque link equation (5.3.2)

M(q)q̈ + Dlq̇ + dl(t) = K(θ − q) + Dml(θ̇ − q̇) (5.5)
the joint acceleration vector is obtained

q̈ = M−1
5
K(θ − q) + Dml(θ̇ − q̇) − Dlq̇ − dl(t)

6
(5.6)

Similarly, applying the same substitution in the motor equation (5.3.3)

Bθ̈ + Dmθ̇ + K−1
r

5
K(θ − q) + Dml(θ̇ − q̇)

6
+ dm(t) = KtIm (5.7)

the motor shaft accelerations are expressed as

θ̈ = B−1
5
KtIm − Dmθ̇ − K−1

r K(θ − q) − K−1
r Dml(θ̇ − q̇) − dm(t)

6
(5.8)

And by exploiting the definition of state, the system of differential equations can
be cast into

ẋ1 = x2

ẋ2 = M−1
5
K(x3 − x1) + Dml(x4 − x2) − Dlx2 − dl(t)

6
ẋ3 = x4

ẋ4 = B−1
5
KtIm − Dmx4 − K−1

r K(x3 − x1) − K−1
r Dml(x4 − x2) − dm(t)

6
(5.9)
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Let us assume as input signal the motor currents

u(t) = Im(t) (5.10)

and let us consider four possible outputs in order to obtain different frequency
responses, on which experimenting the application of sundry decoupling regulators
to study as purpose of this thesis:

y1(t) = q(t) ≡ x1 y2(t) = q̇(t) ≡ x2 y3(t) = θ(t) ≡ x3 y4(t) = θ̇(t) ≡ x4
(5.11)

Finally, let us define as exogenous input the total disturbance vector

d(t) =
C

dl(t)
dm(t)

D
(5.12)

Starting from the dynamics in state-space form it is possible to make explicit the
linear relation of the derivatives with respect to the state vector, obtaining the
dynamics matrix A ∈ R4n×4n

A =


0 I 0 0

−M−1K −M−1(Dl + Dml) M−1K M−1Dml

0 0 0 I
B−1K−1

r K B−1K−1
r Dml −B−1K−1

r K −B−1
3

Dm + K−1
r Dml

4


(5.13)
Factoring out the chosen input it is possible to derive the input matrix B ∈ R4n×n

B =


0
0
0

B−1Kt

 (5.14)

The disturbances are grouped in the total disturbance vector, which is pre-multiplied
by the disturbance matrix E ∈ R4n×2n

E =


0 0

−M−1 0
0 0
0 −B−1

 (5.15)

Since each output is the subvector of the state-space vector, each output can be
expressed linearly through the output matrix C ∈ Rn×4n with respect to it, where
the i-th output matrix depends on which output is chosen

C1 =
è
I 0 0 0

é
C2 =

è
0 I 0 0

é
C3 =

è
0 0 I 0

é
C4 =

è
0 0 0 I

é
(5.16)
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while the feedthrough matrix D ∈ R4n×n is clearly null

D = 04n×n (5.17)

The Linear Parameter-Varying system can be expressed in state-space model, called
also ABCD form, as ẋ = A(ρ)x + B(ρ)u + E(ρ)d(t)

y = C(ρ)x + D(ρ)u
(5.18)

where ρ is the exogenous variable vector, said parameter, which in this case
corresponds to joint variables q ∈ Rn, so that A(ρ) ≡ A(q).
Now it is possible to derive the parametric matrix of transfer functions. Neglecting
the disturbance inputs, i.e. imposing d != 0, starting from the state-space model
we take the Laplace transform assuming zero initial conditions, so yielding

sX(s) = A(q)X(s) + BU(s) (5.19)

from which we solve for the state vector in the Laplace domain

X(s) =
1
sI − A(q)

2−1
B U(s) (5.20)

Substituting this result into the output equation, we obtain

Y (s) = CX(s) + D U(s) = C(sI − A(q))−1B U(s) + D U(s) (5.21)

and factoring out the input we obtain the linear relation

Y (s, q) =
5
C
1
sI − A(q)

2−1
B + D

6
U(s) (5.22)

Thus, the transfer function matrix from the input u(t) to the output y(t) is given
by applying the Laplace trasform to the differential system, to obtain Y(s) =
G(s) U(s), where the transfer function matrix is calculated as

G(s, q) = C
1
sI − A(q)

2−1
B + D (5.23)

in which I ∈ R4n×4n denotes the identity matrix of the same dimension as A, so
that G is the matrix of transfer functions of the MIMO system composed by n × n
functions of the Laplace variable s and the parameters represented by the joint
variables collected in q.

60



Simulations and Results

Figure 5.8: Simulink block diagram of the 2-axes LPV robot model

5.2 Decoupling Metrics

The analysis of the transfer function matrix in LTI MIMO systems helps to
assess input-output coupling. By comparing Bode plots of diagonal and off-
diagonal elements across frequencies, key coupling channels and their behaviors
can be identified. RGA quantifies these interactions, aiding in decentralized
control evaluation, while the Gershgorin Radius provides additional insights into
decoupling. Finally, empirical metrics validate the effectiveness of these techniques
in simulations.

5.2.1 Transfer Function Matrix

Given a LTI MIMO system, the qualitative analysis of the transfer function matrix
G(s) provides key insights into the degree of coupling between inputs and outputs.
In fact a straightforward approach to evaluate directly the level of cross interactions
is to study the off-diagonal transfer functions Bode plots, specifically focusing on
the magnitude behaviour. Comparing the off-diagonal functions with respect to
the relative diagonal dynamics over the whole spectrum allows to understand the
most influent interacting channels as the frequency changes.

G(s) =
î
Gij(s), i = 1, ..., n, j = 1, ..., n

ï
n×n

(5.24)
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5.2.2 Relative Gain Array
The Relative Gain array (RGA) [2] is one of most widely used mathematical tool
in the analysis of Multi-Input Multi-Output (MIMO) control systems.
The RGA concept quantifies the level of interaction between the various inputs and
outputs of a Multi-Input Multi-Output (MIMO) system being useful in determining
whether a decentralized control configuration is appropriate.
Given a system described by a transfer function matrix G(s), its steady-state
behavior is represented by the DC gain matrix

G = G(s)
----
s=0

= G(0) (5.25)

This matrix describes the relationship between inputs and outputs at low frequencies,
in particular under steady-state conditions. The fundamental intuition behind
the RGA is to compare the sensitivity of an output to changes in an input when
the other control loops are either open or closed. This leads to the definition
of the inverse G−1, which represents the effect of each input on all outputs in a
fully controlled system [34]. The Relative Gain Array is computed through the
Hadamard (element-wise) product, indicated with ⊙ between G and the transpose
of its inverse like

Λ(G) = G ⊙ (G−1)⊤ (5.26)
so that each element is computed as

λij = Gij · (G−1)ji (5.27)

This operation preserves the structure of the matrix and provides a direct measure
of the relative effect of each input with respect to the outputs.
Thus each gain λij provides crucial information about the interaction between
inputs and outputs: if λii ≈ 1 and λij ≈ 0 for i /= j, the system is nearly diagonally
dominant, so this means that each input ui heavily affects its corresponding output
yi, making a decentralized control strategy appropriate; while if λij contains signifi-
cant off-diagonal values, the system exhibits strong interactions between control
loops, which may render a decentralized control strategy ineffective. Additionally,
if the sum of each row equals one, that is:

mØ
j=1

λij = 1 i = 1, ..., n (5.28)

then the system maintains relative gain conservation. Thus a useful criterion for
evaluating the suitability of decentralized control is the RGA-number [34], defined
as

RGA-number = ||Λ(G) − I||sum =
Ø

i

Ø
j /=i

|λij| (5.29)
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where || · ||sum represents the sum of the absolute values of the off-diagonal elements.
High values of this parameter indicate a high level of coupling between loops,
making advanced compensation strategies necessary.
Generalizing this idea, which is based on the DC gains, to all the frequencies in the
spectrum allows to obtain a Bode plot of the RGA in a more complete dynamical
perspective [21].

Λ
1
G(s)

2
= G(s) ⊙

1
G(s)−1

2⊤
(5.30)

However, this metrics is not perfect, since there are particular cases in which it
fails to evaluate the couplings. To illustrate the limitations of the RGA-number,
consider the DC gain

G =


1 1 0 0
0 0.1 1 1
1 1 0.1 0
0 0 1 1


For this system, Λ(G) = I, and consequently the RGA-number is 0, which suggests
a good level of decoupling. However, further other interaction analysys, as the
Gershgorin Radius illustrated in the following section, indicates that the system is
actually far from being decoupled, thus proving the need for additional robustness
measures alongside RGA analysis.

5.2.3 Gershgorin Radius
The Gershgorin Circle theorem [24] provides a valuable tool for estimating the
location of eigenvalues of a complex square matrix. Given a matrix Z ∈ Cn×n, this
theorem states that all its eigenvalues are contained within the union of Gershgorin
discs. These discs are centered at the diagonal elements zii, with radii Ri determined
by the sum of the absolute values of the off-diagonal elements in the corresponding
row as follows

Ri =
Ø
j /=i

|zij| (5.31)

This property is particularly useful in control theory, where it helps to analyze the
behavior of Multi-Input Multi-Output (MIMO) systems, in which the relationship
between inputs and outputs is described by a transfer function matrix G(s), whose
elements vary with the complex frequency variable s, indeed. The Gershgorin
theorem can be extended to transfer matrices, where at each frequency s = jω a
ball can be defined around each diagonal element with a radius

Ri(jω) =
Ø
j /=i

|Gij(jω)| (5.32)
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whose size provides insight into the dominance of the diagonal elements over the
off-diagonal ones, which is crucial when evaluating system decoupling.
Formally, a MIMO system is said to be row diagonally dominant [2] when the
magnitude of each diagonal element is greater than the sum of the magnitudes of
the corresponding off-diagonal elements

|Gii(jω)| >
Ø
j /=i

|Gij(jω)| (5.33)

Thus a MIMO system is considered well-decoupled if its transfer function matrix
exhibits diagonal dominance, so that each output is mainly influenced by its
corresponding input, with minimal interference from other inputs. Finally, in order
to quantify the degree of coupling, the Gershgorin Radius ratio [21] is introduced,
defined as the radius itself normalized by the diagonal element

ζi(jω) =
q

j /=i |Gij(jω)|
|Gii(jω)| = Ri(jω)

|Gii(jω)| i = 1, ..., n (5.34)

A low value of ζi(jω) suggests strong decoupling, meaning that input i primarily
affects output i, with little influence from other channels, and conversely, a high
value indicates significant couplings among different inputs and outputs.

5.2.4 Control Response
An empirical way to evaluate the level of couplings is studying the response
behaviour when a decentralized controller is designed and applied to the system, in
order to experimentally analyze the effects of the transient and the steady-state
control performance, particularly when a channel is kept fixed to track a constant
reference signal, while the other is moved. Thus, it is possible to firstly observe
the quality of the direct control on the relative output, and moreover to study the
effect of input-output couplings due to the mutual dynamics.
In order to evaluate the goodness of the degree of decoupling, the following response
metrics are employed, separately for each channel i:

• Tracking accuracy, measured as the Root Mean Square Error between the
reference signal and the system output signal;

RMSEi =

öõõõô 1
N

NØ
j=1

3
yi(tj) − yr,i(tj)

42
(5.35)

• Overshoot, calculated as the maximum peak of the output response with re-
spect to the steady-state asymptote, expressed in absolute value for evaluating
even regulation to zero caused by coupling effects;

δ̂i = max
î
|yi(t)|

ï
− yr,i(t) (5.36)
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• Settling time, measured as the seconds from the step time t̄r required for the
response to permanently land within the tolerance δtol band around a constant
reference signal.

t̂i = max
î
tj : |yi(tj) − yr,i(tj)| > δtol

ï
− t̄r (5.37)

Eventually, three families of reference signals are taken into consideration: step,
providing different steady-state values; ramp, imposing increasing slope values;
and sine, changing amplitude and frequency. Not all the empirical metrics can be
applied for each type of reference.
Furthermore, four different system outputs, and thereby transfer function matrices,
are considered in this treatment, in order to study the coupling interactions and
specifically the diagonalizing techniques at different states of the manipulator
dynamics: q, q̇, θ and θ̇.
Finally, it is important to notice that the numerical results are fruit of the specific
designed regulator mixed with the effect of the decoupling algorithms, so that the
simulative outcomes must be interpreted in light of the relative difference, and not
as general values to take with a major grain of salt, provided that each evaluated
system is tested under the same conditions, i.e. designing diagonal regulators on
the direct transfer functions with the same control specifications.

5.3 Decentralized and Decoupled LTI Dynamics
This exploratory phase aims to evaluate the effectiveness of linear decoupling
techniques comparing the quality of the different systems’ open-loop transfer
functions in the case of the Linearized Time-Invariant Comau model (5.3) (computed
in a specific working point), assessing the coupling metrics of Relative Gain Array
and Gershgorin Radii for both the original decentralized system G(s) and the
decoupled systems M(s) = G(s)D(s) exploiting Static, SVD, Ideal, Simplified and
Inverted Decoupling strategies through D(s) (or D1(s) and D2(s) in the case of
SVD). In this way, it is possible to identify the best decoupling techniques for a
robotic system, in order to develop the generalization to Linear Paramater Varying
decouplers.
Let us take into account the transfer function matrix of the open-loop transfer
matrices between the motor torque τm input with θ̇, θ, q̇, and q as output, in
order to prove the extensive applicability of the decoupling techniques at different
states of the linearized robot dynamics. In particular, the decoupling simulations
have been conducted following the diagram of the robotic model from velocity of
motors to joint angles, conversely to the way the results are presented and analyzed
in the following sections.
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The first figure for each analyzed method presents the Bode plots of the transfer
function matrix before and after applying decoupling, where the original transfer
functions are highlighted in blue while the overall decoupled system in red. These
plots illustrate the frequency response of the system, showing changes in magnitude
and phase for each one of the input-output pairs, in this case 2×2. A well-decoupled
system should exhibit a strong magnitude attenuation on the off-diagonal functions
indicating reduced cross-coupling effects, and preferably minimal differences between
the original and decoupled diagonal transfer functions.
Following this, the second kind of figures displays the frequency-dependent RGA
elements, showing how the relative gains evolve with frequency. Ideally the system
is decoupled if the RGA diagonal values approximate 1 and the off-diagonal gains
tend to 0, with respect to the frequency. So, the more the plot resembles an
identity matrix, the better the system behaves. This type of plots shows the four
components of the RGA with respect to frequency, where the original system is the
blue dashed line and the decoupled system with the specific algorithm is highlighted
in red.
The third type of plot in this section graphically represents Gershgorin radii of the
transfer function matrix with respect to the frequency, that provides insight into
the system’s diagonal dominance. The objective of decoupling is to bring these
radii closer as possible to zero, ensuring that the diagonal magnitude is sufficiently
greater, hopefully for a large bandwidth. The plot condenses in one cartesian plane
both the Gershgorin Radii for the original system, represented in dashed line, and
the ones for the decoupled system in continuous line, where colors indicate the
relative matrix row (red: 1, blue: 2).

5.3.1 Motor Torque τm to joint position q dynamics
Let us take into consideration the most important transfer function matrix for
the purpose of this thesis, i.e. the relationship between the input torque and the
position of the joints as measured output.
Firstly, we discuss the application of the Static Decoupling technique to the robot
plant, which is devised to make the system behaves diagonal with unitary gain on
diagonals, at a low frequency of ω = 1 rad/s (typically is set to 0 but after different
trials this working pulsation represents a good trade-off). The static decoupled
transfer function matrix in Figure 5.9 shows that the the matrix is approximately
identical at the specified frequency, however the static decoupler is not suitable
for high-order systems with complex dynamics, since it may attenuate not only
the off-diagonal components but also the direct transfer functions, as in this case.
The RGA plots are more interesting, showing that the system at the designed
frequency provides an attenuation on the four relative gains, showing the presence
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Figure 5.9: Bode plot of the transfer function matrix q/τm with Static decoupling

of couplings, and moreover highlighting a typical side effect of this approach, the
amplification of the couplings in a high-frequency bandwith (> 100 rad/s), as
reported in literature [11]. The Gershogorin Radii plot in Figure 5.11 provides also

Figure 5.10: RGA of the transfer function matrix q/τm with Static decoupling

other information, for example the fact that the first output is decoupled at low
frequency, while the second one is even worsen in the whole spectrum, showing
overall better performance mainly for decoupling the first axis. Eventually, the use
of the Static Decoupler lowers the gains, requiring more aggressive controls.
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Figure 5.11: Gershgorin Radius of the transfer function matrix q/τm with Static
decoupling

The family of static decouplers includes the SVD-based Decoupling, which consists
of designing a pre- and post-compensator tuned around a specified frequency, in
this case ω = 10 rad/s, that diagonalizes the system such that it behaves as its
singular value matrix computed at steady-state. The Bode plots of the transfer
function matrix for the SVD Decoupled system in Figure 5.12 shows a diagonalized
behaviour around the chosen frequency, so that the off-diagonal elements are atten-
uated in magnitude, while the diagonal transfer functions are slightly mitigate due
to the decomposition, in the [1, 100] rad/s spectrum bandwith. The RGA plots of
the SVD decoupled plant in Figure 5.13 better illustrates the couplings between
each input-output pair where the off-diagonal ones result to be zero and similarly
the diagonal gains are unitary, up to an angular frequency of 120 rad/s. And the
SVD decoupling Gershgorin radii in Figure 5.14 offers a similar perspective, where
the system actually shows a diagonal dominance until 110 rad/s, since the sum of
off-diagonal per row tends to zero in the low-frequency, indeed. In other words,
the SVD Decoupler ensures a far better diagonalization than the Static Decoupler,
being less sensitive to the frequency.
In order to overcome the limitation of the static tuning, the dynamic decouplers
family is introduced. The first examined dynamic technique gives the Ideal De-
coupled system, whose transfer function matrix is presented in Figure 5.15. Here
we can notice that the diagonal functions are almost the same, except for little
numerical errors due to zero-pole cancellations, i.e. any modeling uncertainties
could lead to instability. In addition, the cross transfer functions are basically
reduced in magnitude to zero over all the spectrum apart around the anti-resonance

68



Simulations and Results

Figure 5.12: Bode plot of the transfer function matrix q/τm with SVD static
decoupling

Figure 5.13: RGA of the transfer function matrix q/τm with SVD static decou-
pling

and resonance frequency, while about the phase plots note that the decoupler
introduces phase rotations. It is crucial evaluating the open-loop stability of the
system and the closed-loop stability by verifying the phase and gain margins. It
turns out that the open-loop system is unstable due to the presence of poles with
positive real parts. However, the positive phase and gain margins indicate that the
system can be stabilized in closed-loop through proper feedback control.
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Figure 5.14: Gershgorin Radius of the transfer function matrix q/τm with SVD
static decoupling

Figure 5.15: Bode plot of the transfer function matrix q/τm with Ideal decoupling

For what concerns the effect of Ideal decoupling the RGA, Figure 5.16 shows that
the interaction among different channels are reduced to zero as the diagonal relative
gains are kept unitary for each frequency of the spectrum, reaching a perfect
diagonalization, assumed that an exact knowledge of the process is provided.
Even the Gershgorin Radii shown in Figure 5.17 proves the quality of the ideal
decoupling, because it is possible to notice that each radius is reduced to zero.
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Figure 5.16: RGA of the transfer function matrix q/τm with Ideal decoupling

Figure 5.17: Gershgorin Radius of the transfer function matrix q/τm with Ideal
decoupling

The dynamic Simplified decoupler is an approximation of the previous strategy,
whose Bode plots are illustrated in Figure 5.18 demonstrating that the cross
transfer functions have almost zero magnitude regardless the frequency, while the
on-diagonal functions are modified with respect to the decentralized open-loop
model, keeping a similar trend but having the resonance and anti-responance
frequencies moved to a lower bandwith. About stability, it is possible to notice that
the decoupled open-loop is marginally stable as the original one, so this simplified
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Figure 5.18: Bode plot of the transfer function matrix q/τm with Simplified
decoupling

strategy ensures stability at the cost of a modification on the direct dynamics.
In order to investigate further the effect of diagonalization, let us study the RGA
through the plot in Figure 5.19, which proves that for each frequency the Relative

Figure 5.19: RGA of the transfer function matrix q/τm with Simplified decoupling

Gain Array is approximately an identity matrix for each frequency, so that the
couplings are inhibited, leading to diagonal dominance, as illustrated in Figure
5.20 by the null Gershgorin Radii of the decoupled system as frequency varies,
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eventually proving the effectiveness of this strategy with low computational cost.

Figure 5.20: Gershgorin Radius of the transfer function matrix q/τm with
Simplified decoupling

Finally, let us take into consideration the Inverted decoupling transfer function
matrix, plotted in Figure 5.21, where the diagonal dynamics is kept exactly equal

Figure 5.21: Bode plot of the transfer function matrix q/τm with Inverted
decoupling

in magnitude and phase with respect to the original plant, while the cross functions
are reduced in amplitude and rotated in phase, due to the higher-order functions,
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and showing a double resonance which can be neglected for their low magnitude.
About the open-loop stability, it is possible to claim that the Inverted decoupled
system is marginally stable, as the original one, so that the closed-loop stability is
achievable. The degree of coupling computed using this latter strategy is evaluated
by computing the Relative Gain Arrays, illustrated in Figure 5.22, and the diagonal
dominance is analyzed by studying the Gershgorin Radii in Figure 5.23, which

Figure 5.22: RGA of the transfer function matrix q/τm with Inverted decoupling

Figure 5.23: Gershgorin Radius of the transfer function matrix q/τm with Inverted
decoupling
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proves that the Inverted decoupled system achieves perfect diagonalization across
the entire spectrum, as all the radii are reduced to zero, similarly to the Ideal case.
In other words, the Inverted decoupler ensures an optimal diagonalization, supposing
that the model is accurate, since the diagonal dynamics remains the same as the
original one while the cross dynamics gets completely canceled. Eventually, it
provides exactly the same response performance of the Ideal decoupler, but requiring
a lower implementation complexity, comparable to that of the Simplified algorithm.

5.3.2 Motor Torque τm to Motor Angles θ dynamics
A similar frequency analysis has been conducted for the transfer function matrix
relating the motor torque τm to the motor position θ. The derivation of the
motor dynamics follows the same modeling process used for the joint position q,
with analogous results observed for the different decoupling techniques. Notably,
these outcomes were established earlier in the modeling phase, confirming that the
decoupling strategies exhibit comparable effectiveness when applied to q and θ.
The significance of θ lies in the fact that it represents the motor-side variables,
which are typically measured through rotary encoders for direct measurement.
In contrast, the joint positions q are often not directly measurable and require
additional estimation techniques. This distinction makes the decoupling analysis
for θ particularly relevant, as it directly impacts the accuracy of motor control.
Regarding the decoupling techniques, static and dynamic strategies have been
analyzed, yielding results similar to those obtained for q. The Static Decoupling
approach attempts to diagonalize the motor system at low frequencies, but may
introduce attenuation in the diagonal elements while not often amplifying high-
frequency couplings, being unsuitable for this plant. The SVD-based Decoupling
improves upon this by designing two compensators around a specific frequency,
ensuring better diagonalization over a wider range. On the other hand, Ideal
Decoupling theoretically cancels cross-couplings but is highly sensitive to model
uncertainties. More practical alternatives, such as Simplified and Inverted De-
coupling, offer a trade-off between computational complexity and performance,
effectively reducing interactions without significantly altering the motor system’s
direct dynamics. From a simulation perspective, it is important to note that in
the block diagram representation of the system, the motor variables are positioned
before the joint dynamics. Consequently, all decoupling tests have been conducted
contrariwise starting from the motor torques and propagating through the system
toward the joint positions. Thus, this approach ensures that decoupling strategies
are validated at the motor level before analyzing their effects on the link dynamics,
aligning with the physical structure of the robotic system.
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Given that the transfer function behavior qm/τm, Bode plots, Relative Gain Arrays,
and Gershgorin Radii exhibit trends similar to those previously discussed for q,
these plots are omitted for brevity and because the results confirm that each
decoupling method behaves consistently on both position variables θ and q.

5.4 Control response of Decentralized and De-
coupled LTI Dynamics

In this second experimental phase let us analyze the transient and steady-state
frequency response of the open-loop transfer matrices with τm input and θ̇, θ, q̇
and q as output, when a diagonal regulator is applied to close a feedback loop
on the original plant and on the different decoupled systems also. Specifically,
the independent-joint decentralized control architecture is designed as a cascade
two-loop controller, composed by a position and a velocity regulator, which may be
overall interpreted as a PID controller, tuned on the corresponding diagonal transfer
functions in order to impose for each experiment the same specifications given by
Comau. In fact, under the same conditions, it is possible to validate the beneficial
effects of the use of these diagonalization strategies applied at different states of the
robot dynamics, providing the same reference signals to track. In detail, extensive
tests are conducted by feeding as input three types of signals: step, ramp and sine.
However, in the following treatment just the few most meaningful simulations are
reported, mainly focusing on the regulation performance applying an input step
holding one axis stationary, by analyzing the most interesting qualitative responses
and by specifying the quantitative metrics like accuracy, coupling, overshoot and
settling time.
Let us start from the experimental tests providing a step target with null initial
conditions, in order to show the output responses of both the joints q and motor
shaft angles θ, to make a comparative study on the behaviour of the decoupled
control strategies in action with respect to the decentralized controlled plant, in a
qualitative way by observing the plots per axis (red: 1, blue: 2) of the six closed
loop systems and also by the numerical results, which are collected in the following
tables, showing the relative metrics per axis for each combination of steps (rows)
and for each type of proposed systems (columns). Sundry simulations have been
realized but only a subset of them are reported, especially the one where an axis is
fixed into a position, e.g. yr1 = 0, and the other one gets moved to follow the given
step, yr2 = r in this case. Even other combinations of combined steps have been
tried but the results are similar to the simplified case, showing as expected a linear
trend, so they are not included in tables.
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5.4.1 Joint Step Response of q/τm Dynamics
The joints are controlled by a PID controller, being tuned on the diagonal transfer
functions complying with the following specification: overshoot within 5% and
settling time of 3 s.
Holding the first axis stationary and feeding a unitary step as reference for the
second axis, to the decentralized control system and to the five decoupled systems,
the output responses for both joint variables are presented in Figure 5.26 and the
performance outcomes are listed in Table 5.1 for RMSE, Table 5.2 for overshoot
and Table 5.3 for settling time.

Table 5.1: joint position q response comparison: RMSE [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0141 0.0250 0.0041 3.2e-11 2.2e-16 6.2e-16
1 0.0549 0.0553 0.0709 0.0583 0.0605 0.0583

1
2

0 0.02824 0.0501 0.0083 1.0e-10 2.3e-16 1.5e-15
2 0.1104 0.1114 0.1424 0.1173 0.1217 0.1173

1
2

0 0.0423 0.0752 0.0125 1.0e-10 1.2e-15 3.0e-16
3 0.1657 0.1671 0.2137 0.1760 0.1826 0.1760

1
2

0 0.0565 0.1003 0.0167 2.3e-10 9.2e-16 5.7e-16
4 0.2203 0.2221 0.2845 0.2341 0.2429 0.2341

1
2

0 0.0706 0.1254 0.0209 3.4e-10 6.5e-16 2.7e-15
5 0.2762 0.2785 0.3561 0.2934 0.3044 0.2934

1
2

1 0.0396 0.0466 0.0350 0.0415 0.0571 0.0415
0 0.0525 0.0767 0.0004 1.2e-10 2.9e-16 2.9e-13

1
2

2 0.0793 0.0932 0.0701 0.0830 0.1142 0.0830
0 0.1050 0.1534 0.0008 2.5e-10 5.8e-16 5.9e-13

1
2

3 0.1189 0.1398 0.1050 0.1245 0.1713 0.1245
0 0.1575 0.2302 0.0012 2.3e-10 5.1e-16 2.6e-12

1
2

4 0.1586 0.1865 0.1401 0.1660 0.2284 0.1660
0 0.2101 0.3069 0.0016 5.1e-10 1.1e-15 1.1e-12

1
2

5 0.1982 0.2331 0.1751 0.2075 0.2855 0.2075
0 0.2625 0.3837 0.0021 3.2e-10 6.8e-16 4.2e-12
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Table 5.2: joint position q response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0263 0.0516 0.0708 1.4e-10 8.8e-16 5.5e-16
1 0.0791 0.1027 0.0417 0.0407 0.0387 0.0407

1
2

0 0.0526 0.1032 0.1417 1.5e-10 1.7e-15 1.1e-14
2 0.1581 0.2055 0.0835 0.0814 0.0774 0.0814

1
2

0 0.0789 0.1548 0.2125 7.6e-10 5.6e-15 3.7e-15
3 0.2372 0.3083 0.1253 0.1222 0.1162 0.1222

1
2

0 0.1052 0.2064 0.2821 1.3e-09 1.0e-15 3.6e-15
4 0.3163 0.4111 0.1671 0.1629 0.1549 0.1629

1
2

0 0.1315 0.2580 0.3542 2.0e-10 2.6e-15 1.3e-14
5 0.3954 0.5139 0.2089 0.2036 0.1936 0.2036

1
2

1 0.0643 0.1411 0.0224 0.0328 0.0489 0.0328
0 0.1932 0.2732 0.0004 4.9e-10 8.8e-16 6.0e-13

1
2

2 0.1287 0.2823 0.0448 0.0656 0.0979 0.0656
0 0.3865 0.5464 0.0009 9.9e-10 1.7e-15 1.2e-12

1
2

3 0.1931 0.4235 0.0672 0.0985 0.1469 0.0985
0 0.5798 0.8196 0.0014 2.3e-09 6.2e-15 2.3e-11

1
2

4 0.2575 0.5647 0.0897 0.1313 0.1958 0.1313
0 0.7730 1.0928 0.0019 1.9e-09 3.5e-15 2.4e-12

1
2

5 0.3219 0.7059 0.1121 0.1642 0.2448 0.1642
0 0.9663 1.3661 0.0024 3.0e-09 1.0e-14 3.9e-11

It is possible to notice that in the original coupled system, applying the step to
the second input, not only the second output reacts following the specified target,
but also the first signal is affected by the other input, showing a strong coupling,
so much as the first joint is moved in the opposite direction, causing a contrary
response with "negative overshoot" of almost 0.18. This happens because the
relative controller is not designed on the cross transfer function, and consequently
also the second axis itself receives the effect of the impulse by the counter-reaction
of the first link so that the design specifics are not met. For what concerns the
Static Decoupler, it is proved that the coupling gets even exacerbated, as expected
from the previous coupling analysis, worsening the control performance. The
SVD Decoupled System behaves better since the control specifics, as shown in
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Table 5.3: joint position q response comparison: settling time with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 4.0515 1.9499 2.3273 - - -
1 0.8768 1.0448 1.9770 1.3540 1.5402 1.3540

1
2

0 5.1576 2.7302 2.7008 - - -
2 0.8764 1.0446 1.9767 1.3538 1.5404 1.3538

1
2

0 5.6676 2.8864 2.8999 - - -
3 0.8764 1.0446 1.9767 1.3538 1.5404 1.3538

1
2

0 5.9987 3.0001 3.0331 - - -
4 0.8765 1.0447 1.9768 1.3540 1.5404 1.3540

1
2

0 6.2423 9.2495 3.1314 - - -
5 0.8764 1.0446 1.9767 1.3538 1.5404 1.3538

1
2

1 1.2596 1.0812 0.8216 1.3040 2.4705 1.3040
0 4.3630 2.7994 0.8324 - - -

1
2

2 1.2596 1.0812 0.8216 1.3040 2.4705 1.3040
0 5.3456 2.9168 1.1894 - - -

1
2

3 1.2596 1.0812 0.8216 1.3040 2.4705 1.3040
0 5.9387 4.4376 5.0736 - - -

1
2

4 1.2596 1.0812 0.8216 1.3040 2.4705 1.3040
0 6.3666 5.7061 5.7325 - - -

1
2

5 1.2596 1.0812 0.8216 1.3040 2.4705 1.3040
0 6.7033 6.8986 6.1659 - - -

the reported tables, get respected: when the second link moves, the response of
the first one shows a spike (greater overshoot over 0 w.r.t. the original) with a
high harmonic component which settles almost immediately (lower settling time
w.r.t. the coupled system), due to the fact that the two static compensators work
well in the low frequency bandwith. In the case of Ideal Decoupler applied to the
LTI system, it is possible to appreciate the benefits of the theoretically perfect
diagonalization, which works pretty well, since the first link is not affected at all
by the second motor input, remaining fixed as testified by the null overshoot and
zero tracking error: this validates the design specifications on the second SISO
system. About the Simplified Decoupled system, it is possible to observe that the
decoupling is achieved, since the tracking error on the first axis is practically zero.
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Even though it is slightly worse than ideal, it is more robust in case of uncertainties.
However, the diagonal response of the second axis is different from the one designed
for the tuning of the original plant regulator, so that a new tuning was necessary in
order to impose the right specifications. Finally, the controlled Inverted decoupled
system shows exactly the same trends like the ideal case, as expected, so that the
coupling from the second link to the first one is completely canceled out, proving
the same performance in terms of Root Mean Square Error, overshoot and settling
time, i.e. following exactly the design specifications and desired responses for the
second axis.
Conversely, keeping the second axis fixed and providing as reference a unitary step
as input only to the first motor controller, it is possible to make similar observations
but with reversed roles, as demonstrated by the unit step response shown in Figure
5.24, where we notice similar coupling characteristics and tracking performance

Figure 5.24: Response plots of the transfer function matrix q/τm providing
reference step values 1 rad for axis 1 and 0 rad for axis 2

as proved by RMSE, overshoot and settling time values in the above cited tables,
which encompass both scenarios where one remains stationary while the other is in
motion. However, let us remark that two diagonal transfer functions exhibit really
different dynamic behaviours, so that it is worth analyzing the study as axes vary.

5.4.2 Motor Step Response of θ/τm Dynamics
To control the motor response, a PID controller is fine-tuned on the diagonal motor
transfer functions to fit the specified performance criteria: overshoot limited to
1.5% and settling time of 0.1 s.
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Maintaining the first motor position at rest while applying a unitary step input
to the second controller, the resulting shaft position responses are illustrated in
Figure 5.25, while relevant performance indicators are presented in Table 5.4 for
RMSE, Table 5.5 for overshoot, and Table 5.6 for settling time. The obtained
results exhibit similarities with those of the joint dynamics, reaffirming the presence
of coupling effects. In the original system, an input to the second motor produces
a notable interaction with the first motor shaft, causing unintended displacement
and deviation from the expected trajectory.
Keeping the first rotor fixed while applying a unitary step input to the second motor,
gives the shaft position responses illustrated in Figure 5.25, whose performance are
detailed in Tables 5.4 for RMSE, 5.5 for overshoot, and 5.6 for settling time.

Figure 5.25: Response plots of the transfer function matrix θ/τm providing
reference step values 0 rad for motor 1 and 1 rad for motor 2

The observed trends closely resemble those seen in the joint dynamics, confirming
the presence of coupling effects, where an input to the second motor not only affects
its own response but also induces unintended displacement in the first motor shaft,
deviating from the expected trajectory.
Applying the Static Decoupler further exacerbates these interactions, deteriorating
control performance, whereas the SVD Decoupled System mitigates cross-coupling
effects by significantly reducing unwanted interactions; however, the first motor still
experiences a transient spike, though it quickly settles due to effective suppression
of low-frequency disturbances. The Ideal Decoupler ensures complete decoupling,
keeping the first motor entirely unaffected by the second motor’s input, as confirmed
by the null overshoot and zero tracking error, validating the effectiveness of the
decoupling approach, while the Simplified Decoupler, achieving a similar effect,
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Figure 5.26: Response plots of the transfer function matrix q/τm providing
reference step values 0 rad for axis 1 and 1 rad for axis 2

introduces minor deviations that necessitate retuning of the controller, whereas
the Inverted Decoupled System performs identically to the Ideal Decoupler, fully
eliminating coupling and naturally meeting the specified performance criteria.
When applying a step input to the first motor while holding the second one
stationary, an analogous situation happens, though with reversed roles. As shown
in Figure 5.27, the responses exhibit similar coupling characteristics and tracking
accuracy, as verified by the numerical results in the tables looking at the rows
where the value for the second reference is zero, i.e. it should stay stationary.
Specifically, it can be observed that the RMSE and overshoot measures of the
decentralized controlled system are obtained as linear combinations of the inputs,
while those of the decoupled systems grow linearly with respect to the reference
value, highlighting the independent linear behavior of each output from the other
inputs. Regarding the settling time, observe that it remains unchanged as the step
changes.
Eventually, let us notice that the design of a SISO controller for each motor is more
straightforward, allowing to achieve more easily better performance, managing to
obtain lower overshoot and settling time with respect to the joints’ regulators. And
this rule of thumb ensures that the more the output is upstream of the input, the
more straightforward the design becomes, so it is easier tuning velocity controllers
with respect to position regulators and motor controllers than joints’ ones.
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Table 5.4: motor shaft position θ response comparison: RMSE [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0231 0.0533 0.0047 3.2e-11 1.8e-16 3.9e-16
1 0.1064 0.1036 0.1019 0.0893 0.1101 0.0893

1
2

0 0.0463 0.1065 0.0094 5.4e-11 4.0e-16 2.5e-16
2 0.2139 0.2082 0.2048 0.1799 0.2213 0.1799

1
2

0 0.0696 0.1601 0.0141 5.8e-11 1.0e-15 3.0e-16
3 0.3209 0.3125 0.3081 0.2699 0.3325 0.2699

1
2

0 0.0927 0.2130 0.0187 9.7e-11 6.1e-16 5.7e-16
4 0.4275 0.4167 0.4099 0.3595 0.4429 0.3595

1
2

0 0.1161 0.2669 0.0235 7.1e-11 1.1e-15 7.7e-16
5 0.5361 0.5225 0.5142 0.4513 0.5556 0.4513

1
2

1 0.0546 0.0666 0.0572 0.0655 0.0768 0.0655
0 0.0718 0.0925 0.0019 3.2e-11 1.0e-16 2.4e-16

1
2

2 0.1095 0.1335 0.1145 0.1313 0.1541 0.1313
0 0.1440 0.1856 0.0039 8.1e-11 3.3e-16 7.1e-16

1
2

3 0.1658 0.2012 0.1734 0.1987 0.2327 0.1987
0 0.2164 0.2789 0.0059 8.9e-11 5.7e-16 1.1e-15

1
2

4 0.2210 0.2684 0.2310 0.2647 0.3100 0.2647
0 0.2884 0.3716 0.0078 1.4e-10 1.2e-15 9.3e-16

1
2

5 0.2766 0.3357 0.2892 0.3315 0.3884 0.3315
0 0.3612 0.4655 0.0098 1.0e-10 1.7e-15 1.2e-15

5.5 Decentralized and Decoupled LPV Dynamics
The linear decoupling strategies were born for Linear Time-Invariant system and
have been recently extended for Linear Parameter-Varying systems, in particular
for the static approaches. However these steady-state strategies are not suitable
for a complex system as a robot, as empirically proved in the previous sections,
thus requiring the necessity to rather realize linear dynamic decouplers where a
parameter vector varies, which is the aim of this simulative thesis. The previous
considerations on LTI decoupling can be generalized also to an LPV framework,
requiring to extend the assumption of stability and realizability of the decoupler for
each value of the parameter vector, in this case q. In order to evaluate the systems’
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Table 5.5: motor shaft position θ response comparison: overshoot [rad] with
different reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0354 0.1008 0.0689 2.9e-10 9.9e-16 2.1e-15
1 0.1628 0.1743 0.0929 0.0475 0.0424 0.0475

1
2

0 0.0709 0.2017 0.1380 3.6e-10 2.6e-15 1.5e-15
2 0.3257 0.3487 0.1859 0.0950 0.0850 0.0950

1
2

0 0.1064 0.3026 0.2070 3.0e-10 1.5e-15 2.2e-15
3 0.4885 0.5230 0.2789 0.1424 0.1274 0.1424

1
2

0 0.1419 0.4035 0.2759 6.4e-10 5.3e-15 1.9e-15
4 0.6514 0.6974 0.3718 0.1899 0.1700 0.1899

1
2

0 0.1773 0.5044 0.3446 7.7e-10 7.0e-15 6.6e-15
5 0.8143 0.8717 0.4647 0.2371 0.2122 0.2371

1
2

1 0.0555 0.1599 0.1144 0.0445 0.0438 0.0445
0 0.2170 0.2658 0.0167 1.5e-10 1.5e-15 9.4e-16

1
2

2 0.1110 0.3199 0.2287 0.0892 0.0876 0.0892
0 0.4341 0.5316 0.0335 3.0e-10 3.1e-15 6.2e-15

1
2

3 0.1666 0.4799 0.3432 0.1338 0.1315 0.1338
0 0.6513 0.7975 0.0504 9.9e-10 1.4e-15 1.3e-14

1
2

4 0.2221 0.6399 0.4576 0.1785 0.1754 0.1785
0 0.8685 1.0633 0.0672 6.5e-10 1.0e-14 3.9e-15

1
2

5 0.2777 0.7999 0.5720 0.2229 0.2192 0.2229
0 1.0854 1.3292 0.0840 1.3e-09 1.5e-14 5.5e-15

input-output behaviour a typical frequency representation used in literature for
LPV systems is the Bode plot obtained by superimposing different dynamics as a
system parameter function evolves, which in this case corresponds exactly to the
trajectory in joint space. So specifying a function of q it is possible to understand
the behaviour of the system since the transfer matrix function varies with respect to
the parameter also. Thus, as a possible example, the parameter-varying Bode plots
of decoupled systems are illustrated in Figure 5.28 for the Static, in Figure 5.29 for
the SVD-based, in Figure 5.30 for the Ideal, in Figure 5.31 for the Simplified and
finally in Figure 5.32.
All these plots show a property which has not been investigated yet: the robustness.
It is possible in fact to notice that all the theoretical considerations are verified
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Table 5.6: motor shaft position θ response comparison: settling time with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 3.6502 2.8591 0.3315 - - -
1 0.7715 1.8658 0.9038 0.8009 1.5690 0.8009

1
2

0 4.0320 3.7382 1.2113 - - -
2 0.7724 1.8678 0.9043 0.8016 1.5683 0.8016

1
2

0 4.1980 3.8863 1.4886 - - -
3 0.7721 1.8680 0.9044 0.8014 1.5700 0.8014

1
2

0 4.2925 3.9678 1.6847 - - -
4 0.7722 1.8689 0.9040 0.8015 1.5704 0.8015

1
2

0 4.3595 4.0199 1.8394 - - -
5 0.7713 1.8682 0.9023 0.8038 1.5685 0.8038

1
2

1 0.9416 1.8776 0.2905 0.9674 1.2113 0.9674
0 2.4996 3.8181 0.1756 - - -

1
2

2 0.9399 1.8751 0.2901 0.9654 1.2112 0.9654
0 2.7506 3.9873 1.2183 - - -

1
2

3 0.9389 1.8750 0.2913 0.9647 1.2135 0.9647
0 2.8869 4.0588 2.0594 - - -

1
2

4 0.9394 1.8745 0.2916 0.9644 1.2111 0.9644
0 2.9707 4.0989 2.5409 - - -

1
2

5 0.9417 1.8748 0.2908 0.9675 1.2131 0.9675
0 3.0373 4.1267 2.9033 - - -

since the Ideal decoupler, which seems to be the best one, is actually bad because
of the high sensitivity function, which can be appreciated from Figure 5.30 that
shows high variability on dynamics and so on the related compensation. While
the inverted exhibits a similar behaviour, even though it is not so accentuated,
and moreover, thanks to the stability of the robotic plant its marginal stability
is ensured, so that the diagonal transfer functions appear practically the same
with respect to the original ones. In the end, the Simplified decoupler shows
to be the best trade-off among performance and robustness on the diagonalizing
compensation, showing a low sensitivity to the parameters, as expected from theory.
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Figure 5.27: Response plots of the transfer function matrix θ/τm providing
reference step values 1 rad for motor 1 and 0 rad for motor 2

Figure 5.28: Bode plots of the LPV Static decoupled transfer function matrix
q/τm for a specified trajectory

Finally, regarding the decoupling performance and tracking benefits associated
with the specific type of algorithm in the LPV case, the previously discussed
LTI examination remains valid in this scenario by extension. In other words, the
properties outlined within the LTI framework can be effectively found also in the
LPV context.
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Figure 5.29: Bode plots of the LPV SVD decoupled transfer function matrix
q/τm for a specified trajectory

Figure 5.30: Bode plots of the LPV Ideal decoupled transfer function matrix
q/τm for a specified trajectory

5.6 Control response of Decentralized and De-
coupled LPV Dynamics

We demonstrated that the linear decoupling techniques are quite valid to diagonalize
the dynamics, especially the Simplified and the Inverted approaches, which represent
the best trade-off, so that if the robot pose changes slowly in time, also the
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Figure 5.31: Bode plots of the LPV Simplified decoupled transfer function matrix
q/τm for a specified trajectory

Figure 5.32: Bode plots of the Inverted decoupled LPV transfer function matrix
q/τm for a specified trajectory

inertia matrix remains approximately constant in this temporal interval, which is
experimentally verified by comparing the output response in closed-loop of the LTI
and LPV systems with the same controllers. By imposing different trajectories it is
possible to assess that the robot LTI model approximates the LPV model sufficiently
well, thus the application of a linear decoupler designed on the robot dynamics
evaluated on a specific pose provides sufficiently good performance if the inertia
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matrix does not vary much, as visible in the response in figure 5.33 where the two
models have been compared, showing only negligible differences. However this LTI

Figure 5.33: Step response of the LPV system vs the LTI system, around q0

decoupling method shows its limit when the robot tracks trajectories for which the
joint configuration is far from the configuration on which the decoupler is designed,
which could cause a wrong compensation. So, an enhancement could be a gain
scheduling decoupling approach. On this idea a first LPV generalization has been
realized, computing offline the parameter-varying decoupling transfer functions
supposing the trajectory is planned, leading to good results as far as the joints
are close to trajectory. Anyway this is a too restrictive suboptimal approach, thus
the efforts have been concentrated to develop an online linear parameter-varying
decoupler. Supposing the knowledge of the LPV plant, it is possible to devise a
really efficient online compensator by working through transfer functions in vector
form, noticing that the so-called simplified decoupling functions Dij = Gij/Gii

can be obtained performing convolutions between the numerator and denominator
vector of coefficients, which are known at each joint configuration.
Specifically, these convolutions are expressed as

numDij
= numGij

∗ denGii
(5.38)

denDij
= denGij

∗ numGii
(5.39)

where numDij
and denDij

represent the numerator and denominator of Dij in vector
form, respectively, while the ∗ is the convolution product, defined for two vectors
f and g like

(f ∗ g)[n] =
N−1Ø
k=0

f [k] · g[n − k] (5.40)
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Based on the latter intuition, the Linear Parameter-Varying Simplified and Inverted
Decoupling are realized, moreover in a computationally efficient and easy imple-
mentation, as shown in Figures 5.34 and 5.35, which represent the block diagrams
used for the simulation of the Simplified and Inverted decouplers, respectively, each
one exhibiting the typical theoretical scheme with the two cross-compensators and
even showing the parameter-varying dependence.

Figure 5.34: LPV Simplified decoupler

Figure 5.35: LPV Inverted decoupler

Different simulations with these LPV decouplers have been experimented, and
again the step response is considered, being suggested as a fundamental test in
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robotic industry. In Figure 5.36 two reference steps are provided separately for
each motor controller at different time, in parallel with the plant, the Simplified
decoupled system and the Inverted one, in order to evaluate the dynamic influence
of axis 1 on axis 2 and vice versa.

Figure 5.36: Step response of the LPV, Simplified and Inverted decoupled systems

As a qualitative observation, it can be noted that the original system’s response is
significantly influenced by coupling effects. At t = 6 s, the first axis is actuated,
while the second axis, expected to remain stationary, moves in the opposite direction
with a half-radian overshoot introducing oscillations that eventually stabilize after
approximately 3 s. Similarly, at t = 12 s, the second axis receives a control input to
reach a step value of 2 radians, while, the first axis, despite reaching steady-state, is
affected by the second joint and exhibits a counter-phase sinusoidal behavior, settling
within the same timeframe as before. For further details, control performance
metrics such as tracking error, overshoot, and settling time are summarized in
Table 5.7, which support the latter observations and provide quantitative validation
of the described dynamics.
As expected from the LPV transfer function matrices, the two decouplers, providing
a diagonalizing torque for each link, manage to reduce the cross-link interactions
and enhance the overall control performance on both diagonal and off-diagonal
behaviours.
In conclusion, both the Simplified and Inverted LPV Decouplers guarantee a perfect
decoupling of each input torque with respect to the joint position of the other axes,
at least on the linear dynamics of the robot manipulator.
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Table 5.7: LPV robot model q response comparison: RMSE, overshoot and
settling time with reference steps (t.) of 1 rad for axis 1 and 2 rad for axis 2

Metrics T. Original Static SVD Ideal Simplified Inverted

RMSE 1 0.0444 0.0586 0.0355 0.0415 0.0571 0.04150
2 0.0938 0.1096 0.1004 0.0826 0.0857 0.0826

overshoot 1 0.0643 0.1408 0.1416 0.0328 0.0489 0.0328
2 0.1581 0.2056 0.0835 0.0814 0.0774 0.0814

settling
time

1 1.0516 1.0821 0.3479 1.3040 1.4705 1.3040
2 0.8763 1.0450 1.9764 1.3542 1.5402 1.3542

5.7 Control response of Decentralized and LPV
Decoupled Nonlinear Dynamics

The previous analysis in Sections 5.3 and 5.4 studied Linear Time-Invariant Decou-
plers applied to the LTI model of the robotic system around a specific pose, while in
Sections 5.5 and 5.6 we further examined Linear Parameter-Varying compensators
to decouple the LPV model. However, let us recall that the dynamics of the robot
manipulator is highly nonlinear (5.1). Therefore, the goal is to apply the linear
parameter-varying decouplers to the nonlinear model in order to achieve a partial
decoupling, only on the linear dynamics (5.3). In fact, the design and implementa-
tion of a linear decoupler is more feasible than relying on a computationally heavy
nonlinear law, even though the compensation itself could not be as perfect as a
more complex strategy.
The simulations are carried out by applying LPV Simplified Decoupling and LPV
Inverted Decoupling as pre-compensators to the nonlinear plant, alongside the
open-loop dynamics of the robot, and by closing a feedback loop for each one.
In particular, for each scenario, a decentralized PID controller has been designed
on the diagonal transfer functions computed around a specific pose, in this case
qi = 0 ∀ i. This control approach is not optimal for a robotic manipulator, as the
gains are fixed even though the inertia matrix changes. However, it is convenient
and easier to design than a gain-scheduling PID controller, but above all it is
sufficient to illustrate the effectiveness of linear decoupling. In order to analyze the
effect of the LPV decouplers on the nonlinear robot plant, regulation at a specific
step is considered, specifically providing a torque on the first axis while keeping the
second axis fixed. To evaluate the decoupling performance, we analyze the Root
Mean Square Error, the overshoot (in absolute value), and the settling time (with
a 2% tolerance, measured from the step time), comparing the reference signal to
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the output of the nonlinear system under Decentralized control, LPV Simplified
Decoupling, and LPV Inverted Decoupling control.
Running a 20 s simulation where a unitary step is fed into the first controller at
time t = 5 s, it is possible to qualitatively assess the goodness of the response for
each system, as shown in Figure 5.37.

Figure 5.37: Step response of the Decentralized, Simplified decoupled and Inverted
decoupled control systems on the nonlinear robot plant

When the reference is applied to the first controller, both axes receive the control
torque. Consequently, the first axis follows a response similar to the linear approx-
imation on which the PID is tuned, while the second axis, ideally fixed, instead
moves in a counter-response in the opposite direction. This initiates an oscillation
around the zero reference, which eventually settles as the first axis also reaches its
steady state.
From a quantitative point of view Table 5.8 reports the tracking error, Table 5.9
shows the overshoot in absolute value and Table 5.10 lists the relative settling times,
for the three examined systems (columns) and separately for each channel, feeding
different input values (rows). Firstly, under decentralized control, when the first
input is applied, the relative axis exhibits an overshoot of about 21% and converges
in approximately 1 s, with a transient tracking error of 0.0756 rad. However, the
effect of coupling on the second axis, caused by the motion of the first axis, is
clearly evident, producing an extremely large counter-response with a "negative
overshoot" of nearly 90% relative to the step, and settling in approximately 1 s as
originally designed, but resulting in a high average quadratic error of 0.0797 rad
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Table 5.8: joint position q nonlinear response comparison: RMSE [rad] with
different reference steps (target [rad]) for each output (n)

n Target Decentralized LPV Simplified LPV Inverted

1
2

1 0.0756 0.0785 0.0781
0 0.0797 0.0091 0.0112

1
2

2 0.1512 0.1574 0.1568
0 0.1419 0.0066 0.0156

1
2

3 0.2297 0.2371 0.2361
0 0.1801 0.0043 0.0164

1
2

4 0.3097 0.3182 0.3168
0 0.1871 0.0040 0.0166

1
2

5 0.3856 0.3966 0.3947
0 0.1989 0.0054 0.0167

Table 5.9: joint position q nonlinear response comparison: absolute overshoot
[rad] with different reference steps (target [rad]) for each output (n)

n Target Decentralized LPV Simplified LPV Inverted

1
2

1 0.2171 0.2123 0.1919
0 0.8984 0.0218 0.0225

1
2

2 0.4478 0.4329 0.4014
0 1.5359 0.0188 0.0284

1
2

3 0.7331 0.6529 0.6106
0 1.8339 0.0178 0.0355

1
2

4 0.9554 0.8725 0.8197
0 1.9158 0.0169 0.0376

1
2

5 1.0598 1.0923 1.0283
0 1.9749 0.0161 0.0380

even comparable to that of the first axis. In other words, since the controllers are
not tuned on the off-diagonal transfer functions, the mutual interactions between
different axes are not explicitly constrained, allowing each input to interfere with
the other outputs. Thus, the aim is to evaluate a strategy for mitigating these
mutual couplings through the application of the above compensators.
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Table 5.10: joint position q nonlinear response comparison: settling time [s] with
different reference steps (target [rad]) for each output (n)

n Target Decentralized LPV Simplified LPV Inverted

1
2

1 0.9770 0.5608 0.9888
0 1.0114 1.1754 0.2133

1
2

2 0.8960 0.5201 0.6646
0 0.9320 - -

1
2

3 0.8420 0.5095 0.5946
0 0.8875 - -

1
2

4 0.8076 0.5045 0.5699
0 0.8586 - -

1
2

5 0.8038 0.5028 0.5578
0 0.8616 - -

Applying the LPV Decouplers to the nonlinear plant partially compensates for
the robot dynamics. In fact, the LPV Simplified Decoupler and LPV Inverted
Decoupler manage to reduce the inertial couplings that heavily affect the movement
of each axis with respect to the others. The first axis exhibits a transient error
comparable to that of the decentralized control, with 0.0785 rad for the Simplified
Decoupler and 0.0781 rad for the Inverted Decoupler, showing both an overshoot of
about 20%, comparable with the performance of decentralized control. Regarding
steady-state performance of the moving axis, the settling time is similar to the
decentralized one, being less than 1 s. In other words, there are not particular
benefits by employing decouplers for the forced output.
However, for the second axis, which should remain stationary, the effectiveness of
the decoupling strategies is evident, as the RMSE is reduced from 0.0797 rad to
0.0091 rad and 0.0112 rad, thanks to Simplified and Inverted decoupling. These
approaches almost completely eliminate even the overshoot, reducing it from 89.8%
to 2.18% and 2.25%, respectively. Regarding the steady-state metrics, the settling
time remains approximately the same, but if the step is sufficiently large, it may
not even be defined, as the response stays within the relative tolerance band.
Increasing the step value, similar trends can be observed. It is important to
remember that, since the system is nonlinear, maintaining linearity in the response
with respect to the step value is not guaranteed, as clear from the variations in
the results for the decentralized control, which therefore requires a deep analysis.
Nonetheless, it can be noted that the RMSE and overshoot of the controlled channel
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keep a certain linearity as the step is higher. On the other hand, for the second
axis in the coupled case, the RMSE and overshoot increase due to centrifugal
and Coriolis effects, related to higher velocities, whereas in the decoupled case,
the metrics remain practically unchanged, symbolizing the inhibition of mutual
interactions regardless of the reference value, or at least showing less sensitivity.
Regarding the type of decoupling, it can be observed that both the Simplified and
Inverted decouplers provide good cross-compensations. However, the Simplified
decoupler results to be slightly better as it is more robust to parameter variations,
both dynamically during transients, ensuring a lower RMSE and overshoot, and at
steady state, as it oscillates less. This is due to its less aggressive compensation
compared to the Inverted decoupler, which often tends to be more sensitive to
changes in robot pose, as expected from theory.
In conclusion, the proposed approach is suboptimal since only a part of the overall
dynamics is compensated, in particular the acceleration couplings generated from
the off-diagonal contributions of the inertia matrix M(q), while the remaining
nonlinear dynamics, mainly composed of the centrifugal and Coriolis terms c(q, q̇),
gravitational components g(q), and the nonlinear static friction fl(q̇), here treated
as disturbances, affect the real system response. In this discussion, it is possible
to ignore the gravity term because it is feedforward compensated in the industrial
control system. This means that the main source of nonlinear coupling originates
from the centrifugal-Coriolis terms, which are quadratic with respect to velocity,
while the static damping influences the direct dynamics of each link. Therefore,
two possible situations can arise, corresponding, respectively, to the regulation and
tracking control problems: for steady-state convergence, if the nonlinear friction
effects are strong, damping the robot in the slow dynamics, the linear decoupling
may provide overcompensation; whereas for fast dynamics, if the mutual velocity
contributions are too high, the linear decouplers may fail to provide sufficient
decoupling torques, undercompensating the system. For this reason, employing a
linear decoupler for a nonlinear system is always a suboptimal approach, moreover
depending on the relative magnitude of the nonlinear effects within the overall
robot dynamics. Eventually, the linear decouplers prove to be quite effective, even
though not perfect, providing a decoupling torque that essentially transforms the
system into n = 2 independent SISO systems which can be controlled separately
by designing diagonal regulators, all while maintaining a low implementation cost.
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Chapter 6

Conclusions and Future
Works

6.1 Conclusions
This work has analyzed various decoupling strategies for robotic manipulators,
with a focus on the realization of pre-compensators in both the time and frequency
domains, in order to propose a solution to the issue posed by Comau about the
mutual dynamic effects among the links of a robot manipulator. In detail, in the
time domain the nonlinear feedback linearization technique applied to different
models have been studied, while in the frequency domain diagonalizing methods
based on linear parameter-varying pre-filters are proposed.
The simulations conducted on the Comau manipulator model demonstrated that
linear static and dynamic decoupling techniques, extended as linear parameter-
varying compensators, achieve the diagonalization of the transfer function matrix,
based either on motor shaft or joint positions as output, thus significantly enhancing
the overall system response, both for the controlled output but also for the other
channels, reducing inter-axis interactions and simplifying controller synthesis.
However, the limitation of linear strategies is intrinsic to their nature, as the plant
to be controlled is highly nonlinear. These strategies cannot entirely cancel out
the input-output coupling but can compensate for its linear component, primarily
affected by inertia, which represents the most significant dynamic influence. Conse-
quently, only a portion of the overall system is decoupled, leaving the nonlinear
dynamics to be treated as an external disturbance.
In fact, it is well known that the most effective strategies for reducing coupling
are nonlinear ones. However, they require higher computational costs that cannot
be supported by the majority of hardware racks employed for industrial robots,
including those used by Comau.
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6.2 Future Works
Future developments of this work could focus on four main directions, based on
different aspects of the thesis.
First, on the model side, it would be interesting to extend the decoupling analysis
to n-DOF manipulators with even more complex dynamics, including advanced
friction effects and a more detailed modeling of elastic transmission.
Second, about the linear decoupling performance, further investigation into the
robustness of different decoupling strategies against parametric uncertainties and
external disturbances could provide valuable insights for industrial applications.
Third, for what concerns the simulations, the application of the nonlinear feedback
control as a partial decoupling strategy to the Comau robot manipulator would
be an interesting experiment, in order to compare the decoupling performance
between the frequency and time domain approaches, which in any case could not
be implemented due to the need of more expensive circuit boards.
Finally, it would be highly interesting to evaluate the decoupling techniques on a
real robotic manipulator, validating their performance and robustness in practi-
cal scenarios and exploring their potential for further optimization in real-world
applications.
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Appendix A

Supplementary Tables

In the following section of the appendix, additional insights into other interesting
simulations are presented. These simulations were not directly addressed in the
main experimental part due to their secondary importance.

A.1 Step Response of Joint velocity q̇/τm and
Motor velocity θ̇/τm Dynamics

Comau’s control architecture is an independent-joint cascade control system com-
posed by closing three nested feedback loops based on gain scheduled robust
regulators (position, velocity and current). The linear controller synthesis consist
of a modified pole-placement algorithm, tuned on 6 different poses of the robot
manipulator. The idea of the cascade control is to impose specific behaviours at
different level of the linearized dynamics, e.g. position and velocity. This approach
enables precise control of the nonlinear plant, even when using linear techniques
indeed.
For this reason, this study not only aims to analyze decoupling at the level of
position variables, both motor and link, but also delves into decoupling for velocity
variables. This approach allows for improved design of the controllers for the
respective loops, benefiting from the interactions’ compensation provided by the
decoupling strategies.
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Table A.1: link velocity q̇ response comparison: RMSE [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0170 0.0283 0.0111 1.0e-11 1.4e-16 1.3e-16
1 0.0493 0.1243 0.0883 0.0476 0.0830 0.0476

1
2

0 0.0340 0.0566 0.0223 3.1e-11 2.2e-16 2.5e-16
2 0.0991 0.2489 0.1769 0.0957 0.1663 0.0957

1
2

0 0.0510 0.0849 0.0335 3.8e-11 3.4e-16 3.3e-16
3 0.1490 0.3734 0.2655 0.1439 0.2496 0.1439

1
2

0 0.0680 0.1132 0.0446 6.1e-11 5.2e-16 4.4e-16
4 0.1988 0.4979 0.3540 0.1919 0.3329 0.1919

1
2

0 0.0850 0.1415 0.0558 9.3e-11 5.4e-16 7.2e-16
5 0.2485 0.6224 0.4425 0.2399 0.4161 0.2399

1
2

1 0.0452 0.0524 0.0565 0.0376 0.0649 0.0372
0 0.0411 0.1785 0.0011 1.7e-11 2.4e-16 8.6e-14

1
2

2 0.0907 0.1052 0.1133 0.0756 0.1301 0.0749
0 0.0822 0.3571 0.0022 3.7e-11 5.0e-16 2.8e-13

1
2

3 0.1362 0.1580 0.1701 0.1137 0.1953 0.1126
0 0.1234 0.5357 0.0033 5.0e-11 8.9e-16 3.1e-13

1
2

4 0.1816 0.2106 0.2268 0.1516 0.2604 0.1501
0 0.1644 0.7142 0.0045 5.5e-11 1.0e-15 2.2e-13

1
2

5 0.2270 0.2633 0.2835 0.1895 0.3255 0.1877
0 0.2055 0.8928 0.0056 9.5e-11 1.2e-15 6.7e-13
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Table A.2: link velocity q̇ response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0233 0.0446 0.1039 8.1e-11 5.8e-16 2.7e-15
1 0.0375 0.1724 0.0002 0.0246 0 0.0246

1
2

0 0.0467 0.0893 0.2076 2.7e-10 1.1e-15 3.9e-15
2 0.0750 0.3448 0.0004 0.0493 0 0.0493

1
2

0 0.0701 0.1340 0.3110 3.4e-10 1.1e-15 6.8e-15
3 0.1125 0.5172 0.0007 0.0739 0 0.0739

1
2

0 0.0935 0.1786 0.4151 4.7e-10 2.1e-15 8.1e-15
4 0.1500 0.6896 0.0009 0.0986 0 0.0986

1
2

0 0.1169 0.2233 0.5193 7.4e-10 9.5e-16 9.9e-15
5 0.1876 0.8621 0.0012 0.1232 0 0.1232

1
2

1 0.0460 0.1242 3.3e-05 0.0522 0 0.0501
0 0.1194 0.4789 0.0007 3.2e-10 2.2e-15 1.4e-12

1
2

2 0.0920 0.2484 6.6e-05 0.1046 0 0.1001
0 0.2389 0.9579 0.0014 6.9e-10 3.7e-15 3.8e-12

1
2

3 0.1380 0.3726 9.9e-05 0.1568 0 0.1501
0 0.3584 1.4368 0.0020 6.7e-10 9.6e-15 1.1e-11

1
2

4 0.1840 0.4968 0.0001 0.2092 0 0.2003
0 0.4779 1.9158 0.0027 8.0e-10 1.1e-14 6.6e-12

1
2

5 0.2300 0.6211 0.0001 0.2614 0 0.2503
0 0.5974 2.3948 0.0035 1.6e-09 1.4e-14 1.0e-11
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Table A.3: link velocity q̇ response comparison: settling time [s] with different
reference steps (target [rad/s]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 3.0010 5.5331 1.4986 - - -
1 0.8550 3.7572 0.5885 0.2849 0.5199 0.2849

1
2

0 3.5314 6.9335 1.6615 - - -
2 0.8547 3.7575 0.5889 0.2847 0.5202 0.2847

1
2

0 3.8418 7.1161 1.7560 - - -
3 0.8547 3.7575 0.5889 0.2847 0.5201 0.2847

1
2

0 4.0621 7.2076 1.8223 - - -
4 0.8553 3.7574 0.5889 0.2847 0.5202 0.2847

1
2

0 4.2325 7.2638 1.8736 - - -
5 0.8553 3.7574 0.5890 0.2847 0.5202 0.2847

1
2

1 1.2997 3.4750 0.4766 0.7533 0.6390 0.7533
0 1.7236 8.5764 4.0023 - - -

1
2

2 1.2999 3.4747 0.4763 0.7531 0.6390 0.7531
0 1.7937 9.7893 5.6998 - - -

1
2

3 1.2998 3.4750 0.4763 0.7533 0.6387 0.7529
0 2.6250 0.1236 6.6926 - - -

1
2

4 1.2998 3.4751 0.4763 0.7535 0.6387 0.7530
0 2.8622 0.2529 7.3970 - - -

1
2

5 1.2995 3.4745 0.4764 0.7534 0.6387 0.7529
0 3.0327 0.3301 7.9435 - - -
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Table A.4: motor velocity θ̇ response comparison: RMSE [rad] with different
reference steps (target [rad/s]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0193 0.0638 0.0085 7.0e-12 7.9e-17 6.1e-17
1 0.0595 0.0741 0.0558 0.0465 0.0550 0.0465

1
2

0 0.0393 0.1279 0.018 1.4e-11 1.3e-16 1.3e-16
2 0.1251 0.1520 0.1172 0.1005 0.1153 0.1005

1
2

0 0.059 0.1926 0.0273 2.3e-11 2.3e-16 1.9e-16
3 0.1891 0.2293 0.1765 0.1524 0.1737 0.1524

1
2

0 0.0796 0.2587 0.0371 2.5e-11 2.2e-16 2.8e-16
4 0.2558 0.3087 0.2396 0.2077 0.2342 0.2077

1
2

0 0.0986 0.3236 0.0467 3.8e-11 5.1e-16 2.9e-16
5 0.3196 0.3867 0.2979 0.2600 0.2923 0.2600

1
2

1 0.0374 0.0738 0.0427 0.0327 0.0422 0.0327
0 0.0438 0.0672 0.0011 7.5e-12 1.2e-16 1.2e-16

1
2

2 0.0757 0.1496 0.0869 0.0662 0.0850 0.0662
0 0.0879 0.1362 0.0022 1.6e-11 1.7e-16 2.4e-16

1
2

3 0.1157 0.2265 0.1343 0.1019 0.1285 0.1019
0 0.1323 0.2053 0.0033 2.9e-11 3.6e-16 5.0e-16

1
2

4 0.1539 0.3021 0.1790 0.1353 0.1714 0.1353
0 0.1758 0.2734 0.0045 3.1e-11 3.8e-16 4.5e-16

1
2

5 0.1941 0.3795 0.2265 0.1710 0.2154 0.1710
0 0.2209 0.3430 0.0057 3.5e-11 7.1e-16 6.3e-16
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Table A.5: motor velocity θ̇ response comparison: overshoot [rad] with different
reference steps (target [rad]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.0298 0.0890 0.2215 5.9e-11 6.6e-16 6.5e-16
1 0.0536 0.0890 0.0055 0.0077 0 0.0077

1
2

0 0.0596 0.1781 0.4432 1.3e-10 1.1e-15 6.5e-16
2 0.1072 0.1781 0.0111 0.0154 0 0.0154

1
2

0 0.0894 0.2672 0.6648 3.4e-10 2.2e-15 2.6e-15
3 0.1608 0.2671 0.0166 0.0231 0 0.0231

1
2

0 0.1193 0.3563 0.8864 2.4e-10 2.6e-15 1.7e-15
4 0.2145 0.3561 0.0222 0.0298 0 0.0298

1
2

0 0.1491 0.4454 1.1080 3.6e-10 6.1e-15 1.5e-15
5 0.2681 0.4452 0.0278 0.0385 0 0.0385

1
2

1 0.0506 0.1524 0 0.0254 0.0042 0.0254
0 0.0922 0.1518 0.0209 1.1e-10 1.8e-15 1.7e-15

1
2

2 0.1012 0.3049 0 0.0509 0.0084 0.0509
0 0.1845 0.3036 0.0419 2.1e-10 2.7e-15 2.6e-15

1
2

3 0.1519 0.4574 0 0.0761 0.0126 0.0761
0 0.2767 0.4555 0.0629 4.4e-10 5.3e-15 3.5e-15

1
2

4 0.2025 0.6099 0 0.1025 0.0168 0.1025
0 0.3690 0.6074 0.0839 3.8e-10 5.3e-15 8.8e-15

1
2

5 0.2531 0.7624 0 0.1284 0.0210 0.1284
0 0.4612 0.7592 0.1047 5.1e-10 7.1e-15 1.0e-14
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Table A.6: motor velocity θ̇ response comparison: settling time [s] with different
reference steps (target [rad/s]) for each output (n)

n Target Original Static SVD Ideal Simplified Inverted

1
2

0 0.9084 2.8509 0.5930 - - -
1 0.4830 1.1343 0.0647 0.0607 0.0690 0.0607

1
2

0 1.0297 3.01499 0.7502 - - -
2 0.4831 1.1349 0.0661 0.0619 0.0689 0.0619

1
2

0 1.1028 3.0769 0.8436 - - -
3 0.4817 1.1322 0.0648 0.0609 0.0691 0.0609

1
2

0 1.1528 3.1077 0.9101 - - -
4 0.4831 1.1342 0.0654 0.0612 0.0695 0.0612

1
2

0 1.1928 3.6005 0.9596 - - -
5 0.4833 1.1335 0.0660 0.0619 0.0701 0.0619

1
2

1 0.4574 1.1795 0.0810 0.0502 0.0655 0.0502
0 1.0765 2.9244 0.1445 - - -

1
2

2 0.4575 1.1815 0.0803 0.0507 0.0644 0.0507
0 1.1928 3.0290 1.0408 - - -

1
2

3 0.4582 1.1786 0.0807 0.0506 0.0652 0.0506
0 1.2600 3.5861 1.6057 - - -

1
2

4 0.4579 1.1784 0.0806 0.0509 0.0652 0.0509
0 1.3044 3.7199 2.0081 - - -

1
2

5 0.4586 1.1787 0.0808 0.0498 0.0653 0.0498
0 1.3418 3.7869 2.3182 - - -
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