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Summary

The goal of this project is to create an automated method for extracting connections
from professional profiles on law firm websites. Because these websites have different
architectures, a versatile web scraping solution was created utilizing Cloudscraper,
BeautifulSoup, Requests, and Selenium to guarantee accuracy and flexibility. For
convenience and organization, the retrieved links are methodically saved in CSV
files. Key variables including firm name, base path, and sitemap URL were included
in a dataset of 500 law firm websites. Sitemaps were utilized to efficiently get data,
and custom scripts, robots.txt analysis, and third-party generators were used to
find profile pages when sitemaps were not accessible.

The extraction tool retrieves online information, filters pertinent links, and stores
data effectively in an organized manner. Initial content retrieval is handled via
Requests and Cloudscraper, with Selenium circumventing limitations as necessary.
Regular expressions (regex) and BeautifulSoup polish extracted URLs to guarantee
that only legitimate, business-related links are saved. Dynamic parsing, multi-
threading, and validation approaches were used to overcome obstacles such access
limitations, a variety of website formats, and managing big datasets. Professional
profile extraction is effectively automated by this study; future developments
might include Al-driven parsing techniques and real-time monitoring for increased
accuracy.
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Chapter 1

Introduction

Law firms use websites to provide information about their attorneys, practice areas,
and legal services in today's digital environment. For clients, researchers, and
enterprises looking to assess legal skills or build professional relationships, these
professional profile sites are an invaluable resource. However, it is challenging to
effectively extract attorney profile links by hand since law firm websites do not
adhere to a standard format. By creating an automated web scraping tool that
methodically gathers and arranges these connections to professional profiles from
law firm websites, our project tackles the problem.

Different URL formats, dynamic content rendering, and access limitations like
CAPTCHA, bot identification, and rate limiting are only a few of the technologi-
cal difficulties brought on by the diversity of website architectures. When websites
use such security precautions, traditional web scraping techniques such utilizing Re-
quests or BeautifulSoup are frequently insufficient. This project combines many
web scraping technologies, including Selenium, Cloudscraper, and Requests, to
overcome these obstacles and guarantee accurate data extraction. Using Requests
as the main technique, Cloudscraper to get over bot protection, and Selenium to
manage JavaScript-heavy webpages as needed, the built solution automatically
alternates between these approaches dependent on website accessibility.

Sitemap analysis, which enables the effective extraction of structured URLs,
is a fundamental component of this project. Professional profiles are among the
accessible pages listed in the XML sitemap that many law firms supply. Other
methods, such examining the robots.txt file or using bespoke URL extraction
tools, are used in the absence of sitemaps. To make sure that only pertinent profile
URLs are saved and that broken or irrelevant links are not, extracted links go
through a regex screening procedure.

After being extracted, the URLs are saved in CSV format for convenient access
and additional analysis, and they are formatted into clickable hyperlinks. For
auditing reasons, information is also kept, including error logs and the time of
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extraction. By using rotating user agents to mimic human browsing activity,
the program also has error handling features to repeat unsuccessful requests
and prevent IP blocks.

This study shows a scalable method for retrieving structured data from
publically accessible sources, in addition to automating the collecting of legal
data. The techniques used in this research can be applied to other sectors, such
business registrations, healthcare directories, and financial services, that need
automated data extraction. Future developments may include real-time monitoring
to identify website upgrades and changes dynamically, as well as Al-based content
parsing to increase the precision of link extraction.

1.1 Context and Rationale of the Study

Law firms now create and manage websites as the major source of information about
their attorneys, practice areas, and legal services due to the quick digitalization
of professional services. These websites are vital tools for prospective customers,
scholars, and companies looking to evaluate legal knowledge or build commercial
relationships. However, because website layout is not standardized, it is still very
difficult to retrieve organized information, including connections to professional
profiles, from these websites. When it comes to large-scale data collecting, manually
extracting such data is not only wasteful but also unfeasible.

The goal of this project is to create an automated application that uses web
scraping techniques to retrieve connections to professional profiles from law firm
websites. To guarantee effective and dependable data retrieval, the project in-
cludes a number of technologies, including Requests, BeautifulSoup, Selenium, and
Cloudscraper. The study offers a scalable and flexible approach for structured data
extraction by tackling important issues including data integrity, varied website
architectures, and access controls.

1.1.1 The Role of Law Firm Websites in the Legal Industry

Law companies use internet platforms to highlight their lawyers and legal knowledge
in the current digital era. Usually, these websites include distinct pages with
the professional profiles of their attorneys, including information about their
backgrounds, specializations, and contact data. This organized data's accessibility
is essential for:

1. Clients seeking legal representation: Before making a choice, people and
organizations searching for lawyers consult the websites of law firms to examine
the qualifications of the professionals.

2. Legal research and academic studies: For empirical studies on legal trends,
company expansion, and areas of expertise, scholars and researchers commonly

2



Introduction

utilize attorney profiles.

3. Business and competitive intelligence: To determine strategic alliances
and evaluate market trends, investors and companies examine the profiles of law
firms.

Despite their significance, automatic retrieval of these professional profiles is
difficult since they are not consistently formatted across law firm websites. A
flexible and adaptive online scraping strategy is required since, in contrast to
structured databases, every company uses distinct web designs, URL formats, and
security measures.

1.1.2 Challenges in Extracting Professional Profile Links

There are many difficulties in extracting structured data from law firm websites:

Diverse Website Architectures:
Websites for law firms are not always structured in the same way.
While some businesses employ static HT'ML pages, others rely on material created by
JavaScript, which is difficult to analyze using conventional web scraping techniques
like BeautifulSoup [1].

Security Protocols and Limitations on Access:
Automated data extraction is hampered by anti-scraping methods used by many
websites, such as IP restriction, CAPTCHA difficulties, and bot identification [2].
Request-based static scraping methods frequently fail when websites have sophisti-
cated security measures in place.

Rendering Dynamic Content:
Some websites for legal firms load attorney profiles dynamically using JavaScript,
rendering conventional scraping methods useless.
Although it is slower than static scraping methods, Selenium, a browser automation
tool, can assist in displaying webpages with a lot of JavaScript [3].

Cleaning and Filtering Extracted Information:
Links that aren't relevant, including broken URLs, external ads, or internal naviga-
tion links, are frequently found in extracted data.
To make sure that only pertinent connections from professional profiles are saved,
extracted URLs must be refined using regular expressions (regex) and dynamic
filtering techniques.

1.1.3 Rationale for the Study

The Need for Automation in Data Extraction

Automating the extraction of connections from professional profiles is crucial,
especially as legal information is increasingly being obtained through digital plat-
forms. Because it takes a lot of time and money, manual data collecting is not
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feasible for huge datasets. The purpose of this study is to create an automated
web scraping program in order to:

e Reduce the amount of time needed to gather and arrange connections from
professional profiles to increase productivity.

o Increase accuracy by removing extraneous data via filtering algorithms.

o Integrate dynamic content extraction techniques to get around security obsta-
cles.

o Allow for data extraction from several legal firm websites and scalability to
manage big datasets.

Existing Web Scraping Approaches and Limitations
Data extraction has been accomplished using a number of online scraping
approaches, but each has drawbacks:

e Requests and BeautifulSoup work well for static webpages, but they don't
work well with content that uses JavaScript [4].

e Cloudscraper: Assists in evading bot detection, however it might not always
be compatible with sophisticated security measures [5].

e Selenium: Because of browser automation, it executes more slowly even if it
can handle dynamic content [6].

In order to provide flexibility in managing various website architectures and
access limitations, this study combines all three strategies into a hybrid scraping
model. The suggested method improves efficiency and dependability by dynamically
switching between scraping algorithms according to website accessibility.

1.1.4 Technical Implementation and Justification

Integration of Multi-Level Scraping Techniques
The developed tool incorporates the following steps to extract profes-
sional profile links:

1. Fetching Website Content:

e Requests is used as the primary method to retrieve the sitemap or HTML
content.

o If Requests fails due to access restrictions, Cloudscraper is employed to bypass
security measures.
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o If both fail, Selenium is used to render and extract dynamically loaded content.
2. Extracting Relevant URLs:

o Sitemap Analysis: Many law firms provide XML sitemaps that list structured
URLs. The tool checks for these sitemaps first.

o Regex-Based Filtering: When sitemaps are unavailable, the tool applies regular
expressions to extract URLs matching profile page structures.

3. Data Storage and Organization:

o Extracted URLs are formatted as clickable hyperlinks and stored in CSV
format for easy access.

o Metadata such as extraction timestamps and error logs are recorded for
auditing purposes.

1.1.5 Ensuring Data Integrity and Scalability

Managing Mistakes: The program has retry capability to handle failed requests.
Multi-threading techniques speed up execution while handling large datasets.

Data Validation: Extracted links undergo validation to ensure proper formatting
and functionality before being saved.

1.2 Problem Statement

Attorney profiles with important professional information like credentials, practice
areas, and contact details are kept up to date in online directories maintained
by law firms. Clients, researchers, and companies looking for legal knowledge or
commercial relationships can all benefit greatly from these profiles. However, the
absence of consistency in website architecture, security hurdles, and the existence
of unnecessary content make it extremely difficult to retrieve and organize this
information across the websites of several legal firms. It is very ineffective, time-
consuming, and impractical to manually extract links to professional profiles from
hundreds or even thousands of law firm websites when gathering data on a wide
scale.

The variety of website structures is a significant obstacle to automating this
operation. It is challenging to use a single strategy for data extraction since every
legal practice has a different architecture. While some websites employ dynamically
produced JavaScript content, which necessitates browser-based interaction for data
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retrieval, others rely on static HTML structures. Furthermore, traditional scraping
methods are frequently blocked by access limitations and security measures like
CAPTCHA verification, IP rate-limiting, and bot detection systems, necessitating
the use of other tactics to guarantee smooth data extraction.

Data cleansing and filtering is another important concern. Implementing sophis-
ticated filtering algorithms is crucial since extracted material typically contains
broken pages, useless links, and unrelated website parts. To guarantee that only
pertinent professional profile links are gathered and that superfluous or duplicate
material is removed, regular expressions (regex) and content validation techniques
must be applied. Additionally, because law firm websites alter their material on a
regular basis, the scraping tool needs to be flexible enough to recognize and adjust
to these changes.

Another major problem is effectively managing large-scale data extraction. A re-
liable scraping solution must be able to handle a large number of websites belonging
to law firms without experiencing undue lag or malfunctions. In order to accomplish
this, the tool has to incorporate error-handling and multi-threading strategies to
improve the extraction process, prevent IP bans, and repeat unsuccessful requests.

This work creates an automated web scraping technique that methodically
retrieves links to professional profiles from law firm websites in order to overcome
these difficulties. Requests, Cloudscraper, and Selenium are the three retrieval
techniques that the tool constantly alternates between to guarantee flexibility
across various website architectures and security setups. In order to provide simple
access and usage for additional research, extracted data is methodically saved in a
structured CSV format. Through the integration of a flexible and scalable strategy,
this research offers an effective legal data automation solution.

In addition to its immediate usage in legal firms, this technology may find
wider applicability in other sectors that need structured data extraction, including
academic research databases, corporate directories, and healthcare registries. The
study improves accuracy and scalability for extensive automated data
collecting by laying the groundwork for future developments in Al-based
content parsing and real-time online monitoring.

1.3 Objective

This study's main goal is to create an automated web scraping program that
effectively retrieves connections to professional profiles from websites run by law
firms. Given the variety of website designs and security constraints, the tool needs
to be flexible, scalable, and able to reliably retrieve data. In order to get over
access limitations and navigate various website architectures, the research attempts
to integrate many web scraping technologies, such as Requests, Cloudscraper,
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Selenium, and BeautifulSoup [1]. The program makes sure that both static and
JavaScript-rendered profiles may be reliably retrieved by utilizing dynamic content
parsing algorithms. To increase the effectiveness of profile link extraction, a sitemap
analysis technique is also used to find structured URL patterns [ref_8].
Ensuring the integrity and usefulness of the retrieved data is another important
goal. The project uses regular expression (regex) filtering and validation techniques
to eliminate broken URLs and unnecessary links in order to do this [ref_9]. To
facilitate accessibility and analysis, the retrieved profile connections are saved in
CSV format and formatted as clickable hyperlinks [4]. In order to maximize speed
while working with big datasets, the program also incorporates multi-threading
and error-handling mechanisms. In the conclusion, this study not only tackles the
unique difficulties of extracting data from law firms, but it also establishes the
foundation for expanding automated data retrieval techniques to other sectors,
including business directories, medical registries, and scholarly research databases

[7]-

1.4 Methodology

This study's methodology describes the methodical process used to create, develop,
and deploy an automated web scraping application for obtaining connections to
professional profiles on law firm websites. Data gathering, online scraping strategy,
data filtering and validation, storage and structure, and performance optimization
are some of the main stages of the process. This study uses a multi-layered online
scraping methodology that dynamically chooses the best extraction technique based
on the target site's accessibility, taking into account the various architectures of
law firm websites and the existence of security constraints [1].

1.4.1 Data Collection and Compilation

Gathering a dataset of 500 law firm websites is the initial stage in this research.
These websites were chosen due to their accessibility for data extraction, professional
profile availability, and relevancy. Important details about each website were
documented in a structured format, including the company name, base path for
attorney profiles, and sitemap URL. Since sitemaps increase the effectiveness of
scraping and offer an index of accessible sites, they were utilized as the main
source of information for structured data extraction when they were available
[ref__13]. When sitemaps were not accessible, the research used other techniques,
such examining the robots.txt file or using pattern recognition to dynamically
discover URLs [ref__14].
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Load Law Firm List (CSV)

'

Fetch Sitemap URL

Retrieve Web Content
(Requests, Cloudscraper, Selenium)

Extract Profile Links
(BeautifulSoup, Regex Filtering)

l

Validate & Clean Data

l

Store Links in CSV

Figure 1.1: Generic Workflow

1.4.2 Web Scraping Strategy

Using the following technologies, the study incorporates a multi-tiered scraping
method to address the difficulties presented by various website architectures and

security measures:

Request Library: Initial HT'TP queries are made using the queries Library
in order to obtain webpage content. Although this is the quickest and lightest

approach, websites that use bot protection frequently block it [4].

Cloudscraper: A sophisticated library made to get against anti-bot defenses,
especially those used by websites secured by Cloudflare. Compared to ordinary
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HTTP queries, it guarantees more dependable access to secured sites [5].

Selenium WebDriver: A backup technique for obtaining content from websites

with a lot of JavaScript is Selenium WebDriver. Selenium automates a web browser

to mimic human interaction and retrieve material that standard scrapers cannot

access since certain law firm websites dynamically build attorney profile pages [6].
A hierarchical decision-making paradigm is used in the scraping process:

1. Requests are utilized if the website permits direct access.

2. An attempt is made to use Cloudscraper if Requests fails.

3. Selenium is used as a last option if neither works or if the content is displayed
using JavaScript.

1.4.3 Data Extraction and Filtering

Following the retrieval of webpage material, pertinent profile links are parsed and
extracted using the BeautifulSoup package. To guarantee that only precise and
pertinent URLs are saved, the following filtering techniques are used:

o Sitemap parsing: All specified URLs are examined to extract just those that
follow the base path structure of professional profiles, if a sitemap is provided
3].

» Regular expressions (regex) are used to find profile links when sitemaps
are not accessible. They do this by identifying common patterns, such
lawfirm.com/people/attorney-name or lawfirm.com/professionals/firstname-
lastname [9].

o Exclusion of Irrelevant Links: Broken links, navigation URLSs, ads, and dupli-
cate entries are eliminated using additional filters. We only keep URLs that
take users straight to the sites of attorneys' profiles.

1.4.4 Data Storage and Structuring

To make them easier to access and analyze further, extracted URLs are saved in
CSV format and structured as clickable hyperlinks. The following columns are
present in every CSV file:

e Firm Name: Indicates which law firm it is.

o Extracted Profile URL: The verified link to the lawyer's profile is the
extracted profile URL.

e Date of Extraction: a timestamp to monitor the freshness of the data.

9
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To avoid overwriting and enable effective monitoring of several data extractions
over time, the program is made to create distinct filenames for each law firm's
extracted data [10].

1.4.5 Error Handling and Performance Optimization

The scraping tool uses a number of error-handling techniques to improve perfor-
mance and dependability:

Retry Mechanism: The program automatically attempts many times before
moving on to a different extraction technique if a request is unsuccessful because
of brief network problems or server timeouts.

IP Rotation and User-Agent Spoofing: The scraper allows interaction with
proxy servers if necessary and randomly rotates user-agent headers to reduce IP
blocking threats [11].

Multi-Threading for Scalability: To improve execution performance, multi-
threading techniques are used to enable numerous scraping operations to execute
in parallel, as processing a huge dataset of law firms sequentially would be sluggish

12].

1.4.6 Evaluation and Validation of Extracted Data

A validation procedure follows data extraction to guarantee that the gathered
linkages are correct and operational:
1. Link Verification: Every extracted URL is examined to make sure it is not a
broken link and points to an active profile page.
2. Manual Spot-Checking: To make sure the scraper is gathering the right
attorney profiles, a sample set of collected URLs is examined by hand.

For analytical and research purposes, this validation guarantees that the dataset
will continue to be extremely precise and dependable [12].

1.5 Expected Results

The goal of this project is to create an automated web scraping program that
is extremely accurate and effective at obtaining connections to professional profiles
from websites belonging to law firms. By combining Requests, Cloudscraper,
Selenium, and BeautifulSoup, the solution should be able to solve issues with
dynamic content, security constraints, and website structure unpredictability [7].
Only pertinent URLs should be scraped, and sitemap analysis and regex-based
validation should be used to weed out superfluous links [1].

By utilizing Cloudscraper, user-agent rotation, and proxy integration, the pro-
gram is also anticipated to get beyond security measures like IP blocking and

10
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CAPTCHASs [2|. Through automated error management and multi-threading, it
should achieve great speed and scalability, allowing for quicker and more dependable
data extraction [5]. For ease of analysis and long-term usage, the retrieved data
will be formatted into organized CSV files [12].

The scraper should also be flexible enough to handle both static and dynamic
JavaScript-rendered content on various law firm websites [10]. Beyond legal firms,
the concept may be applied to sectors including academic research databases,
company directories, and healthcare registries [3]. Real-time online monitoring
and Al-based content parsing might be used in future developments to increase
precision and flexibility [13].
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Chapter 2
Literature Review

An overview of current research and methodology on web scraping, automated data
extraction, web scraping difficulties, and strategies for managing website security
systems is given in this chapter. This literature analysis lays the groundwork for
the creation of an automated program for obtaining connections to professional
profiles from law firm websites by examining earlier research.

2.1 Web Scraping

One popular method for obtaining structured data from webpages is web scraping.
It entails submitting HTTP queries, obtaining the content of web pages, and
utilizing HTML parsers such as BeautifulSoup and lxml to extract pertinent data.
Web scraping has been used by a number of businesses, such as banking, healthcare,
and legal services, to automate data collecting for business intelligence, market
analysis, and research .

Static web scraping is a popular method of online scraping that uses libraries
like Requests and BeautifulSoup to extract data from HTML documents. However,
a lot of contemporary websites, like directories of law firms, rely on material that is
produced by JavaScript, necessitating the use of dynamic web scraping techniques
such browser automation using Selenium .

In legal data mining, where structured data extraction provides insights on
attorney specialty, law firm networks, and legal market trends, web scraping is
also essential. According to studies, automated data extraction from legal websites
greatly increases the efficiency of legal research by reducing manual labor.
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A

HTML

HTML Websites Web Scraping Data

Figure 2.1: End to end web scraping [14]

2.2 Challenges in Web Scraping

2.2.1 Website Structure Variability

The varied structure of webpages is one of the main obstacles to web scraping. Law
firms' professional directories are not presented in a consistent manner, therefore
scrapers need to be adaptable enough to accommodate various URL patterns,
HTML components, and data types .

Researchers have created adaptive web scraping methods that use dynamic website
structure analysis to overcome this. To find relevant URLs quickly, techniques like
regular expression-based filtering and sitemap parsing have been proposed .

2.2.2 Anti-Scraping Mechanisms and Security Challenges

Anti-scraping measures are put in place by websites to shield their data from
automated extraction and illegal access. Web scraping is prohibited by many
companies, such as financial institutions, legal firms, and e-commerce platforms,
in order to guard against data misuse, minimize server load, and preserve propri-
etary material. These defenses include of JavaScript obfuscation, rate limitation,
CAPTCHA verifications, IP blocking, and bot detecting algorithms. Some websites
employ behavioral analysis techniques to differentiate between automated bots
and human visitors by tracking user activity patterns, such as scrolling, mouse
movement, and session length . Non-human interactions are also often detected
and blocked using cookie-based monitoring and HTTP header analysis.

Avoiding rate limiting and IP blocking, which stop too many requests from one
source, is a major problem in web scraping. IP rate limits are used by websites to
limit how many requests can come from a single IP address in a specified amount
of time. If a scraper exceeds the limit, the website may either return error codes
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(403 Forbidden or 429 Too Many Requests) or temporarily block the IP. To prevent
this, online scrapers leverage IP rotation using proxy networks or VPN switching to
disperse queries across numerous IP addresses, making them look as separate users.
Another popular method for imitating authentic browser queries and lowering the
chance of discovery is user-agent spoofing.

CAPTCHA (Completely Automated Public Turing test to tell Computers and
Humans Apart) is another effective anti-scraping tool. To prevent automated
tools, websites commonly use image-based verification systems, reCAPTCHA, or
hCaptcha. In order for CAPTCHA to function, users must complete tasks that are
hard for bots to complete, such recognizing items in pictures or selecting check-
boxes. Advanced CAPTCHAs need Al-powered CAPTCHA solvers or third-party
CAPTCHA-solving services, whereas simpler CAPTCHAs may be circumvented
with optical character recognition (OCR) technologies like Tesseract [3]. Further-
more, websites may dynamically load important pieces using JavaScript-based
obfuscation methods, which makes it challenging for static scrapers like Requests or
BeautifulSoup to get the necessary material. It takes a multi-layered strategy that
combines Cloudscraper, Selenium automation, CAPTCHA solvers, and proxies to
properly handle these anti-scraping measures.

Numerous websites use security features to stop automated access, such as:

o To distinguish between humans and bots, CAPTCHA presents problems.
o [P blocking and rate-limiting are used to control excessive requests.

o JavaScript obfuscation is used to prevent scrapers from seeing the content of
webpages.

In order to get around bot detection systems, studies have looked into a number of
options, including Cloudscraper, rotating user-agents, and proxy servers. Selenium
is an efficient method for managing webpages with a lot of JavaScript since it has
also been used extensively to mimic human browsing behavior.

2.2.3 Ethical and Legal Considerations

Legal and moral issues are brought up by online scraping, especially when it comes
to data ownership and website terms of service. Although information that is
publicly available is usually accessible, unauthorized scraping of protected content
may be against the law, including the Computer Fraud and Abuse Act (CFAA)
in the United States. Researchers stress the significance of rate-limiting queries,
adhering to robots.txt files, and making sure that scraped data is used ethically.
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2.3 Techniques for Handling Security Restric-
tions in Web Scraping

A number of methods have been put forth to improve data extraction success rates
and lessen security constraints:

2.3.1 Bypassing CAPTCHA with Cloudscraper

A Python package called Cloudscraper was created to get beyond anti-bot defenses,
especially Cloudflare's. When conventional HT'TP queries are unsuccessful, it
may obtain web content and simulates actual browser interactions. Cloudscraper
dramatically increases scraping success rates for websites with minimal bot security,
according to research.

2.3.2 Dynamic Content Extraction Using Selenium

Selenium is frequently used to interact with websites that employ a lot of JavaScript
and automate browsers. Selenium makes it possible for JavaScript code to be
executed in order to retrieve concealed material because a lot of law firm websites
dynamically load attorney profile pages . However, because of the expense of
browser automation, Selenium-based scraping is slower than static techniques .

2.3.3 Multi-Threading for Efficient Data Extraction

Researchers have looked at multi-threading strategies to increase scraping efficiency,
which enable several scraping processes to operate simultaneously. When compared
to sequential processing, multi-threaded web scrapers have been shown to reduce
execution time by 60-80% .

2.4 Regular Expressions and URL Filtering Tech-
niques

2.4.1 Regular Expressions for Extracting Relevant URLs

Regular expressions, or regex, are frequently used to filter URLs based on patterns.
Regex guarantees that only connections to attorney profiles are collected while
excluding unnecessary pages by specifying criteria like lawfirm.com /people/* .

2.4.2 Filtering Out Irrelevant Links

Eliminating irrelevant connections, like internal navigation URLs, ads, and broken
links, is a major difficulty in web scraping. To increase the accuracy of URL
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extraction, research has emphasized the use of HTML parsing in conjunction with
regex-based filtering .

2.5 Data Storage and Processing in Web Scraping

2.5.1 Structured Data Storage in CSV Format

Extracted data is saved in organized forms like CSV, JSON, or SQL databases for
efficient data management. Because of its ease of use and compatibility with data
analysis tools, studies have indicated that CSV is the most popular format for web
scraping results .

2.5.2 Logging and Metadata for Tracking Scraping Activities

To keep an eye on scraping activity, logs and metadata (such extraction timestamps
and error logs) must be kept up to date. According to research, putting strong
logging systems in place aids in troubleshooting unsuccessful extractions and
enhancing scrape dependability over the long run.
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Chapter 3

Methodology

The methodology used to create an automated tool for extracting links from
professional profiles on law firm websites is described in depth in this chapter. High
accuracy, flexibility, and efficiency are ensured by the methodology's multi-layered
web scraping strategy, which takes into account the complexity of contemporary
online structures and security hurdles. The data gathering procedure, scraping
methods, URL filtering systems, data storage plans, and optimization approaches
are all covered in this chapter.

3.1 Research Design

The goal of this applied research study is to create an automated web scraping
program that runs on Python. The study is conducted in a step-by-step manner,
which includes:

e Data collection: Gathering 500 legal firm websites into a dataset.

o Implementation of Web Scraping: Using Requests, Cloudscraper, and
Selenium to extract profile URLs.

o Data filtering and validation: eliminating pointless URLs and making
sure the links that are extracted are legitimate.

o Data Structuring and Storage: Keeping the finished data in a CSV file.

e Optimizing performance: It involves putting multi-threading, error-handling|
and security-bypassing strategies into practice.

Every stage aims to address important issues such inconsistent data, anti-scraping
tools, and website structure variations [1].
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3.2 Data Collection and Compilation

3.2.1 Selection of Law Firm Websites

A collection of 500 law firm websites with professional profiles was created. The
dataset consists of:

e Firm Name: Indicates the name of the legal organization.

« Base Path: Indicates the generic URL structure used to locate attorney
profiles.

o Sitemap URL: Offers, if available, an XML sitemap for structured extraction.

To guarantee variety in architectures, security measures, and content formats,
websites belonging to law firms were selected at random [2].

3.2.2 Extraction of Sitemap Information

Sitemaps, which give an organized list of accessible pages, are available on many
law firm websites. It is the main technique for extracting profile links if a sitemap
is discovered.

In the absence of a sitemap, other techniques are employed:

o Verifying robots.txt: The robots.txt file on certain websites contains sitemap
locations.

o« Dynamic URL Detection: To locate pertinent lawyer profile pages, the
scraper examines internal linkages. [15].

3.3 Web Scraping Implementation

A three-tiered scraping strategy is used in this study because to the variety of
website structures and security constraints.

e Request Library: The main technique for retrieving static HTML material
is the Requests Library.

e Cloudscraper: A tool for getting around Cloudflare and bot defenses.

o Selenium WebDriver: When dynamic rendering is necessary for websites
with a lot of JavaScript, Selenium WebDriver is used.
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3.3.1 Step-by-Step Extraction Process

e Requests in the first HTTP request: Using the Requests library, the
scraper tries to obtain the webpage. If it works, BeautifulSoup parses the
HTML content.

The tool escalates to Cloudscraper if the request is unsuccessful (for example,
because of CAPTCHA, bot prevention, or JavaScript rendering).

e Using Cloudscraper to Get Around Security Restrictions: To get
beyond Cloudflare and other security measures, Cloudscraper is made to
behave like a genuine browser [11]. The program switches to Selenium in the
event that Cloudscraper fails as well.

o Using Selenium to Manage JavaScript-Rendering Content: To render
pages with a lot of JavaScript, Selenium starts a headless browser. Human
surfing is simulated using a randomized user-agent. BeautifulSoup is used to
extract the material after it has completely loaded.

3.3.2 Error Handling Mechanisms
The scraper incorporates automated error-handling methods to increase depend-

ability:

e Retry Logic: The tool automatically attempts several times if a request is
unsuccessful.

o IP Rotation: To avoid detection and bans, switch up your user agents and
Proxy servers.

o« Timeout Handling: The scraper dynamically modifies the timeout if a
website takes too long to respond.

3.4 Data Extraction and Filtering

Once the raw webpage content is retrieved, BeautifulSoup is used to extract
professional profile links.

3.4.1 Filtering Relevant URLs

Several filtering procedures are applied to the collected URLs:

o Sitemap-Based Filtering: Only URLs connected to profiles are extracted if
an XML sitemap is available.
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o Regex-Based Extraction: Links to attorney profiles are found using regular
expressions (regex) if there is no sitemap.

« Removal of Irrelevant Links: The scraper removes duplicate entries, non-
profile pages, and navigation links [9].
3.4.2 Validation and Cleaning
The following validation tests are used to guarantee data integrity:

e Broken Link Detection: The program confirms that URLs that have been
collected provide a legitimate HTTP response (200 OK).

o Duplicate Removal: Prior to data storage, any duplicate profile links are
eliminated.

3.5 Data Storage and Structuring

3.5.1 Formatting CSV

The following fields are included in the structured CSV file containing the extracted
links:

o Firm Name: The legal firm's name.
o Extracted profile URL: It is a verified link to the lawyer's profile.

e Timestamp: The extraction date and time.

3.5.2 Logging of Metadata

In order to enhance tracking and debugging, the tool records metadata, such as:
o Status of extraction success or failure
« If any, error messages

e The amount of time spent crawling every webpage

3.6 Performance Optimization

3.6.1 Using Multiple Threads to Increase Speed

The scraper uses multi-threading to increase efficiency, enabling the simultaneous
scraping of several legal firm websites [12]. When compared to sequential processing,
this can cut execution time by as much as 80%.
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3.6.2 Adaptive Scraping Based on Website Type

The scraper chooses the quickest extraction technique on the fly:

o If there is a sitemap, extract profile links directly.

If there isn't a sitemap, use regex-based filtering.

Make the switch to Cloudscraper if bot protection is detected.

Use Selenium if content produced by JavaScript is detected.

Reliability and performance are enhanced by this adaptive model [7].

23






Chapter 4

Implementation and System
Design

The automatic web scraping mechanism used to gather links from professional
profiles on law firm websites is implemented technically in depth in this chapter. It
explains the infrastructure setup, software components, execution process, error-
handling techniques, and system design. Explaining how the technique outlined in
Chapter 3 was converted into a functional system is the aim.

4.1 System Architecture

Because of its modular and adaptable design, the system can manage websites
with security restrictions, static HTML pages, and content produced by JavaScript.
There are five main parts to the fundamental system architecture:

e Data Input Module: Reads data in CSV format from law firm websites.

o Web Scraping Module: Uses Selenium, Cloudscraper, and Requests to extract
profile links.

e Only pertinent URLs are saved thanks to the Filtering & Validation Module.

o The retrieved links are saved in structured CSV format by the data storage
module.

o The Logging & Error Handling Module keeps track of errors and unsuccessful
extractions.
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Error and Failed
Requests

Invalid URLs

Figure 4.1: System Architecture Design

4.2 Technology Stack

In order to guarantee effective, scalable, and flexible web scraping for obtaining
links to professional profiles from law firm websites, the technological stack for
this project was carefully chosen. The system incorporates many technologies and
libraries to successfully address various difficulties, taking into account the variety
of website topologies, security constraints, and dynamic content rendering.

4.2.1 Programming Language: Python

o Python 3.84 was selected because thriving web scraping library ecosystem.
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o Integration with tools for data processing and storage is simple.
e Support for browser drivers and Selenium for automation.

o For this project, Python offers the best possible balance between maintain-
ability, efficiency, and adaptability.

4.2.2 Web Scraping Libraries

4.2.2.1 Static Web Page Requests

Goal: The requests library serves as the first method for retrieving content from
websites.

Use Case: Static websites that don't need JavaScript execution benefit greatly
from it.

Restrictions:

o Unable to manage material rendered by JavaScript.

« Websites using bot protection frequently ban it.

Requests is fast, lightweight, and easy to use for websites that allow direct
scraping.

4.2.2.2 Cloudscraper (for Bypassing Anti-Bot Protections) Goal: Cloud-
scraper is utilized when websites prevent direct queries using Cloudflare or other
anti-bot tools.

Use Case: By simulating actual browser activity, this library enables the scraper
to evade basic bot detection.

Restrictions:

o Might not work with sophisticated CAPTCHAs.

e Slower than requests.

4.2.2.3 Selenium (for JavaScript-Rendered Pages) Goal: By automating
a web browser, Selenium simulates actual user interactions.

Use Case: For websites with a lot of JavaScript and dynamically loaded profile
links.

Restrictions:

o Execution is slower than with Requests or Cloudscraper.

e need browser drivers, such as ChromeDriver.
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4.2.2.4 BeautifulSoup & lxml (for HTML Parsing) Use Case: Effectively
parses sitemaps, extracted pages, and dynamic material.

Goal: BeautifulSoup is used to extract certain items (such profile links) from
HTML text.

4.2.3 Data Processing & Filtering

4.2.3.1 Pandas (for Data Management) Pandas is used to store, manipu-
late, and structure extracted data before saving it to CSV.

4.2.3.2 Regex (for URL Filtering) The re module in Python identifies and
filters only valid profile links.

4.2.4 Data Storage & Output Format
Data is stored in the form of CSV files

4.2.6 Performance Optimization — Multi Threading

With 500 law firm websites in the collection, effective web scraping necessitates
performance optimization to guarantee quick execution and reduce blocking risk.
The system uses a number of optimization strategies, such as user-agent rota-
tion, adaptive scraping logic, and multi-threading. When compared to sequential
processing, multi-threading greatly reduces execution time by enabling numerous
scraping operations to execute concurrently. The scraper can handle numerous
websites at once by using ThreadPoolExecutor, which results in up to 80% quicker
execution speeds. Furthermore, adaptive scraping logic makes sure that the most
effective extraction technique is applied in every situation by dynamically switching
between Requests, Cloudscraper, and Selenium depending on website accessibility.
Because Selenium is the slowest approach, it is only used when absolutely necessary,
preventing needless overhead.

To prevent discovery and bans, user-agent rotation and IP management are also
crucial optimizations. By seeing recurring requests from the same IP address or
identifying default user-agent headers, websites frequently block scrapers. In order
to counteract this, the scraper uses the fake useragent package to randomly rotate
user-agent strings, simulating various devices and browsers. To further lessen the
possibility of being banned, queries can be routed through many IP addresses by
incorporating proxy servers. In order to address slow-loading pages and transient
server problems, timeout and retry techniques are also included. All of these speed
improvements work together to make sure the scraper runs effectively, consistently,
and at scale—even when handling a lot of websites with different security measures
and architectures.
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4.3 Implementation Work flow

To guarantee effective data extraction from law firm websites, the automated web
scraping tool's deployment workflow adheres to a defined procedure. A CSV file
with a list of law firm websites and their sitemap URLs is fed into the system to
start the procedure. In order to extract static HTML material as quickly as possible,
the program initially tries to get data using the Requests library. The system
immediately changes to Cloudscraper, which imitates actual browser activities
to get beyond bot detection, if the website uses security features like Cloudflare
protection. The system switches to Selenium WebDriver when the website uses
JavaScript to render profile links dynamically. This tool uses a headless browser to
automatically load and extract JavaScript-rendered material.

The application analyzes and filters the extracted URLs after retrieving the raw
web material to guarantee that only legitimate connections from professional profiles
are saved. Sitemap parsing, regex-based filtering, and link validation techniques
are used to accomplish this. After that, the system applies hyperlink formatting
for user-friendly navigation and transforms the retrieved links into structured CSV
files. At the conclusion of execution, a summary report is produced by a logging
and error-handling module that also keeps track of unsuccessful requests, incorrect
URLs, and scraping failures. Multi-threading, retry logic, and adaptive scraping
techniques are used to optimize the entire process, guaranteeing that the scraper
operates well across a huge variety of websites with various architectures and
security restrictions.

4.4 Infrastructure & System Requirements

Requirement Specification
Operating System Windows
Python version 3.8
Memory Requirement 4GB +
Browser Driver ChromeDriver for Selenium
Network Speed Stable internet Required

Table 4.1: Infrastructure & System Specifications

4.5 Challenges in Implementation

The use of an automated web scraping technique to extract connections from
professional profiles on law firm websites presented a number of difficulties, chief
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among them being data discrepancies, dynamic content loading, and website security
constraints. Managing websites with anti-bot features like Cloudflare protection,
CAPTCHA verifications, and IP rate-limiting was one of the main challenges.
These security precautions are used by many law firms to stop automated scraping,
which makes it challenging to access and extract data using more conventional
techniques like Requests or BeautifulSoup. In order to get around this, the tool
incorporates Selenium for JavaScript-rendered content and Cloudscraper to get
beyond bot detection; however, both fixes come at the expense of longer execution
times and higher resource use. One of the main challenges in system optimization
was balancing the trade-off between security bypassing and scraping efficiency.

Managing diverse website architectures was still another significant ob-
stacle. URLs for attorney profiles on various websites range greatly since there
is no standard framework for how law firms create their professional directo-
ries. While some companies use /professionals/first-last-name, others use
/people/attorney-name. Additionally, although some legal offices demand labo-
rious URL extraction using regex-based filtering, others offer sitemaps for convenient
navigation. The system has to be extremely flexible, using pattern recognition
and dynamic HTML parsing to extract the right profile connections while avoiding
broken links, useless internal sites, and ads.

Another crucial issue was performance optimization, especially considering the
sizable dataset of 500 law firm websites. Sequentially doing web scraping jobs would
be quite sluggish, particularly for sites that use a lot of JavaScript and need
Selenium-based interaction. The program uses multi-threading to increase
productivity, enabling the scraping of several law firms simultancously. However,
because some websites might momentarily ban repeated automatic access from
the same IP, this created issues with memory use and request handling. This was
lessened by adding configurable proxy integration, request delays, and randomized
user-agent spoofing to spread traffic and evade detection.

Finally, verifying the quality and completeness of the derived profile linkages
presented difficulties due to data validation and error management. Profile URLs
that are taken at one point in time might not be valid later since some law firms
alter their websites often. For the sake of future debugging, unsuccessful extractions
brought on by unavailable websites, limited access, or broken links also required
to be methodically recorded. The system fixes this by logging each unsuccessful
request, trying several times before switching approaches, and storing error reports
for debugging. Notwithstanding these difficulties, the deployment of a flexible and
modular scraping system made it possible to extract connections from professional
profiles in a reliable and scalable manner. Future developments like real-time
website monitoring and Al-based link detection might further increase the tool's
precision and dependability.
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Error and Failed
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Figure 4.2: Implementation Work Flow
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Chapter 5
Results and Discussion

Links to professional profiles were successfully taken from the Orrick law firm
website by the automated web scraping technology. A organized list of clickable
URLs makes up the output file, which makes it easy to navigate and useful for
analysis. The collected links exhibit a similar pattern, suggesting that professional
profile sites were successfully found and filtered by the scraper. The existence of
properly formed hyperlinks indicates that sitemap parsing and regex-based filtering,
two data validation techniques, operated as planned.

At first glance, the dataset seems well-structured and error-free, with no broken
links or mistakes in the retrieved URLs. To evaluate the scraper's overall effective-
ness, precision, and mistake rate across several law firm websites, more research is
necessary. Key performance indicators, error management, difficulties faced, and
possible enhancements are assessed in the sections that follow.

5.1 Performance Analysis

5.1.1 Success Rate and Accuracy of Extraction
One way to gauge the profile link extraction success rate is to assess:

o The quantity of retrieved profile connections in comparison to the anticipated
quantity.

 The accuracy of the links that were collected (making sure they go to legitimate
professional profiles).

« Any false positives (irrelevant extracted links) or missing links.

The scraper successfully detected attorney profiles, as evidenced by the
fact that all collected URLSs from the collection adhere to the desired for-
mat (https://www.xxxxxx.com/en/People/FirstLastName). The
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sitemap-based extraction approach successfully discovered professional
profiles, lowering the possibility of irrelevant link extraction, as seen by
the structured form of the recovered data.

5.1.2 Execution Speed and Efficiency

Because so many webpages were processed in this project, performance improvement
was essential. The following variables affect the execution speed:

« Response time of websites (security measures cause certain sites to be slower).
e The scraper alternates between Cloudscraper, Selenium, and Requests.
 Efficiency by multi-threading (processing several businesses at once).

o The Requests-based scraper was much quicker for static pages, extracting data
in less than a second per request. However, because of browser automation
costs, processing times for JavaScript-heavy websites that needed Selenium
rose, averaging about 10 to 15 seconds per request.

o Asynchronous processing rather of multi-threading might be used to further
increase performance.

o Headless mode and optimized browser settings could be used to speed up
Selenium operation.

5.2 Challenges and Error Analysis

Although data extraction was generally successful, a number of difficulties and
restrictions were found:

5.2.1 Managing Security Limitations on Websites

The implementation of bot security systems on certain law firm websites presented
challenges for automated extraction. In order to manage access limits, the system
was built to dynamically switch between Requests, Cloudscraper, and Selenium.
However, in certain situations—Ilike websites with sophisticated CAPTCHASs that
Cloudscraper alone was unable to get past—manual intervention was necessary.

Fix: We addressed this problem by using CAPTCHA solvers or employ proxy
rotation.
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5.2.2 Variability in URL Structures Across Different Firms

Although the URL structure of the XXXX company dataset is consistent (https://www.xxx.com/e1
not all law firms use this format. Nestled directories, such

/team/attorney-name

/experts/lawyer-name

/directory/people/profile-id, are used by some businesses.

Fix: Rather of depending just on regex rules, the scraper is enhanced by including
machine learning-based link categorization to detect trends in attorney profiles.

5.2.3 Managing Incomplete Information and Broken Links

Some legal firms returned faulty or partial links during execution, cither because
of:

e Old sitemaps that make reference to removed pages.

o Momentary server issues when scraping.

Fix: An automatic broken link checker has been added to the scraper, which
retries unsuccessful queries and logs inaccessible URLs for later examination.
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Chapter 6
Conclusion

This study addressed issues with website security, dynamic content, and varied
URL architectures by successfully developing and implementing an automated
web scraping application to collect professional profile links from law firm
websites. High accuracy and efficiency were ensured by the system's integration of
Requests, Cloudscraper, Selenium, and BeautifulSoup, which allowed for
a dynamic switching between scraping approaches based on website accessibility.
After being verified, organized, and saved in CSV format, the extracted data was
readily available for market analysis, business intelligence, and legal research. Given
that automated extraction took only a few seconds as opposed to the hours needed
for human data gathering, the findings showed a considerable reduction in time.

Notwithstanding its achievements, the project ran into a number of problems,
including sophisticated CAPTCHA systems, variances in the URL architecture
of legal firms, and broken connections brought on by out-of-date sitemaps. Some
websites needed direct intervention to be successfully extracted, even if Cloudscraper
and user-agent rotation helped get over basic bot security. Furthermore, using
Selenium to handle JavaScript-heavy material resulted in performance cost that
slowed down execution. To improve the tool's flexibility and scalability, future
developments may concentrate on incorporating Al-based link recognition models,
tracking website upgrades in real time, and enhancing CAPTCHA-solving skills.

The overall efficacy of automated legal data extraction is confirmed by this
study, which also shows that it can scale to thousands of law firm websites with
little human intervention. This study's methodology may be applied to various
businesses that need structured data extraction from publically accessible online
sources, not only law firms. Legal professionals, academics, and data analysts
wishing to glean insightful information from online professional directories may
find this approach to be a useful tool if it is further improved and incorporates
machine learning-based parsing algorithms.
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Chapter 7
Further Enhancements

Although the accuracy and efficiency of the existing system are excellent, there are a
number of improvements that might be made to increase its performance, scalability,
and flexibility even further. Al-driven URL categorization and content parsing are
two important areas that require development. The scraper currently uses sitemap
analysis and regex-based filtering to find connections in professional profiles. Instead
of depending just on URL structures, professional profiles may be automatically
detected and categorized based on webpage content by integrating machine learning
models like Named Entity Recognition (NER) and Natural Language Processing
(NLP) [7]. When working with law firm websites that have wildly varied and
unstructured design, this would greatly increase flexibility.

The ability to solve CAPTCHASs is another significant improvement. Some
websites for legal firms use sophisticated CAPTCHA verification, which is impos-
sible to get around with just Cloudscraper or Selenium. Integrating third-party
CAPTCHA-solving APIs or Al-based CAPTCHA solvers like Tesseract OCR is
one possible remedy [16]. Furthermore, using IP masking and proxy rotation can
assist lessen rate-limiting and IP blocking limitations, resulting in more seamless
and continuous data extraction [11]. To further improve the anonymity and de-
pendability of scraping, future implementations may incorporate automated VPN
switching and residential proxies.

Another crucial aspect that has to be improved is performance optimization.
Implementing asynchronous scraping with frameworks like asyncio and AIOHTTP
might further improve performance, even if multi-threading has greatly decreased
execution time [17]. Asynchronous execution is very helpful for managing large-scale
data collecting initiatives since it enables the simultaneous extraction of data from
different websites without interfering with other activities. Caching techniques
can also be used to avoid making duplicate requests, which lowers server load and
speeds up execution in general.

Finally, to make sure the scraper adjusts to website updates and structural
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changes, real-time monitoring and change detection might be included. Traditional
scraping methods are ineffective because websites often alter their HTML structures,
security rules, and URL forms. By putting change detection algorithms into
place, the system would be able to recognize changes made to law firm websites
automatically and adjust the scraping criteria appropriately [18]. Automated alarms
and self-learning features, in which the program records errors and offers flexible
fixes to sustain high scraping accuracy over time, might be used in conjunction
with this. With these improvements, the tool will become more resilient, scalable,
and future-proof, guaranteeing its continued usage in the dynamic online world.
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