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The purpose of this thesis is to study and analyze the subjective perception
of both expert sound engineers and audio technicians from RAI regarding Head-
Related Transfer Functions (HRTFs). More specifically, it aims to determine which
of the tested HRTFs most closely resembles loudspeaker listening by subjecting
participants to a tailored test designed for the evaluation of selected HRTFs.

The study seeks to compare and analyze various HRTFs, including those from
artificial heads such as KEMAR and KU100, as well as personalized HRTFs
of the different sound engineers, which are calculated and processed through
specific procedures in order to maintain consistency between the test conditions.
Additionally, it investigates differences among the selected HRTFs in terms of
impulse response length and headphone equalization.

The subjective test is conducted in a 7.1.4 studio at RAI, where participants will
listen to various musical and non-musical files to assess various attributes identified
in the literature. The evaluation focuses on comparing the different HRTFs against
a reference, aiming to determine which choice best replicates loudspeaker listening.

The results aim to understand the preferences of sound engineers and the
differences between the HRTFs in terms of quality, spatial rendering, and perception.
The test outcomes show a preference for the KU100 Far Field at 128 samples and
indicate that personalized HRTFs are preferred with headphone equalization rather
than without.
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Summary

In recent years the demand for realistic and immersive audio experiences has
significantly increased due to advancements in virtual reality (VR), augmented
reality (AR), and 3D audio technologies. A key element of these experiences is
the accurate spatial rendering of sound, which allows listeners to perceive the
direction and distance of sound sources in a three-dimensional environment. The
Head-Related Transfer Function (HRTF) plays a fundamental role in ensuring
spatial precision and perception. This thesis investigates the use of binaural audio
processing for professional audio monitoring, focusing on how sound engineers and
audio technicians perceive and select different types of HRTFs. The study was
conducted in collaboration with RAI CRITS in Turin and involved a subjective
evaluation test in a controlled 7.1.4 surround sound room. The research compares
different HRTF types, including artificial head models (Neumann KU100, KE-
MAR) and personalized HRTFs, considering different impulse response lengths and
headphone equalization. The thesis presents a case study on the acquisition and
processing of impulse responses (IRs) in a professional studio environment, with
a custom pipeline developed for IR measurement, processing, and compensation,
ensuring accurate spatial audio reproduction and cohesion between literature-based
HRTFs and personalized ones. A listening test was designed following ITU-R
standards (ITU-1284, ITU-2132, SAQI) and conducted using webMUSHRA. Sound
engineers evaluated various HRTFs based on five perceptual attributes: sound
color, externalization, localization accuracy, scene depth, and overall subjective
quality. The results were analyzed using statistical methods, including boxplots,
histograms, and ranking systems, to identify the most preferred HRTF config-
urations. The findings provide valuable insights into the role of individualized
and non-individualized HRTFs in professional audio production and highlights
the importance of selecting appropriate spatialization techniques. These results
contribute to the ongoing development of binaural rendering and may guide future
research on HRTF personalization in professional applications for RAI CRITS.
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Chapter 1

Introduction

1.1 Context and Motivation

In the last years there has been a significant evolution in audio technologies, leading
to a remarkable increase in the demand for increasingly realistic and immersive
sound experiences. This growth has been driven by technological advancements
in digital content, music, video games, cinema, virtual reality (VR), augmented
reality (AR), and 3D audio technologies. The ability to accurately position and
localize sound sources in a three-dimensional space has become an essential aspect
to ensure an engaging and believable experience, enhancing the listener’s sense of
presence and immersion.

One of the key tools for spatial sound rendering is the Head-Related Transfer
Function (HRTF), which is a function that describes how an incoming sound wave
is filtered by the anatomical characteristics of a listener before reaching the eardrum.
This function depends on individual factors such as the shape of the head, outer
ears (pinnae), and torso, influencing the perception of the direction and distance
of a sound source. The accuracy of the HRTF is therefore crucial for achieving
correct sound localization and ensuring a realistic listening experience.

However, anatomical variability among individuals implies that the use of generic
or non-personalized HRTFs can introduce perceptual inaccuracies, reducing the
effectiveness of spatial audio reproduction. Despite this, non-individualized HRTFs
are often preferred due to their ease of implementation and lower cost compared to
personalized ones, making them a viable solution in various application contexts.
The choice of the most suitable HRTF is thus a matter of balancing perceptual
accuracy, ease of application, and technological accessibility.

1



Introduction

1.2 HRTF Acquisition and Types
There are various methods for acquiring HRTFs, each with specific advantages and
limitations. Among the most common techniques are measurements conducted on
artificial head models, such as the Neumann KU100 and KEMAR, which are widely
used in research and audio production for their reliability and standardization.
Alongside these traditional methodologies, more advanced techniques have been
developed, including HRTF acquisition through 3D mesh scans of the listener’s
anatomy or the analysis of the subject’s anthropometric parameters.

HRTF measurements can vary in terms of the number and placement of positions
chosen for data collection. In some cases, a fixed configuration is used, where the
subject remains static, and measurements are taken from different angles with
strategically positioned loudspeakers. In other approaches, variability is introduced
in the position of the listener or the loudspeakers to capture a larger number of
spatial points and achieve a more detailed representation of the sound filtering
characteristics.

1.3 Research Objectives
The primary objective of this thesis is to investigate the role of HRTFs in spatial
sound perception among audio professionals, specifically sound engineers and
technicians. In collaboration with RAI CRITS in Turin, an experiment will be
conducted to subjectively evaluate different types of HRTFs and determine which
one best approximates traditional loudspeaker listening.

The test will be carried out in a controlled listening environment with a 7.1.4
setup, allowing for a comparison between the perception of HRTFs derived from
artificial head models and those obtained through standard static measurements.
The analysis will be based on well-established methods and metrics from the
literature, such as [1],[2] and [3], to achieve an accurate assessment of listener
preferences. The ultimate goal is to understand which HRTF best preserves
the characteristics of loudspeaker listening, contributing to the selection of the
most suitable spatialization techniques for professional audio production and post-
production.

1.4 Thesis Structure
The thesis is structured as follows:

• Chapter 2 - Research and Methods: Present the methodes used for the
literature search and selection of paper.

2



Introduction

• Chapter 3 - Theoretical Background: This chapter will examine the funda-
mental principles of spatial sound perception.

• Chapter 4 - Head-Related Transfer Function: A detailed description of HRTFs
and their measurement methods.

• Chapter 5 - Case Study: Impulse Response Acquisition and Binaural Rendering:
Description of the process for acquiring impulse responses, their processing,
and their application in binaural rendering. The methodologies used and
equipment setup will be detailed.

• Chapter 6 - Results: Visualization of the results.

• Chapter 7 - Discussion: Discussion of the results.

• Chapter 8 - Conclusion

1.5 Research Contribution
This research aims to assess the perceptual effectiveness of different HRTFs com-
pared to loudspeaker listening. By conducting subjective tests with professional
audio engineers and audio technicians in a controlled 7.1.4 environment, the study
seeks to identify which HRTF best preserves spatial accuracy and realism relative
to loudspeaker-based reference listening. The findings will contribute to optimizing
HRTF selection for professional audio production and post-production, enhancing
spatial audio rendering techniques in immersive applications.

3



Chapter 2

Research and Methods

The main objective of this section is to outline the methodology used to identify
and analyze relevant research from 2019 to 2024 on HRTF measurement techniques
and their influence on spatial audio perception. This review provides the foundation
for the original work presented in this thesis by offering an overview of key studies
and insights that informed the development of the proposed methodology and
experiments. The steps included literature search, selection of papers, data analysis,
and the synthesis of key findings.

2.1 Literature Search
The present section focuses on the search for relevant works that analyzed HRTF
measurement techniques and their influence on spatial audio perception, either
in controlled laboratory environments or in unconventional settings using non-
standard methods. Specific conditions for binaural rendering were considered,
particularly focusing on results and analyses from studies published between 2019
and 2024.

The strategy used to find important and useful articles was based on the Population,
Intervention, Comparison and Outcome framework (PICO)[4] and was executed in
the Scopus database. The search was based on terms related to HRTF measurement
techniques, binaural rendering, and spatial audio perception.

4



Research and Methods

Keywords
HRTF

HRTF Personalization
3D AND Mesh AND HRTF

HRTF Measurements
Individual HRTF

Table 2.1: Table of keywords.

These terms appeared in the title, abstract, or keywords of the documents.
When the full text of a paper was not available in Scopus, additional searches
were conducted through ResearchGate, Google Scholar, PubMed, Zotero, Research
Rabbit, and Pico, a bibliographic search engine that provides integrated access
to all bibliographic resources of the Politecnico di Torino. These tools were also
used for general web-based literature searches beyond cases where Scopus did not
provide access to the full text.

2.2 Selection of Papers
After gathering the papers of interest, a more detailed inclusion or exclusion process
was applied, following the criteria outlined in the table below. This selection
process was conducted in two separate stages: the first involved screening all of the
titles and abstracts of the collected papers to determine their relevance, the second
involved reviewing the full text to ensure they met the necessary requirements for
inclusion in the review.

Parameter Value
Years 2019-2024

Language English
Years 2019-2024

Document Type Article
Source Type Journal

Table 2.2: Table of parameters and values.

Thus, by using Scopus and starting from the keywords, 1,617 documents were
retrieved. By applying the filters presented in the table above, the number of
relevant documents was narrowed down to 511.Considering only those available as
open access, the number further reduced to 215.

Finally, by selecting additional keywords related to the topic and present in the
titles or abstracts of the documents, 27 results were obtained.

5



Chapter 3

Theoretical Background

First and foremost, it is essential to provide a solid theoretical background to better
understand the concepts and methodologies explored in this thesis. This section
aims to introduce the key principles behind the HRTF (Head-Related Transfer
Function) which form the foundation for the research and experiments that follow.

3.1 Auditory System
The auditory system elaborates how we hear sounds in the environment. This
system is composed of the peripheral and central structures:

• The peripheral auditory structure includes the outer, middle, and inner ear.
The outer ear includes the pinna and ear canal, a tube about 2.7 cm long
with a resonance frequency around 3 kHz, where our hearing sensitivity is
at its peak. The middle ear consists of the malleus, incus, and stapes bones,
which have the task of converting the vibrations of the eardrum into amplified
pressure waves in the fluid of the cochlea. The middle ear also improves sound
transmission by matching the impedance and providing pressure gain through
the size difference between the eardrum and the oval window. The inner ear
contains the cochlea, which is responsible for the conversion of sound waves
into neural signals. Within the cochlea there is the basilar membrane that
responds to sound waves, its vibration amplitude varying by frequency [5].

• The central auditory structure includes the cochlear nuclei, superior olivary
nuclei, lateral lemniscus, inferior colliculus, medial geniculate nuclei, and
auditory cortex [6].

6



Theoretical Background

Figure 3.1: Anatomy of the human ear.
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3.2 Loudness
The human ears are therefore sensitive to frequencies between 2 and 5 kHz, which
is where many of the fundamental frequencies of the human voice and other sounds
important for communication are found, in fact the equal-loudness contour shows
how the humans perceive the frequencies in relation to the loudness. The curves in
the diagram represent the SPL (Sound Pressure Level) in dB required for different
frequencies to be perceived as equally loud at a given sound intensity. In other
words, they indicate how human hearing perceives volume at different frequencies
[7].

Figure 3.2: Normal equal-loudness-level contours.

The Loudness curves (contour) are expressed in phon, determined by comparison
test of pairs of pure tones, and show that at lower frequencies (below about 1 kHz)
and higher frequencies (above about 5 kHz), the sound pressure level must be
higher for the sound to be perceived as "equally loud" relative to a center
frequency such as 3-4 kHz. At the frequency of 1 kHz, by definition, the two scales
(dB and phon) coincide [5].

8
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3.3 Sound Localization
The sound localization is our ability to identify the location of a sound, so the
distance, elevation and direction of a sound source. Our brain and auditory system
use various cues for the localization of a sound source, such as binaural cues and
monoaural cues.
Monoaural cues are signals that are detected from a single ear, such as spectral
cues.
Binaural cues instead are caused by both ears, for example the Duplex Theory [8]:

• ITD (Interaural Time Difference): the difference in the arrival time of a sound
between the two ears. It happens when a sound source is placed near one ear
(the ipsilateral ear), causing the sound to reach the eardrum faster than the
other ear (the contralateral ear). Its more effective below 1.5 kHz, and
various experiments show that ITD relates to the signal frequency f . The
ITD for an incident plane wave from azimuth angle θ can be evaluated by [9]:

ITD(θ) = 2a

c
sin θ

More precisely:

ITD =

3 × r
c

× sin θ, if f ≤ 4000 Hz
2 × r

c
× sin θ, if f > 4000 Hz

Where the angular position of the acoustic source is θ, the head radius is r,
and the acoustic velocity is c.

• ILD (Interaural Level Difference): the difference in the sound pressure level
(volume) between the two ears. If a sound is coming from the right it will be
louder in the right ear than the left one. The ILD is more effective above 1.5
kHz, in fact is highly frequency-dependent and increase with increasing
frequency. It has been demonstrated that the IID relates to the signal
frequency f and the angular position of the acoustic source θ. The function
of IID is given by [9]:

ILD(r, θ, ϕ, f) = 20 log10

-----PR(r, θ, ϕ, f)
PL(r, θ, ϕ, f)

----- (dB)

where PL(r, θ, ϕ, f) and PR(r, θ, ϕ, f) are the frequency-domain sound
pressures at the left and right ears, respectively, generated by a sound source
at (r, θ, ϕ).
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These mechanisms are useful for identifying the sound source in the Azimuth
Plane (horizontal plane), but without giving information about the elevation and
the distance of the source from the listener. This generates the” Cone of
confusion”, where all the sounds present the same ILD and ITD, therefore are
indistinguishable.

Figure 3.3: Cone of confusion.

In the median plane ILD and ITD are small [5], so humans can distinguish
between frontal, up, or back direction due to the monaural cues.

Figure 3.4: The coordinate system for sound direction.
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3.4 Overview of Audio Configurations

Nowadays there are lots of audio configurations, each with its own features and
advantages that plays an important role for the listener’s experience and
perception. Here some example of the most common and famous audio
configurations:

• Mono Audio: Monophonic audio is the simplest configuration, it uses a single
audio channel and the result is an unified sound output. It’s commonly used
in telephony and voice recordings.

• Stereo Audio: Two audio channels, providing two separate information flows
(one for the right channel R and one for the left channel L) that emulate the
human ability to recognize spatial provenance.

Figure 3.5: Mono vs. Stereo.

• Surroud Sound: Involve multiple audio channels positioned around the
listener, creating an immersive audio experience. Common configurations are
5.1 and 7.1 surround sound systems (x.y means x full bandwidth channels
and 1 low-frequenxy effect channel). This configurations are highly used to
create realistic and immersive audio environment, but their require a
complex-setup and non-small space [10].
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Figure 3.6: Channel Definition.

Figure 3.7: 5.1 Layout.
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Figure 3.8: 7.1 Layout.

• Object-Based Audio: In an object-oriented system the audio content is
created independently of any specific loudspeaker layout. The audio content
is represented as audio objects containing the pure audio content, together
with metadata describing the position of the audio object along with the
properties of the audio object such as directivity in real time [10]. Some
examples of Object-Based Audio are: Dolby Atmos, DTS, Apple Spatial
Audio, Ambisonics.
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Chapter 4

Head-Related Transfer
Function

4.1 Definition of HRTF

In the previous chapter, fundamental principles were explored, including the
localization cues that are the basis of HRTFs. The head-related transfer function
contains both interaural and monaural spectral cues, making it a common tool for
synthesizing virtual sound images for headphone playback [11].

It captures all the acoustic transformations before reaching the tympanum [12], so
each individual has a unique HRTF shaped by their head, torso, and other
anatomical characteristics.

So, a head-related transfer function (HRTF) is an acoustic transfer function that
characterizes how sound reaches the ear from a specific point in space.

Having two HRTFs (one per ear) allows for the synthesis of binaural audio, in fact,
all of the cues encode the sound location and can be captured by the impulse
response (Head-related impulse response, HRIR).
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Figure 4.1: Visual concept of HRTF.

As shown in the image below, a Linear Time-Invariant (LTI) system is simply a
system that, when given an input signal s(t), generates an output signal g(t)
through convolution with the impulse response h(t).
In the context of HRTFs, a generic signal is convolved with the HRTF
corresponding to the correct direction to produce the signal that reaches the
auditory canal [13].
Therefore, an HRTF can be viewed as an LTI system that defines the relationship
between a sound source in free space and a specific position within the listener’s
ear canal, all under static conditions. Theoretically, any technique used to
determine the transfer function of an LTI system can also be applied to HRTF
measurements [11].

Figure 4.2: Core concept of signal processing in an LTI system [13].
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Figure 4.3: Time and Frequency plot of HRTF [13].
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To summarize [11]:

Figure 4.4: Basic principle of signal processing [11].

With regard to an arbitrary source position, a pair of HRTFs, HL and HR, for the
left and right ears, respectively, is defined as [9]:

HL = HL(r, θ, ϕ, f, a) = PL(r, θ, ϕ, f, a)
P0(r, f) ,

HR = HR(r, θ, ϕ, f, a) = PR(r, θ, ϕ, f, a)
P0(r, f) ,

where HL and HR are the Head-Related Transfer Functions (HRTFs) for the left
and right ears, respectively, and PL and PR represent the complex-valued sound
pressures in the frequency domain at the left and right ears, respectively; P0
represents the free field sound pressure in the frequency domain at the center of
the head with the head absent [9].
Therefore, an HRTF is a function of the source position (r, θ, ϕ), frequency f and
individual a, which encapsulates the individuality of the listener. The HRTF is the
Fourier transform of HRIR.
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4.2 Artificial Heads

Before introducing the measurement process of the HRTF it is appropriate to
explain what artificial heads are.
Artificial heads are models used to simulate the human head and how sound waves
are received and processed by the ear. They are designed to capture the acoustic
characteristics of the head, ears, and neck, using in-ear microphones that simulate
human hearing. All of this is intended for the reproduction of how sound is
perceived by a real listener.
Some of the well-known artificial heads are:

• KEMAR (KEMAR (Knowles Electronics Manikin for Acoustic Research):
Mostly used in acoustic research, designed to mimic human anatomy. It is
equipped with in-ear microphones to record the acoustic impulse response
(HRTF) and study sound localization. It has been designed with median
human adult dimensions and the ear simulation matches the acoustic
response with an auricle, an ear canal, and an eardrum that equal the median
ear in dimensions, acoustic impedance, and modes [14].

Figure 4.5: Artificial heads: KEMAR.

• KU100: Primarily used for binaural recordings. Its shape and structure
imitate the human head and allow for capturing detailed information about
incoming sound. Due to its natural and transparent sound its typical
applications range from classical recordings and radio drama productions to
experimental pop and ambient recordings. In addition, the Neumann KU 100
is also often used for industrial applications, e.g. documenting and examining
noise in automobiles or work places [15].
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Figure 4.6: Artificial heads: KU100.

• HMS II.3 LN HEC: Specifically designed for accurate auditory testing of
close-to-the-ear and in-ear transducers, such as those found in ANC
headphones, headsets, handsets, and hearing aids. The artificial head is
equipped with a low-noise occluded ear simulator, pinnae with a human-like
ear canal and a fullband mouth with a two-way loudspeaker design [16].

Figure 4.7: Artificial heads: HMS II.3 LN HEC.
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4.3 Measurements of HRTF
The typical measurement procedure of HRTFs is:

• The subject equipped with two miniature microphones, placed inside each the
ear canal. The subject is then positioned in an anechoic chamber with a
defined distance and orientation to a loudspeaker.

• After the first measurement, the subject is repositioned and a new HRTF is
measured. This process is repeated until all required directions are measured
[11] [13].

In the image below, a basic and standard setup for HRTF measurement without
the repositioning of the subject:

Figure 4.8: Basic setup for HRTF measurements [11].

In principle, any signal was used as an excitation signal for HRTF measurement, it
was enough to have a good SNR (Sgnal-Noise Ratio) and to take some precautions
with the dynamic range of the devices and the nonlinear behavior of
electro-acoustic systems [11]. There are various methods for the measurements of
the acoustic impulse responses, but the sweep signal, that is a continuous signal
whose frequency continuously changes with time, is the preferred method for the
HRTF measurements, beacause of its advantages ,such as the the discrimination of
harmonic distortion caused by non-linearities of the measurement system and its
robustness against the time-variance effect [17]. There are multiple setup for the
measurements, such as Multi-Loudspeaker Setups, Single-Loudspeaker Setups and
Multi-Microphone Setups, each one with its own cost, advantages and limitations.
For example, a single loudspeaker setup can be useful for fast measurements, with
low costs and difficulty, but it is limited in simulating complex sound environments
and dynamic scenarios. On the other hand, having a subject in motion, such as
rotating, allows for a more realistic simulation of sound perception in movement,
but it is more difficult and requires a lot of precision. The most precise and high
quality measurement systems involves both a moving subject and multiple
speakers, simulating real-world dynamic environments.
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The [18] contains a complete measurement setup for the HRTF done by the
University of York in their Audio Lab.
The various measurements were taken with high-quality audio equipment and
certain rules:

• The microphones used were a pair of Knowles FG-23329-C05 for the humans
and, for the artificial head, their built in microphones.

• The configuration featured an acoustically treated HRTF measurement
system made up of three fixed vertical semi-circular arcs, each positioned 45°
apart in azimuth. Twenty-three Genelec 8010 loudspeakers were arranged at
different elevation angles along the arcs, all set at a distance of 1.2 meters.

• The participants were seated on a motorized "saddle stool" chosen for its
minimal acoustic occlusion, with their feet tucked under their bodies and
supported by a footrest. The inter-aural axis was laser-aligned to the exact
center of the loudspeaker array and their head position was tracked in
real-time.

• Twenty-four second sweeps were conducted over a frequency range of 200–24
kHz, automated with Max MSP. Measuring the Ambisonic configurations
required 64 stops, while a 1° resolution for dummy subjects led to 399 stops
and 8,802 unique measurements, taking over 3 hours. Due to discomfort, 11
subjects were measured at a 5° resolution (127 stops) and 18 subjects at a 10°
resolution (95 stops), resulting in 2,818 and 2,114 unique measurements,
respectively.

.
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Figure 4.9: On the left a subject being prepared for HRTF measurements, on the
right an example of the alignment of a subject and the centre of the loudspeaker
array [18].

In addition to all this, various problems have also been taken into account and
resolved, including low-frequency compensation caused by the limit of the anechoic
chamber and the size of the loudspeakers’ diaphragms, and headphone
equalization for achieving a flat frequency response for the headphones (HpEQ)
using Headphone Impulse Responses (HpIRs).
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4.4 Unconventional Approaches for Determining
HRTFs

Nowadays there are various methods to obtain HRTFs without needing expensive
equipment, though at the expense of a slightly lower quality of personalization
compared to traditional methods.
The use of 3D modeling of the head and ears through digital scans is one of the
most promising methods, because it has excellent results in relation to its
simplicity and cost. Thanks to the spread of user-friendly 3D scanners and
advanced software, it is possible to accurately reconstruct an individual’s
morphology and the data obtained from these scans can be used to generate
synthetic HRTFs through acoustic simulations based on physical models. The
most famous method is Mesh2HRTF, an open-source project aiming at providing
an easy-to-use software package for the numerical calculation of head-related
transfer functions (HRTFs) [19].

Figure 4.10: 3D mesh of human ear.

Another innovative approach is the use of machine learning techniques combined
with anthropometric parameters to generate personalized HRTFs without
requiring direct acoustic measurements. For instance, [20] proposed the Equivalent
Acoustic Center (EAC) methodology which uses statistical models and large
HRTF databases to predict an individual’s response with reasonable accuracy, by
using user-specific data, such as head and ear geometry, in order to synthesize
HRTFs tailored to the listener. Although still in development, this approach holds
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the potential to revolutionize the calculation and personalization of HRTFs in the
future [21].

Figure 4.11: Pinna measurement.

Finally, there are also some hybrid solutions that combine simple
measurements,like recording a few angular positions, with algorithms that
interpolate the missing data. This techniques significantly reduce the number of
measurements required, lowering costs and the time needed, while still maintaining
good sound quality.
In conclusion, these methods offer a valid and accessible alternative for those
without specialized equipment or for applications that do not require the highest
level of detail.
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4.5 SOFA Files: Characteristics and
Applications

The Spatially Oriented Format for Acoustics (SOFA) is a standardized file format
designed to store and exchange spatial audio data, particularly for Head-Related
Transfer Functions (HRTFs) and Impulse Response (IR) measurements. Developed
to facilitate the sharing of spatial audio data among researchers and audio
engineers, SOFA files provide a structured way to represent complex audio
characteristics [22].
The characteristics of SOFA Files are:

• Structured Data Storage: SOFA files use a hierarchical structure based on the
HDF5 format, which allows for efficient organization and retrieval of
multi-dimensional data.

• SOFA files can support multi-channel audio data, used for spatial audio
representation, enhancing the realism of auditory experiences.

• Metadata Inclusion: they can include extensive metadata, such as
information about the measurement environment, equipment used, and
specific parameters of the audio data.

• Interoperability: As a standardized format, SOFA promotes interoperability
between various software tools and platforms used in spatial audio research
and production.

The applications of SOFA Files is various and change from application to
application. They are essential for storing and analyzing HRTF measurements,
contributing to research on spatial sound perception and binaural rendering, they
also play a key role in spatial audio rendering for immersive environments like
virtual reality, augmented reality, and gaming, where precise 3D sound positioning
is critical. In room acoustics, SOFA files store impulse responses, helping to study
and improve the sound characteristics of different spaces and they are also
valuable for educational and research purposes, offering standardized and
accessible spatial audio data for experiments and analysis.
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Chapter 5

Case Study: Impulse
Response Acquisition and
Binaural Rendering

This chapter is based on the experience gained during a university internship at
RAI CRITS (Research and Technological Innovation Centre) in Turin. It presents
a case study on the acquisition and processing of Impulse Responses (IRs) for
binaural rendering, as well as a related subjective test.

Figure 5.1: Studio ST6, RAI.
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5.1 Measurements Setup
The HRTF measurements were conducted in the ST6 studio, located at Via Verdi
in the RAI headquarters, which has a 7.1.4 configuration
The setup begins with the Digital Audio Workstation (DAW), where Reaper was
used for the recording and processing of audio.

Figure 5.2: Cockos Reaper. Digital Audio Workstation.

The audio interface used is the MADIFACE XT, connected via USB with a DPA
CORE 4560 binaural microphone connected to the audio interface via XLR.

(a) MADIFACE XT (b) DPA CORE 4560

Figure 5.3: On the right, the DPA CORE 4560 binaural microphone, and on the
left, the MADIFACE XT

The signal then passes through MADI (Multichannel Audio Digital Interface) to
the DIRECTOUT MADI M1K2 16x16 matrix, which allows for efficient routing of
the audio channels. Following this, the signal is converted to AES format by the
Directout Andiamo.aes MADI-AES converter. An RTW Loudness Meter is
connected to the AES output for real-time loudness monitoring.
Finally, the AES signal is sent to the TRINNOV D-MON 12, an audio monitoring
system, which allows for precise control and monitoring of the audio signals. The
loudspeaker setup consists of Genelec 8250A speakers for standard positions and
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Genelec 8240A speakers for elevated positions, providing a comprehensive 7.1.4
surround sound configuration.

Figure 5.4: Trinnov D-MON 12.

(a) Genelec 8250a (b) Genelec 8240a

Figure 5.5: Genelec 8240a and 8250a.
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Here below is the speaker arrangement, visualized through the TRINNOV D-MON
12, along with the respective phase, volume and delay adjustments.

Figure 5.6: Speaker Layout ST6.

Figure 5.7: Speaker Layout ST6.
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Figure 5.8: Amplitude Adjustment.

Figure 5.9: Phase Adjustment.
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Figure 5.10: Delay Adjustment.
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5.2 Impulse Response acquisition and processing
This section describes the entire workflow for acquiring, processing, and
compensating impulse responses (IRs) used in binaural rendering for our case
study.
The workflow includes capturing IRs in a 7.1.4 studio setup with basic static
measurements, followed by a detailed signal processing pipeline that involves
convolution, low-frequency compensation, and the concatenation of IRs into a
single file, ready for binaural rendering.
As previously mentioned in the earlier section, the DPA CORE 4560 binaural
microphone was used to capture the spatial audio. This microphone provides an
accurate recording of the sound field generated by the speaker setup. The signal
used for recording was a 2-second linear sweep signal, followed by 1 second of
silence, spanning the frequency range from 0 Hz to approximately 20 kHz,
generated by using the Aurora Plugin by Angelo Farina. The sweep signal ensures
a detailed representation of the entire audible frequency spectrum, allowing for the
precise capture of the acoustics of the room and the speaker configuration. The
binaural microphone was positioned at the optimal listening location, the "sweet
spot", within the room, where it could best replicate the sound perception of a
listener seated in the center of the setup. This spot is 2.36–2.38 meters away from
the speakers and has a height of approximately 1.23 meters from the floor to the
KU100 dummy head. The candidates and the KU100 remain fixed in their
position, as do the speakers. This is therefore a static measurement, which does
not involve any movements or changes in the angles of the speakers or the
candidates.
After the initial recording, the next step involved was processing the recorded
sweep signals for the extraction of the impulse responses. To achieve this, the
Aurora Plugin developed by Angelo Farina was used to generate the inverse sweep
simultaneously with the creation of the initial sweep signal. The inverse sweep is
essential for the convolution process; in fact, the raw IRs are generated using the
X-Volver plugin, a tool developed by Farina that convolves the recorded sweeps
with the matrix of the inverse sweep, a stereo file with the inverse sweep first on
the left and after on the right channel, resulting in a wav file containing the IRs.
This process provides the raw IRs needed for further optimization.
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Figure 5.11: Sine Sweep Generator, Aurora Plugin.
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Figure 5.12: Matrix of inverse sweep.

Figure 5.13: X-Volver.

Once the IRs were extracted using X-Volver, the next step was to process them
further to compensate the low-frequency inaccuracies. Low-frequency
compensation is particularly important because the recording system and room
acoustics may introduce losses or coloration at lower frequencies, which can affect
perceived spatial accuracy when used in binaural rendering. To address this issue,
a custom Python script was developed. This script takes the raw IR files
generated by X-Volver as input and applies a low-frequency compensation
algorithm. The goal of compensation is to correct for any losses or deviations in
the low-frequency response, ensuring that the IRs are more accurate and ready for
high-quality binaural reproduction.
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The Python script B is designed to perform a series of operations on audio signals,
focusing specifically on handling impulse responses (IR). Below is an overview of
the main operations carried out:

• Input: The script requires the wav file conteining the IRs, an integer
specifying the number of samples for each segment (e.g., 256), the Dirac delta
convolved with a low-pass FIR filter at 275 Hz, a high-pass FIR filter at 275
Hz and a sine wave at 275 Hz (ensuring it starts and ends with a slight fade
to avoid distortion).

• Main functions:

– load_audio(): Loads an audio file (including stereo files, converting to
mono if required).

– cut_wav_numpy(): Cuts an audio segment starting from a given sample
and for a defined number of samples.

– process_wav_numpy(): Extracts IR segments from the input file
according to pre-defined settings, saves each extracted IR as a separate
WAV file and concatenates all extracted IRs into a single output file.

– split_stereo_to_mono(): Splits a stereo file into two mono files (left
and right channels), saved in PCM 24-bit format.

– envelope_audio():Applies an envelope (fade-in and fade-out) to the
first and last 10 samples of an audio file.

– convolve_audio(): Convolves an input file with an FIR file, saving the
result in 48 kHz/24-bit format.

– phase_correlation(): Calculates the delay between two audio signals
using cross-correlation and provides adjustments to balance RMS levels.

– apply_delay_and_volume(): Applies a delay (time shift) and
attenuation in dB to a mono audio file.

– sum_and_cut(): (partially visible) Appears to sum and cut processed
IRs to create the final output files.

• Process Flow: The main input file containing the IRs is loaded. Each IR is
extracted, cut, and processed individually. IRs are convolved with the
specified FIR filters and after with the Sine wave, that helps to calculate the
phase correlation and delays with the Delta Dirac (also convolved with FIR
filter and Sine wave.). After phase correction, delays, and volume
adjustments, the processed IRs are saved individually. Finally, all processed
IRs are concatenated into a single output file.
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• Output: Separate mono or stereo WAV files for each extracted IR. A
concatenated WAV file containing all processed IRs.

• Additional Features: It guarantees a 48 kHz sampling rate and generates
informative log messages for each function.

Following the compensation process, the optimized IRs were concatenated into a
single file. This step is crucial for organizing the IRs in a format that is suitable
for binaural rendering software. The IRs were arranged according to the speaker
layout of the 7.1.4 system, ensuring that each channel of the audio setup is
correctly represented. The resulting file includes the following channels:

• LEFT, RIGHT, CENTER, LFE (Low Frequency Effect), LEFT
SURROUND, RIGHT SURROUND, BACK LEFT, BACK RIGHT, UP
LEFT, UP RIGHT, UP BACK LEFT, UP BACK RIGHT.

Each of these channels corresponds to a specific position in the 7.1.4 configuration
in the ST6 studio, as shown above, guaranteeing that the spatial characteristics of
the original setup are accurately preserved in the final IR file.
The concatenated IR file can now be used in convolution-based binaural rendering
systems, such as the MCFX Convolver, also developed by Angelo Farina.

Figure 5.14: MCFX-Convolver, 16 Channel.
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After executing the script and completing all the previous processes, this convolver
allows for the binaural rendering of a multichannel audio source by applying the
compensated, concatenated impulse responses. Furthermore, by utilizing an
additional MATLAB script and the individually compensated stereo IRs (that are
generated with the same script above), it is possible to create a SOFA (Spatially
Oriented Format for Acoustics) file, which can be used for further analysis and
applications in 3D audio spatialization and HRTF studies.
Below is a representation of the frequency spectrum of a white noise signal,
convolved using the MCFX-Convolver 16x16, with both uncompensated and
compensated IRs.
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Figure 5.15: Raw IRs.

Figure 5.16: Compensated IRs.

38



Case Study: Impulse Response Acquisition and Binaural Rendering

5.3 Test Setup
It is now necessary to evaluate the perceived differences in listening to various
HRTFs. Therefore, a subjective test was designed based on the ITU-1284 [2],
ITU-2132 [1], and SAQI [23] standards to be administered to sound engineers and
audio technicians at RAI Torino. This approach aims to understand the subjective
differences in the selected parameters and identify preferences among the chosen
HRTFs and their respective implications. The goal is to evaluate which rendering
method most closely approximates the listening experience with the 7.1.4 speaker
setup, additionally, the test also aims to determine which binaural rendering is
preferred by professionals and, consequently, to analyze the various differences
between the selected HRTFs.
The audio files used in the test were selected from various musical compositions
and non-musical tracks provided by RAI Milan and RAI Turin. This choice
allowed for the inclusion of a variety of sound content with different characteristics
and different spatial behaviour, enabling a more comprehensive evaluation of the
performance of the different HRTFs.

5.3.1 Selected HRTF
The HRTFs selected for the test are as follows:

• KU100 FF: A full sphere far field HRTF of a Neumann KU100 from Sofa
Convention [24] [22].

• KU100 NF: A near field HRTF of a Neumann KU100 from Sofa Convention
[25] [22].

• KU100 ST6 128samples: KU100 HRTF processed with a 128-sample window,
calculated in the ST6 Studio.

• KU100 ST6 128 samples + HpEQ(HD800@Harmann): KU100 HRTF
processed with a 128 sample window and Headphone Equalization, calculated
in the ST6 Studio.

• KU100 ST6 256 samples + HpEQ(HD800@Harmann): KU100 HRTF
processed with a 256 sample window and Headphone Equalization, calculated
in the ST6 Studio.

• Kemar 128 samples AAchen + HpEQ(HD800@Flat): An HRTF of a KEMAR
from Sofa Convention and Headphone Equalization [26] [22].

• pHRTF 128 samples: Personalized HRTF processed with a 128-sample
window, calculated in the ST6 Studio.
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• pHRTF 128 samples + HpEQ(HD800@Flat): Personalized HRTF processed
with a 128 sample window and Headphone Equalization, calculated in the
ST6 Studio.

• pHRTF 256 samples + HpEQ(HD800@Flat): Personalized HRTF processed
with a 256 sample window and Headphone Equalization, calculated in the
ST6 Studio.

The selection has different HRTFs, including standardized artificial head models
(KU100, KEMAR) and personalized HRTFs, both with Correction EQ. From this
selection, it is possible to understand which option was most preferred between the
128-sample and 256-sample processing, between the KEMAR, KU100, and
personalized HRTFs, and whether the headphone equalization was favored.
It is important to specify that for the HRTFs taken from literature, a Python
script B was used to extract the corresponding IRs from the SOFA file in the
positions relevant to us, namely those of our 7.1.4 speaker setup. This was done in
order to ensure that the final convolution process, and therefore the binaural
rendering, is the same across all HRTFs. Moreover, since we do not have head
tracking, there is no need for a higher number of points.
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5.3.2 Headphone Equalization
As previously mentioned, among the various HRTF options, there are some
headphone equalizations aimed at ensuring consistency between the listening of
different HRTFs and between headphone and speaker listening. The headphones
used for the tests are Sennheiser HD800, while the aimed equalizations are two,
created using AutoEQ [27], a tool for automatically equalizing headphones:

• Harmann Curve: The Harman target curve is an ideal frequency response for
headphones developed through studies conducted by Harman International.

• Flat: A flat frequency response.

Here below are the frequency responses of the Sennheiser HD800 and the
equalizations of the headphones:

Figure 5.17: Frequency response of HD800.

41



Case Study: Impulse Response Acquisition and Binaural Rendering

Figure 5.18: Harman over-ear 2018 without bass Equalization.

Figure 5.19: Flat Equalization.
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These responses were used to achieve the most similar listening experience possible
between the KU100, KEMAR, personalized HRTFs and beetween loudpeaker and
headphone. The KU100 has a flat frequency response and therefore requires a
diffuse field equalization, which includes a slight boost in the high frequencies. On
the other hand the personalized HRTFs and the KEMAR already have a similar
type of Harmann frequency response, so a flat equalization is used. This type of
reasoning arises from the fact that the target frequency response for studio
headphones, according to [28] is defined as follows (Sennheiser HD800 respects this
target):

Figure 5.20: The tolerance mask for the diffuse-field frequency response .

Figure 5.21: Diffuse Field Curve.
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5.3.3 Loudness Normalization
Volume normalization ensures that the source clips are adjusted to a level of –23
LUFS, while the test clips are normalized to the track level using a convolver on
pink noise, with a target value of –23 LUFS ± 0.2. Subsequently, to achieve the
same loudness between headphones and speakers during the test, the appropriate
tools available in the ST6 studio are used, such as the headphone amplifier and the
speaker loudness meter. The loudness measurements of the speakers and
headphones are madde using the KU100.

5.3.4 Evaluation Attributes
The attributes used in the test are based on the ITU-1284 [2], ITU-2132 [1], and
SAQI [23] standards and aim to assess the various subjective differences in the key
aspects of HRTFs. Each attribute will be evaluated not only for a single audio file
but across multiple files to analyze the variations and changes in results depending
on the audio content and its characteristics. For example, this approach allows for
the assessment of how perception and outcomes for the same attribute may differ
when evaluated with a musical excerpt compared to a film clip.
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Attribute Description Lower Label Upper La-
bel

Sound Color [2] The subjective impression
of an appropriate sound for
each source including all its
characteristic harmonic ele-
ments.

Bad Excellent

Overall subjec-
tive quality [1]

The attribute basic audio
quality includes all aspects
of the sound quality being
assessed.

Bad Excellent

Scene depth [1] The perception of the depth
of the sound image. Takes
into consideration both over-
all depth of scene, and the
relative distance of the indi-
vidual sound sources.

Flat Deep

Localisation ac-
curacy [1]

How well are the individ-
ual instruments and voices
placed and separated in the
spatial sound image? How
precise are the individual
sound sources positioned in
the room?

Inaccurate Accurate

Geometry: Ex-
ternalization [23]

If localizability is low, spa-
tial extent and location of a
sound source are difficult to
estimate, or appear diffuse.
If localizability is high, a
sound source is clearly delim-
ited. Low/high localizabil-
ity is often associated with
high/low perceived extent of
a sound source. Examples:
sound sources in highly dif-
fuse sound field are poorly
localizable.

More Difficult Easier

Table 5.1: Attributes for the test.
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5.3.5 webMUSHRA
Once the attributes and audio files to be listened to have been selected, the next
step is to calculate their binaural renders by following the previously described
procedure. This involves opening the audio track in Reaper and using the
16-channel MCFX-Convolver, feeding it the concatenated and compensated IR file
for each sound engineer, previously calculated using the provided script, and
finally exporting each result. After completing this process for all audio files and
HRTFs, the actual test can be created using webMUSHRA [3].
webMUSHRA is a MUltiple Stimuli with Hidden Reference and Anchor
(MUSHRA) compliant web audio API based experiment software.
Listening tests are a common method for evaluating the quality of audio systems.
In recent years, web-based experiments have become increasingly popular due to
the growing accessibility of online testing platforms. Previously, limitations in web
standards, such as the inability to manipulate audio streams, restricted the types
of listening tests that could be conducted online, however, with the introduction of
the Web Audio API, it is now possible to perform MUSHRA tests directly in web
browsers while adhering to ITU-R Recommendation BS.1534 [29] (MUSHRA) [3].
The test starts with a verbal explanation of the various attributes and testing
methods, which is a continuous quality scale (CQS) [30] that consists of a
100-point linear scale divided into five equal intervals with five regional verbal
anchors used in the five-grade scales.

Figure 5.22: Unipolar continuous 100-point quality scale with five regional verbal
anchors [2].

Upon starting the actual test, there will be the option to adjust the volume as
desired. Then, the evaluation of the various attributes will begin, with the
possibility to listen to the reference at any time, move forward and backward
through the audio files as needed, listen to a single part on loop, and also navigate
freely between the different pages.
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To play the reference through the speakers and the binaural renders through the
headphones, a particular method was used. Specifically, each file consists of 16
channels: for the binaural render files, the first 14 channels are empty, and the last
two contain the stereo audio files of the binaural render, instead, the reference file
includes the first 12 channels, while the remaining 4 channels are empty, allowing
the first 12 channels to be played through the speakers of the 7.1.4 setup and the
last two through the headphone output. This setup was made possible thanks to
the equipment available in the ST6 studio. With this method it is possible to
switch from the reference to the render without having problem with the
headphone or loudpeaker setup.

Figure 5.23: First page of the test.
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Figure 5.24: CQS.
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Figure 5.25: Type of page of the test.
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Chapter 6

Results

6.1 Introduction
This chapter presents the results of the subjective test conducted to evaluate the
perception and preferences of the different HRTFs.
The group of participants in the test consisted of 17 candidates, divided into two
categories: 9 experienced sound engineers and 8 sound technicians. The sound
technicians had an age range from 24 to 39 years, with an average age of 28.7
years, while the sound engineers had ages ranging from 27 to 60 years, with an
average age of 41.36 years.
To provide a clear and concise representation of the data, the results are
illustrated using boxplots and histograms:

• Boxplots: display the distribution of responses for each HRTF, highlighting
the median, quartiles, and potential outliers, offering insights into the
variability of the ratings.

• Histograms: present the mean and standard deviation of the responses for
each HRTF, allowing for an immediate comparison between the tested
conditions.

The following sections provide a detailed analysis of the results for each of the five
questions, highlighting notable trends and differences among the tested HRTFs.

6.2 Results for the Five Attributes
Below are the plots of the various HRTFs calculated on the candidates for each
attribute (Sound Color, Externalization, Localisation Accuracy, Scene Depth,
Overall Subjective Quality):
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Sound Color

(a) Boxplot

(b) Histogram

Figure 6.1: Boxplot and Histogram for Question 1 (Sound Color).
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Externalization

(a) Boxplot

(b) Histogram

Figure 6.2: Boxplot and Histogram for Question 2 (Externalization).

52



Results

Localisation accuracy

(a) Boxplot

(b) Histogram

Figure 6.3: Boxplot and Histogram for Question 3 (Localisation accuracy).
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Scene Depth

(a) Boxplot

(b) Histogram

Figure 6.4: Boxplot and Histogram for Question 4 (Scene Depth).
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Overall Subjective Quality

(a) Boxplot

(b) Histogram

Figure 6.5: Boxplot and Histogram for Question 5 (Overall Subjective Quality).
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Below are the plots divided into the two groups of expert sound engineers (Group
1) and sound technicians (Group 2):

Sound Color

(a) Boxplot

(b) Histogram

Figure 6.6: Boxplot and Histogram for Question 1 for Group 1 (Sound Color).
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Sound Color

(a) Boxplot

(b) Histogram

Figure 6.7: Boxplot and Histogram for Question 1 for Group 2 (Sound Color).
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Externalization

(a) Boxplot

(b) Histogram

Figure 6.8: Boxplot and Histogram for Question 2 for Group 1 (Externalization).
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Externalization

(a) Boxplot

(b) Histogram

Figure 6.9: Boxplot and Histogram for Question 2 for Group 2 (Externalization).
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Localisation accuracy

(a) Boxplot

(b) Histogram

Figure 6.10: Boxplot and Histogram for Question 3 for Group 1 (Localisation
accuracy).
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Localisation accuracy

(a) Boxplot

(b) Histogram

Figure 6.11: Boxplot and Histogram for Question 3 for Group 2 (Localisation
accuracy).
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Scene Depth

(a) Boxplot

(b) Histogram

Figure 6.12: Boxplot and Histogram for Question 4 for Group 1 (Scene Depth).
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Scene Depth

(a) Boxplot

(b) Histogram

Figure 6.13: Boxplot and Histogram for Question 4 for Group 2 (Scene Depth).
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Overall Subjective Quality

(a) Boxplot

(b) Histogram

Figure 6.14: Boxplot and Histogram for Question 5 for Group 1 (Overall Subjective
Quality).
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Overall Subjective Quality

(a) Boxplot

(b) Histogram

Figure 6.15: Boxplot and Histogram for Question 5 for Group 2 (Overall Subjective
Quality).
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Overall Boxplots by Group

Figure 6.16: Boxplot for Group 1

Figure 6.17: Boxplot for Group 2
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6.3 Multi-Histogram
This charts present the mean rating scores of the different HRTFs across the five
attributes, each bar represents the average rating for a given HRTF within a
specific evaluation group, while the error bars indicate the standard deviation,
providing insight into the variability of responses. This visualization allows for a
comparative analysis of the perceived quality of different HRTF processing
methods, highlighting both trends and potential inconsistencies in subjective
assessments.
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Figure 6.18: Multi-Histogram.
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Figure 6.19: Multi-Histogram for Group 1.
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Figure 6.20: Multi-Histogram for Group 2.
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6.4 Ranking
The ranking method was used to visualize the results of individual candidates,
calculated based on the average score of each HRTF across the different attrubutes.
This approach allows for a more cohesive interpretation of the data, making it
easier to compare the performance of different HRTFs across participants: by
ranking the results, variations in individual preferences become clearer, providing a
structured overview that highlights the most and least preferred HRTFs in a more
intuitive way.
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(a) Ranking Candidate 01.

(b) Ranking Candidate 02.

Figure 6.21: Ranking Candidates 01 and 02.

72



Results

(a) Ranking Candidate 03.

(b) Ranking Candidate 04.

Figure 6.22: Ranking Candidates 03 and 04.
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(a) Ranking Candidate 05.

(b) Ranking Candidate 06.

Figure 6.23: Ranking Candidates 05 and 06.
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(a) Ranking Candidate 07.

(b) Ranking Candidate 08.

Figure 6.24: Ranking Candidates 07 and 08.
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(a) Ranking Candidate 09.

(b) Ranking Candidate 10.

Figure 6.25: Ranking Candidates 09 and 10.
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(a) Ranking Candidate 11.

(b) Ranking Candidate 12.

Figure 6.26: Ranking Candidates 11 and 12.
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(a) Ranking Candidate 13.

(b) Ranking Candidate 14.

Figure 6.27: Ranking Candidates 13 and 14.
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(a) Ranking Candidate 15.

(b) Ranking Candidate 16.

Figure 6.28: Ranking Candidates 15 and 16.
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Figure 6.29: Ranking Candidates 17.
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Chapter 7

Discussion

Before discussing the data, specific statistical tests were applied based on the
nature of the data to assess differences between experimental conditions and
subject groups. First, the assumption of normality was verified, followed by
pairwise comparisons using non-parametric tests. The first statistical test applied
was the Shapiro test B, for all distributions compared in pairs, the test was
applied to each individual distribution to verify the assumption of data normality.
The null hypothesis (H0) of the test states that the tested distribution X is
normal. For all analyzed distributions, the test reported p-values lower than
p < 0.05, leading to the rejection of the null hypothesis and indicating that the
distributions do not follow a normal distribution. For this reason, all subsequent
pairwise comparisons were performed using non-parametric tests.
The first non-parametric test was the Wilcoxon test: the objective of this
comparison was to determine whether there are differences between the various
HRTFs while keeping the subject group constant (experts, non-experts, overall).
For this reason, data from individual tracks, for each attribute, were aggregated.
The Wilcoxon test was applied to each pair of HRTFs to test the null hypothesis of
equality between two non-normal distributions, with continuous data, within the
same group of subjects (dependent distributions). A total of 35 comparisons were
conducted.
Results:

• Expert group: The hypothesis of equality between two HRTFs can always be
rejected, except in the following cases:

– HRTF1-HRTF2 (KU100 FF 128 - KU100 NF 128)

– HRTF3-HRTF4-HRTF5 (ST6 128 - ST6 128 EQ - ST6 256 EQ)

– HRTF8-HRTF9 (pHRTF 128 EQ - pHRTF 256 EQ)
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• Non-expert group: The hypothesis of equality between two HRTFs can
always be rejected, except in the following cases:

– HRTF1-HRTF2 (KU100 FF 128 - KU100 NF 128)

– HRTF3-HRTF4-HRTF5 (ST6 128 - ST6 128 EQ - ST6 256 EQ)

– HRTF6-HRTF7 (KEMAR EQ - pHRTF)

Overall, the results from the expert group are more pronounced. Below are the
tables of the test results.

Figure 7.1: Wilcoxon Test - Experts.

Figure 7.2: Wilcoxon Test - Audio Technicians.
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Figure 7.3: Wilcoxon Test - Overall.

The second non-parametric test was the Umann-Whitney test: the objective of
this comparison is to verify whether there are differences between the two subject
groups (experts vs. non-experts) while keeping the HRTF constant. Again, all
data from individual tracks for each attribute were aggregated. For each HRTF,
the distribution of expert subjects was compared with that of non-expert subjects
to test the null hypothesis of equality between two non-normal distributions, with
continuous data, from independent groups.
Results: For all HRTFs, the hypothesis of equality between the two groups can be
rejected, except for:

• HRTF 7 (pHRTF)

• HRTF 9 (pHRTF 256 EQ)
Below are the tables of the test results.

Figure 7.4: Umann-Whitney Test.

General observation: The differences between the HRTFs exhibit a consistent
trend across the different subject groups.
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So, from the general results, without distinguishing between groups, it is observed
that among the 9 HRTFs, the two most preferred were KU100 FF 128 [24] and
KU100 NF 128 [25], both taken from the literature. On the other hand, KEMAR
128 EQ FLAT [26] and the Personalized HRTF for each candidate were the least
preferred. Equalization generally increased the preference for the Personalized
HRTF, both for the 128-sample and 256-sample versions. Regarding the KU100
recorded in ST6, neither equalization nor different sample lengths had a significant
impact, as the results between the non-equalized version and the two equalized
versions with different lengths showed little variation. This lack of difference
between the equalized and non-equalized versions of KU100 ST6 with different
sample lengths was also observed in the Wilcoxon test for both groups.

When analyzing the groups separately, these preference trends remain consistent.
In particular, in the group of expert sound engineers, KEMAR was almost always
preferred over the Personalized HRTF, while KU100 FF 128 was slightly favored
over the near-field version, despite the fact that the two KU100 HRTFs taken from
the literature did not reject the null hypothesis of equality in the Wilcoxon test.
Moreover, the equalized version of the Personalized HRTF was generally preferred,
whereas sample length did not produce significant differences.
In the sound technicians group, however, more pronounced and variable differences
emerge. Firstly, the Personalized HRTF was slightly preferred over KEMAR.
Additionally, the different versions of KU100 ST6 showed slightly higher values
compared to the other group, while maintaining the same behavior observed in the
Wilcoxon test. However, even in this case, the KU100 FF 128 remained the most
preferred.

It is important to note that adding headphone equalization to the Personalized
HRTF resulted in an increase across all five evaluated attributes, in both the
sound engineers and audio technicians groups. This increase was particularly
evident for Sound Color and Objective Sound Quality. Additionally, for KU100 NF
128 and KU100 FF 128, the sound engineers group assigned higher values for
Scene Depth and Overall Subjective Quality.

Regarding the KU100 recorded in ST6, the equalized versions were preferred in
terms of Localisation Accuracy, while both equalized and non-equalized versions
exhibited almost identical values for Externalization. Furthermore, there was a
slight preference for the 128-sample version over the 256-sample version in terms of
Scene Depth and Localisation Accuracy.
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Finally, for the Personalized HRTF, the values between the 128-sample and
256-sample versions varied depending on the attribute and the group. A slight
preference for the 256-sample version was observed among sound engineers,
whereas the audio technicians group showed a slight preference for the 128-sample
version.

In addition to the non-parametric tests, it was also useful to examine the
correlations between the various attributes for each HRTF, in order to better
understand the relationships between the different perceptual dimensions.The
correlation matrix, along with p-values, was used to determine the significance of
these correlations. The results provide crucial insights into how different
perceptual parameters relate to one another for the tested HRTFs. Significant
correlation values (p < 0.05) between these parameters reveal important trends
across the different HRTFs (for the expert group):

• HRTF1 and HRTF2 show a strong correlation between scene depth (Q4) and
overall subjective quality (Q5), indicating that the perception of depth is a
key factor in the final evaluation of these HRTFs.

• HRTF3 does not exhibit significant correlations, suggesting that the
perceptual parameters do not follow clear patterns or that the evaluations are
more variable among the experts.

• HRTF4 and HRTF5 highlight an interconnection between all parameters,
suggesting that for these HRTFs, each perceptual dimension directly
influences the others. In particular, strong relationships are observed between
timbre, externalization, localization accuracy, and scene depth, all elements
that contribute to the perceived quality.

• HRTF6, HRTF7, and HRTF8 indicate that overall subjective quality (Q5) is
mainly influenced by externalization (Q2), scene depth (Q4), and localization
accuracy (Q3), with variations in the weight of each parameter depending on
the HRTF.

• HRTF9 shows a relationship between timbre (Q1) and localization accuracy
(Q3), suggesting that sound color could influence the perception of spatial
position.

These results confirm that the perceived subjective quality of an HRTF is
influenced by multiple factors, with a predominant role of scene depth,
externalization, and localization accuracy. However, some HRTFs show specific
correlations that could influence their choice in practical applications. In
particular:
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• If the goal is to maximize subjective quality, HRTFs with a strong correlation
between Q4-Q5 and Q2-Q5 are preferable.

• For applications where spatial accuracy is crucial, the relationship between
Q3 and the other parameters becomes relevant, as seen in HRTF9.

• HRTFs with a strong interconnection between all parameters (HRTF4,
HRTF5) may offer a more consistent experience but could also be more
sensitive to individual variations among listeners.

The results obtained in the present study can be compared with those reported in
the research conducted within the University of York [18]. While the present work
focuses on the selection of the HRTF that most faithfully replicates the experience
of listening through loudspeakers, as judged by experienced sound engineers and
audio technicians, the SADIE II study investigated the preferences of a general
audience, identifying three main findings: (1) significant differences in the
attribute ratings assigned to different HRTF sets, (2) correlations between some of
these attributes, though not particularly high, and (3) a suboptimal perception of
individualized measurements compared to the HRTFs of binaural mannequins.

One of the most relevant aspects emerging from the SADIE II study is the general
preference for binaural mannequin HRTFs, particularly those of the KU100,
despite the fact that they received similar or even lower ratings compared to other
HRTFs in relation to specific attributes—making this result quite similar to that
of the present study. This finding suggests that perceptual factors not directly
considered in the evaluation of attributes may influence the overall preference for a
given HRTF. Moreover, methodological differences between measurements
conducted on human subjects and those on binaural mannequins have
undoubtedly played a fundamental role: the inevitable movement of human
participants and the use of larger, more high-performance microphones in
mannequins are among the most significant differences. Another possible factor is
the simplicity of acquiring personalized HRTFs, as it did not require changes in
direction for either the speakers or the subjects.
A particularly noteworthy element is the correlation between externalization and
preference, reported in the SADIE II study with a correlation coefficient of 0.46,
indicative of a moderate relationship. This data confirms that externalization is a
relevant factor in evaluating the quality of an HRTF, while not being the sole
determinant of subjective preference. In the present study, when analyzing the
group of expert sound engineers, externalization precisely aligns with the
highlighted preferences and non-preferences.
One of the most critical aspects emerging from the SADIE II analysis, as well as in
the present study, is the suboptimal perception of individualized measurements.
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The fact that 81 percent of SADIE participants preferred the KU100 HRTF over
their own raises questions about the actual usefulness of HRTF personalization, at
least in contexts where perceived audio quality is prioritized over mere localization
accuracy. This result is particularly relevant to the present study, as it suggests
that individualized HRTFs may not always be the best choice and that the
subjective perception of audio quality might be better satisfied by standardized,
widely accepted HRTFs.

Finally, the SADIE II study highlights that the choice of HRTF, and consequently
personalization, also depends on the context of use. For instance, in video games,
localization accuracy is crucial, whereas in cinema, timbral quality is more
important. Therefore, analyzing the application context is fundamental to
determining the most appropriate HRTF selection.

In line with the findings of [31], which investigated the localization accuracy with
non-individual and individual HRTFs comparing static and dynamic reproduction
methods, no significant preference for individualized HRTFs was observed in this
thesis. The study found that the use of individual HRTFs led to a slight reduction
in front-back confusions, but no significant differences were found in horizontal
localization accuracy. Similarly, in this study, there was no significant
improvement in localization performance with individualized HRTFs. Although it
was hypothesized that personalized HRTFs would enhance localization, this effect
was marginal and only evident under dynamic reproduction conditions.
Furthermore, no significant differences in elevation localization accuracy were
found between individual and non-individual HRTFs, which aligns with the
findings of the present study.

In this thesis, it is noted that KU100 HRTFs were preferred over customized
HRTFs because, as highlighted in a plausibility experiment [32], non-individual
HRTFs like those of the Neumann KU100 can produce a plausible sound
virtualization, even though it is not perfectly identical to loudspeaker listening.
This result suggests that, despite the lack of personalization, non-individual
HRTFs can still offer high-quality immersive experiences, similar to those one
might achieve in an acoustically controlled environment. Nevertheless, in some
studies, such as [33], which explores the impact of non-individualized HRTFs on
speech recognition performance in virtual environments with noise, it is
highlighted that the use of personalized HRTFs significantly improves localization
and speech accuracy, especially in ’cocktail party’ scenarios. This result suggests
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that, although non-personalized HRTFs can have a positive impact, individualized
ones lead to decisive improvements in specific acoustic situations.
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Chapter 8

Conclusion

This research explored the effects of using Head-Related Transfer Functions
(HRTFs) in spatial sound reproduction, with a particular focus on the importance
of HRTF selection in professional contexts such as audio monitoring. The results
revealed that while personalized HRTFs (pHRTFs) can provide better sound
reproduction in individual contexts, their actual applicability heavily depends on
the usage conditions and listening environment.
In particular, the comparison between different types of HRTFs, including those
measured on artificial head models such as the KU100, demonstrated that HRTFs
derived from standardized models like the KU100 are particularly effective in
professional audio monitoring scenarios. Although it was expected that pHRTFs
would offer superior performance, the results suggest that more traditional models,
like the KU100, are better suited for certain applications.
This work also emphasized the importance of post-measurement treatments such
as equalization and adaptation in enhancing spatial performance. In fact, proper
equalization of HRTFs proved to be a crucial step in optimizing spatial perception,
improving the accuracy and consistency of the final result, expecially on the
pHRTFs.
The implications of this study are significant for audio professionals. While the
adoption of personalized HRTFs remains a valid option, choosing the right model
based on the context of use is essential. In professional listening environments,
such as music recording or audio production, the use of standardized HRTF
models, properly treated, can be equally effective. The effectiveness of these
HRTFs is not solely dependent on their origin (measured or artificial), but also on
the ability to adapt and calibrate the parameters according to the specific needs of
the user and the type of listening environment.
To further validate these findings, the next step will be to expand the listener
sample size to better understand individual variations in HRTF perception.
Improving the test setup will be crucial, aiming to measure HRTFs in more
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complex and complete environments, ensuring HRTFs with more available points
and also implementing head tracking. Additionally, a promising area of research
lies in analyzing HRTFs obtained from 3D scans and deep learning-based methods
to assess whether these approaches can offer a valid and precise alternative to
traditional measured HRTFs.
In conclusion, this research has highlighted the importance of carefully selecting
HRTFs in professional audio environments, emphasizing that while personalized
HRTFs can be useful, more traditional models like the KU100 often provide
superior performance in spatial sound reproduction. Making these technologies
more accessible and precise will be essential to meet the evolving needs of the
audio industry.
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Script

PIPELINEperIR.py

1 #! / usr / bin /env python3
2

3 import argparse
4 import os
5 from pydub import AudioSegment
6 import numpy as np
7 import s o u n d f i l e as s f
8 from sc ipy . s i g n a l import f f t c o n v o l v e
9 import l i b r o s a

10 import sys
11 #import time
12

13 de f load_audio ( f i l e_path ) :
14 " " " Carica un f i l e audio e r i t o r n a i l s egna l e e l a f requenza d i

campionamento . " " "
15 s i gna l , samplerate = s f . read ( f i l e_path )
16 # Se i l f i l e è s t e r eo , s i prende s o l o un cana l e
17 i f l en ( s i g n a l . shape ) > 1 :
18 s i g n a l = s i g n a l [ : , 0 ]
19 re turn s i gna l , samplerate
20

21 # Funzione per t a g l i a r e l ’ audio con numpy
22 de f cut_wav_numpy( audio_data , start_sample , num_samples ) :
23 re turn audio_data [ start_sample : start_sample + num_samples ]
24

25 # Funzione per p ro c e s s a r e i l f i l e , t a g l i a r e l e IR e conca t ena r l e
26 de f process_wav_numpy ( f i l e_path , segment_duration , o f f s e t_seconds ,

num_samples , sample_rate , output_dir ) :
27 " " " Tagl ia l ’ audio , concatena l e IR e sa lva i l r i s u l t a t o in un

s i n g o l o f i l e WAV. " " "
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28 # Carica i da t i audio
29 audio_data , s r = s f . read ( f i l e_path )
30

31 i f s r != sample_rate :
32 r a i s e ValueError ( f " I l f i l e ha un sample ra t e d i { s r } , ma c i

s i aspettava { sample_rate } . " )
33

34 tota l_samples = len ( audio_data )
35 segment_duration_samples = i n t ( segment_duration ∗ sample_rate )
36 o f f s e t_sample s = i n t ( o f f s e t_seconds ∗ sample_rate )
37

38 # Estrae i l nome de l f i l e senza e s t e n s i o n e
39 base_fi lename = os . path . s p l i t e x t ( os . path . basename ( f i l e_path ) ) [ 0 ]
40 i f not os . path . e x i s t s ( output_dir ) :
41 os . makedirs ( output_dir )
42

43 a l l_ir_data = [ ] # L i s t a per concatenare tu t t e l e IR
44

45 # Cic la ogni segmento e t a g l i a l a porz ione r i c h i e s t a
46 f o r i in range (0 , total_samples , segment_duration_samples ) :
47 segment_start = i
48 segment_end = segment_start + segment_duration_samples
49

50 i f segment_end > tota l_samples :
51 break # Se eccede l a lunghezza de l f i l e
52

53 # D e f i n i s c e i l punto d i t a g l i o d a l l ’ o f f s e t
54 cut_start = segment_start + of f s e t_sample s # Of f s e t + i n i z i o

segmento
55

56 # V e r i f i c a che i t a g l i s i ano entro i l i m i t i de l segmento
57 i f cut_start + num_samples <= tota l_samples :
58 # Tagl ia i campioni e s a t t i
59 s l i c e_aud io = cut_wav_numpy( audio_data , cut_start ,

num_samples )
60 a l l_ir_data . append ( s l i c e_aud io ) # Aggiunge l a porz ione

a l l a l i s t a
61

62 # Salva i l r i s u l t a t o come f i l e WAV separato
63 output_f i l e = f " { output_dir }/{ base_fi lename }_IR_{ i //

segment_duration_samples + 1} . wav"
64 s f . wr i t e ( output_f i l e , s l i c e_aud io , sample_rate )
65 pr in t ( f " Sa lvato : { output_f i l e } − Lunghezza : { l en (

s l i c e_aud io ) } campioni " )
66 e l s e :
67 pr in t ( f " Tagl io f u o r i l i m i t i per i l segmento { i //

segment_duration_samples + 1} , sk ipp ing . " )
68

69 # Concatenazione d i tu t t e l e p o r z i o n i IR
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70 concatenated_ir_data = np . concatenate ( a l l_i r_data )
71

72 # Salva i l r i s u l t a t o f i n a l e in un unico f i l e WAV
73 concatenated_output_f i l e = f " { output_dir }/{ base_fi lename }

_concatenated_IRs . wav"
74 s f . wr i t e ( concatenated_output_f i le , concatenated_ir_data ,

sample_rate )
75 pr in t ( f " Sa lvato i l f i l e concatenato in : { concatenated_output_f i l e

} " )
76

77 # R e s t i t u i s c e i nomi de i f i l e g e n e r a t i
78 re turn [ f " { output_dir }/{ base_fi lename }_IR_{ i + 1} . wav" f o r i in

range ( l en ( a l l_ir_data ) ) ]
79

80 de f rms_db( s i g n a l ) :
81 " " " Ca lco la i l l i v e l l o RMS in dBFS di un s egna l e audio . " " "
82 rms = np . sq r t (np . mean( s i g n a l ∗∗2) )
83 # Evita l o g a r i t m i d i ze ro
84 rms_db = 20 ∗ np . log10 ( rms ) i f rms > 0 e l s e −np . i n f
85 re turn rms_db
86

87 de f split_stereo_to_mono ( i n p u t _ f i l e ) :
88 " " " Divide un f i l e s t e r e o in due f i l e mono ( s i n i s t r o e de s t ro ) a

24 b i t u t i l i z z a n d o pydub . " " "
89

90 # V e r i f i c a se i l f i l e e s i s t e
91 i f not os . path . e x i s t s ( i n p u t _ f i l e ) :
92 r a i s e FileNotFoundError ( f " I l f i l e { i n p u t _ f i l e } non è s t a to

t rovato . " )
93

94 # Crea i nomi de i f i l e mono per i c a n a l i s i n i s t r o e de s t ro
95 base_name = os . path . s p l i t e x t ( os . path . basename ( i n p u t _ f i l e ) ) [ 0 ]
96 output_dir = os . path . dirname ( i n p u t _ f i l e )
97 l e f t _ f i l e = os . path . j o i n ( output_dir , f " {base_name} _ l e f t . wav" )
98 r i g h t _ f i l e = os . path . j o i n ( output_dir , f " {base_name} _right . wav" )
99

100 # Carica i l f i l e s t e r e o come AudioSegment
101 stereo_audio = AudioSegment . f r om_f i l e ( i nput_f i l e , format="wav" )
102

103 sample_rate = stereo_audio . frame_rate
104 i r_length_in_samples = len ( stereo_audio . get_array_of_samples ( ) )

//2
105

106 # Usa i l metodo split_to_mono per s epara re i l f i l e s t e r e o ne i due
c a n a l i mono

107 mono_audios = stereo_audio . split_to_mono ( )
108

109 # Esporta i f i l e mono ( s i n i s t r o e de s t ro ) in formato 24− b i t PCM
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110 mono_audios [ 0 ] . export ( l e f t _ f i l e , format="wav" , parameters =[ "−
acodec " , " pcm_s24le " ] )

111 mono_audios [ 1 ] . export ( r i g h t _ f i l e , format="wav" , parameters =[ "−
acodec " , " pcm_s24le " ] )

112

113 pr in t ( f " F i l e s t e r e o d i v i s o in : \ n− { l e f t _ f i l e } (24− b i t ) \n− {
r i g h t _ f i l e } (24− b i t ) " )

114

115 re turn l e f t _ f i l e , r i g h t _ f i l e , ir_length_in_samples
116

117 de f envelope_audio ( i n p u t _ f i l e ) :
118 # Carica i l f i l e audio
119 audio , samplerate = s f . read ( i n p u t _ f i l e )
120

121 # V e r i f i c a che i l f i l e audio s i a mono (1 cana le )
122 i f audio . ndim != 1 :
123 r a i s e ValueError ( " I l f i l e audio deve e s s e r e mono per questa

funz ione . " )
124

125 # Durata de l fade (5 campioni )
126 fade_durat ion = 10
127

128 # Creazione d e l l ’ i nv i luppo per i pr imi 5 campioni ( da 0 a 1)
129 s ta r t_fade = np . l i n s p a c e (0 , 1 , fade_durat ion )
130

131 # Creazione d e l l ’ i nv i luppo per g l i u l t i m i 5 campioni ( da 1 a 0)
132 end_fade = np . l i n s p a c e (1 , 0 , fade_durat ion )
133

134 # Modif ica de i pr imi 5 campioni
135 audio [ : fade_durat ion ] = audio [ : fade_durat ion ] ∗ s tar t_fade
136

137 # Modif ica d e g l i u l t i m i 5 campioni
138 audio [− fade_durat ion : ] = audio [− fade_durat ion : ] ∗ end_fade
139

140 # Crea i l nome de l f i l e d i output aggiungendo " _modified " a l nome
o r i g i n a l e

141 base_name , ext = os . path . s p l i t e x t ( i n p u t _ f i l e )
142 output_f i l e = f " {base_name}_modified{ ext } "
143

144 # Sa lvatagg io de l f i l e mod i f i ca to in 24 b i t e con l a s t e s s a
f requenza d i campionamento (48000 Hz)

145 s f . wr i t e ( output_f i l e , audio , samplerate , subtype=’PCM_24 ’ )
146

147 re turn output_f i l e # Ritorna i l nome de l f i l e d i output
148

149 de f convolve_audio ( input_f i l e , f i r _ f i l e , output_dir ) :
150 # Carica i l f i l e audio e i l FIR
151 input_signal , input_samplerate = s f . read ( i n p u t _ f i l e )
152 f i r _ s i g n a l , f i r_sample ra te = s f . read ( f i r _ f i l e )
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153

154 # V e r i f i c a e r i s ca l amento a l l a f requenza d i campionamento d i 48
kHz , se n e c e s s a r i o

155 target_samplerate = 48000
156 i f input_samplerate != target_samplerate :
157 input_s igna l = l i b r o s a . resample ( input_signal , o r ig_sr=

input_samplerate , ta rget_sr=target_samplerate )
158 input_samplerate = target_samplerate
159

160 i f f i r_sample ra te != target_samplerate :
161 f i r _ s i g n a l = l i b r o s a . resample ( f i r _ s i g n a l , o r ig_sr=

f i r_samplerate , ta rget_sr=target_samplerate )
162 f i r_sample ra te = target_samplerate
163

164 # V e r i f i c a se l ’ audio è mono
165 i f l en ( input_s igna l . shape ) > 1 :
166 r a i s e ValueError ( "L ’ input deve e s s e r e un f i l e audio mono . " )
167

168 # Convolvi d i re t tamente
169 convo lved_s igna l = f f t c o n v o l v e ( input_signal , f i r _ s i g n a l , mode=’

f u l l ’ )
170

171 # Crea i l nome de l f i l e d i output
172 input_name = os . path . s p l i t e x t ( os . path . basename ( i n p u t _ f i l e ) ) [ 0 ]
173 fir_name = os . path . s p l i t e x t ( os . path . basename ( f i r _ f i l e ) ) [ 0 ]
174 output_f i l e = os . path . j o i n ( output_dir , f " convolution_ {input_name}

_{ fir_name } . wav" )
175

176 # Salva i l r i s u l t a t o in un nuovo f i l e audio a 24 b i t
177 s f . wr i t e ( output_f i l e , convo lved_signa l . astype (np . f l o a t 3 2 ) ,

target_samplerate , subtype=’PCM_24 ’ )
178 pr in t ( f " Convoluzione completata . R i su l t a t o s a l va to come ’{

output_f i l e } ’ con 48 kHz e 24 b i t . " )
179

180 re turn output_f i l e
181

182 de f phase_cor r e l a t i on ( f i l e 1 , f i l e 2 ) :
183 " " " Ca lco la l a c o r r e l a z i o n e d i f a s e t ra due f i l e audio e i l

r i t a r d o . " " "
184 # Carica i s e g n a l i audio
185 s i gna l1 , samplerate1 = load_audio ( f i l e 1 )
186 s i gna l2 , samplerate2 = load_audio ( f i l e 2 )
187

188 # Ass icura che i s e g n a l i abbiano l a s t e s s a f requenza d i
campionamento

189 i f samplerate1 != samplerate2 :
190 r a i s e ValueError ( " Entrambi i f i l e devono avere l a s t e s s a

f requenza d i campionamento . " )
191
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192 # Trova l a c o r r e l a z i o n e i n c r o c i a t a
193 c o r r e l a t i o n = np . c o r r e l a t e ( s i gna l 1 , s i gna l2 , mode=’ f u l l ’ )
194 l ag = np . argmax ( c o r r e l a t i o n ) − ( l en ( s i g n a l 2 ) − 1)
195

196 # Calco la i l r i t a r d o in second i e in campioni
197 delay_samples = abs ( l ag )
198 delay_seconds = delay_samples / samplerate1
199

200 # Determina se i s e g n a l i sono in f a s e o s f a s a t i
201 in_phase = ( lag == 0)
202

203 # Calco la i l i v e l l i RMS de i due s e g n a l i in dB
204 rms_db1 = rms_db( s i g n a l 1 )
205 rms_db2 = rms_db( s i g n a l 2 )
206

207 # Calco la l a d i f f e r e n z a in dB per a l l i n e a r e i l i v e l l i RMS
208 db_adjustment = rms_db1 − rms_db2
209

210 pr in t ( f " Ritardo in campioni : { delay_samples } " )
211 pr in t ( f " Ritardo in second i : { delay_seconds } " )
212 pr in t ( f " L i v e l l o RMS de l f i l e 1 : {rms_db1 : . 2 f } dB" )
213 pr in t ( f " L i v e l l o RMS de l f i l e 2 : {rms_db2 : . 2 f } dB" )
214 pr in t ( f " Per uguag l i a r e i l i v e l l i RMS, i l f i l e 2 deve e s s e r e

r e g o l a t o d i {db_adjustment : . 2 f } dB" )
215

216 re turn lag , delay_samples , delay_seconds , db_adjustment
217

218 de f apply_delay_and_volume ( input_f i l e , delay_samples , volume_db ,
output_dir , channel , nameIR) :

219 " " " Appl ica i l r i t a r d o e i l volume mod i f i ca to a un f i l e audio ,
ind icando L o R ne l nome de l f i l e in base a l cana le . " " "

220 # Carica i l s egna l e audio
221 s i gna l , samplerate = load_audio ( i n p u t _ f i l e )
222

223 # Applica i l r i t a r d o ( s h i f t temporale )
224 de layed_s igna l = np . r o l l ( s i gna l , delay_samples )
225

226 # Applica l a modi f i ca de l volume ( abbassamento d i volume in dB)
227 volume_factor = 10∗∗( volume_db / 20)
228 de layed_s igna l = de layed_s igna l ∗ volume_factor
229

230 # Crea i l nome de l f i l e d i output inc ludendo L o R
231 input_name = os . path . s p l i t e x t ( os . path . basename ( i n p u t _ f i l e ) ) [ 0 ]
232 input_name2 = os . path . s p l i t e x t ( os . path . basename (nameIR) ) [ 0 ]
233 output_f i l e = os . path . j o i n ( output_dir , f " delayed_volume_{

input_name}_{ channel }_{input_name2 } . wav" )
234

235 # Salva i l r i s u l t a t o mod i f i ca to
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236 s f . wr i t e ( output_f i l e , de layed_s igna l . astype (np . f l o a t 3 2 ) ,
samplerate , subtype=’PCM_24 ’ )

237 pr in t ( f " Ritardo e volume a p p l i c a t i . R i su l t a t o s a l va to come ’{
output_f i l e } ’ con 48 kHz e 24 b i t . " )

238

239 # Ritorna i l s egna l e mod i f i ca to
240 re turn de layed_s igna l
241

242 de f sum_and_cut ( input_f i l e , i r _ l e f t _ f i r , i r_r i gh t_ f i r ,
ad jus ted_di rac_s igna l_le f t , ad justed_dirac_s igna l_r ight ,
ir_length_in_samples , output_dir , samplerate =48000) :

243 " " "Somma l e IR f i l t r a t e con l a Dirac agg ius tata , c rea un f i l e
s t e r e o e l o t a g l i a a metà , aggiungendo un t a g l i o d i 128 campioni .
" " "

244

245 # Carica i s e g n a l i IR f i l t r a t i
246 i r _ l e f t _ s i g n a l , _ = load_audio ( i r _ l e f t _ f i r )
247 i r_r ight_s igna l , _ = load_audio ( i r _ r i g h t _ f i r )
248

249 # Al l i n ea l e lunghezze d e g l i array aggiungendo z e r i ( padding ) a l
s egna l e p i ù cor to

250 max_length = max( l en ( i r _ l e f t _ s i g n a l ) , l en (
ad ju s t ed_d i rac_s igna l_ l e f t ) )

251 i r _ l e f t _ s i g n a l = np . pad ( i r _ l e f t _ s i g n a l , (0 , max_length − len (
i r _ l e f t _ s i g n a l ) ) , ’ constant ’ )

252 ad jus t ed_d i rac_s igna l_ l e f t = np . pad ( ad jus ted_di rac_s igna l_le f t ,
(0 , max_length − len ( ad ju s t ed_d i rac_s igna l_ l e f t ) ) , ’ constant ’ )

253

254 max_length = max( l en ( i r_r i gh t_s i gna l ) , l en (
ad justed_di rac_s igna l_r ight ) )

255 i r_r i gh t_s i gna l = np . pad ( i r_r ight_s igna l , (0 , max_length − len (
i r_r i gh t_s i gna l ) ) , ’ constant ’ )

256 adjusted_di rac_s igna l_r ight = np . pad ( adjusted_dirac_s igna l_r ight ,
(0 , max_length − len ( ad justed_di rac_s igna l_r ight ) ) , ’ constant ’ )

257

258 # Somma l e IR f i l t r a t e con i r i s p e t t i v i s e g n a l i d i Dirac
a g g i u s t a t i

259 sum_left = i r _ l e f t _ s i g n a l + ad jus t ed_d i rac_s igna l_ l e f t
260 sum_right = i r_r i gh t_s i gna l + adjusted_di rac_s igna l_r ight
261

262 # Combina i s e g n a l i s i n i s t r o e de s t ro in un array s t e r e o
263 combined_signal = np . vstack ( ( sum_left , sum_right ) ) .T
264

265 # Calco la l a lunghezza de l f i l e in campioni
266 length_in_samples = combined_signal . shape [ 0 ]
267

268 # Trova i l punto d i metà lunghezza e i l punto f i n a l e de l t a g l i o
269 cut_point = ( length_in_samples // 2) − ( ir_length_in_samples //2)
270 cut_end = cut_point + ir_length_in_samples
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271

272 # Est ra i l a porz ione de l f i l e t ra i l punto d i t a g l i o e i l punto
f i n a l e

273 cut_s igna l = combined_signal [ i n t ( cut_point ) : i n t ( cut_end ) ]
274

275 # Crea i l nome de l f i l e d i output
276 input_name = os . path . s p l i t e x t ( os . path . basename ( i n p u t _ f i l e ) ) [ 0 ]
277 output_f i l e = os . path . j o i n ( output_dir , f " combined_adjusted_{

input_name}_dirac_FINAL . wav" )
278

279 # Salva i l r i s u l t a t o come f i l e s t e r e o a 24 b i t ( s i n t a s s i PCM_24)
280 s f . wr i t e ( output_f i l e , cut_s igna l . astype (np . f l o a t 3 2 ) , samplerate ,

subtype=’PCM_24 ’ )
281 pr in t ( f " F i l e combinato e t a g l i a t o s a l va to come ’{ output_f i l e } ’ " )
282

283 re turn output_f i l e
284

285 de f concat_aud io_f i l e s ( i npu t_ f i l e s , output_dir , name , samples ) :
286 " " "
287 Concatena i f i l e IR s t e r e o e sa lva i l r i s u l t a t o in un unico f i l e

d i output .
288

289 : param i n p u t _ f i l e s : L i s t a d i p e r c o r s i a i f i l e IR da concatenare .
290 : param output_dir : C a r t e l l a d i d e s t i n a z i o n e dove s a l v a r e i l f i l e

f i n a l e .
291 : param name : Nome base per i l f i l e d i output .
292 " " "
293 # Li s ta per contenere i da t i audio
294 a l l_data = [ ]
295

296 # Leggi ogni f i l e e agg iung i i da t i a l l a l i s t a
297 f o r i n p u t _ f i l e in i n p u t _ f i l e s :
298 audio_data , samplerate = s f . read ( input_f i l e , dtype=’ f l o a t 3 2 ’ )
299

300 # Contro l l a che t u t t i i f i l e abbiano l a s t e s s a f requenza d i
campionamento

301 i f samplerate != 48000 :
302 pr in t ( f " Attenz ione : i l f i l e { i n p u t _ f i l e } ha una f requenza

d i campionamento d iv e r s a da 48000 Hz . " )
303

304 # V e r i f i c a che i l f i l e s i a s t e r e o ( due c a n a l i )
305 i f audio_data . ndim != 2 or audio_data . shape [ 1 ] != 2 :
306 pr in t ( f " Attenz ione : i l f i l e { i n p u t _ f i l e } non è s t e r e o .

Verrà i gnora to . " )
307 cont inue # Ignora i f i l e non s t e r e o
308

309 a l l_data . append ( audio_data )
310

311 # Concatena i da t i audio s o l o per i f i l e s t e r e o
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312 i f a l l_data :
313 concatenated_data = np . concatenate ( al l_data , ax i s =0)
314

315 input_name = os . path . s p l i t e x t ( os . path . basename (name) ) [ 0 ]
316 output_f i l e = os . path . j o i n ( output_dir , f " {input_name}

_Final_Concatenated_{ samples } . wav" )
317

318 # Salva i l f i l e concatenato in formato 24− b i t e campionamento
48000 Hz

319 s f . wr i t e ( output_f i l e , concatenated_data , 48000 , subtype=’
PCM_24 ’ )

320

321 pr in t ( f " F i l e concatenato sa l va to in : { output_dir } " )
322

323

324 de f main ( ) :
325 # D e f i n i s c i g l i argomenti d e l l a r i g a d i comando
326 par s e r = argparse . ArgumentParser ( d e s c r i p t i o n=" P i p e l i n e d i

convo luz i on i per IR e FIR . " )
327 par s e r . add_argument ( " i r " , type=str , he lp=" Path a l f i l e IR " )
328 par s e r . add_argument ( " num_samples " , type=int , he lp="Numero d i

campioni da mantenere per ogni t a g l i o " )
329 par s e r . add_argument ( " d i r a c _ f i l t e r e d " , type=str , he lp=" Path a l l a

Dirac g i à f i l t r a t a " )
330 par s e r . add_argument ( " f i r_hp " , type=str , he lp=" Path a l f i l t r o FIR

HP" )
331 par s e r . add_argument ( " tone " , type=str , he lp=" Path a l tono " )
332 par s e r . add_argument ( "−−log " , type=str , he lp=" Path de l f i l e d i l og

" , d e f a u l t=" output_log . txt " )
333

334 args = par s e r . parse_args ( )
335

336 segment_duration = 3 # Durata d i ogni segmento ( in second i )
337 o f f s e t_seconds = 2.057 # Of f s e t d i 2 .056 second i
338 sample_rate = 48000 # Sample ra t e de l f i l e
339

340 # Genera l a c a r t e l l a d i output u t i l i z z a n d o i l nome de l f i l e IR
341 ir_name = os . path . s p l i t e x t ( os . path . basename ( args . i r ) ) [ 0 ]
342 output_dir = os . path . j o i n ( os . getcwd ( ) , ir_name+"_"+s t r ( args .

num_samples ) )
343

344 # Crea l a c a r t e l l a d i output se non e s i s t e
345 i f not os . path . e x i s t s ( output_dir ) :
346 os . makedirs ( output_dir )
347 pr in t ( f " C a r t e l l a d i output ’{ output_dir } ’ c r ea ta . " )
348

349 # R e i n d i r i z z a stdout a un f i l e
350 log_path = os . path . j o i n ( output_dir , a rgs . l og )
351 sys . s tdout = open ( log_path , "w" )
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352

353 i r _ f i l e s = process_wav_numpy ( args . i r , segment_duration ,
o f f s e t_seconds , args . num_samples , sample_rate , output_dir )

354 i r _ f i n a l _ l i s t = [ ]
355

356 f o r i r _ f i l e in i r _ f i l e s :
357

358 ir_L , ir_R , ir_length_in_samples = split_stereo_to_mono ( i r _ f i l e )
359 #ir_L2 = envelope_audio ( ir_L )
360 #ir_R2 = envelope_audio ( ir_R )
361

362 # Esegui l a convo luz ione usando i p e r c o r s i s p e c i f i c a t i d a l l a
r i g a d i comando

363 # Convolvi l ’ IR s i n i s t r a con i l f i l t r o FIR HP
364 i r _ l e f t _ f i r _ r e s u l t = convolve_audio ( ir_L , args . f ir_hp ,

output_dir )
365

366 # Convolvi l ’ IR des t ra con i l f i l t r o FIR HP
367 i r _ r i g h t _ f i r _ r e s u l t = convolve_audio ( ir_R , args . f ir_hp ,

output_dir )
368

369 # Convolvi l a Dirac f i l t r a t a con i l tono
370 dirac_tone_resu l t = convolve_audio ( args . tone , args .

d i r a c _ f i l t e r e d , output_dir )
371

372 #time . s l e e p (5 )
373

374 # Convolvi i l r i s u l t a t o d e l l a convo luz ione IR s i n i s t r a + FIR con
i l tono

375 i r _ l e f t _ f i r _ t o n e _ r e s u l t = convolve_audio ( args . tone ,
i r _ l e f t _ f i r _ r e s u l t , output_dir )

376

377 # Convolvi i l r i s u l t a t o d e l l a convo luz ione IR des t ra + FIR con
i l tono

378 i r_r i ght_f i r_tone_re su l t = convolve_audio ( args . tone ,
i r_r i gh t_ f i r_r e su l t , output_dir )

379

380 #time . s l e e p (5 )
381

382 # Calco la l a c o r r e l a z i o n e d i f a s e t ra i r i s u l t a t i d e l l e
convo luz i on i

383 pr in t ( " Cor r e l a z i one t ra IR s i n i s t r a convoluta con FIR e tono e
Dirac f i l t r a t a convoluta con tono : " )

384 l a g_ l e f t , de lay_samples_left , de lay_seconds_le ft , db_adj_left =
phase_cor re l a t i on ( i r_ l e f t_ f i r_tone_re su l t , d i rac_tone_resu l t )

385 pr in t ( f " Ritardo per IR s i n i s t r a : { de lay_seconds_le f t : . 4 f }
s econd i ({ de lay_samples_le ft } campioni ) " )

386
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387 pr in t ( " Cor r e l a z i one t ra IR des t ra convoluta con FIR e tono e
Dirac f i l t r a t a convoluta con tono : " )

388 lag_right , delay_samples_right , delay_seconds_right ,
db_adj_right = phase_cor re l a t i on ( i r_r ight_f i r_tone_resu l t ,
d i rac_tone_resu l t )

389 pr in t ( f " Ritardo per IR des t ra : { delay_seconds_right : . 4 f } s econd i
({ delay_samples_right } campioni ) " )

390

391 ad jus t ed_d i rac_s igna l_ l e f t = apply_delay_and_volume ( args .
d i r a c _ f i l t e r e d , delay_samples_left , db_adj_left , output_dir , "L" ,
i r _ f i l e )

392 adjusted_di rac_s igna l_r ight = apply_delay_and_volume ( args .
d i r a c _ f i l t e r e d , delay_samples_right , db_adj_right , output_dir , "R"
, i r _ f i l e )

393 summed_audio = sum_and_cut ( i r _ f i l e , i r _ l e f t _ f i r _ r e s u l t ,
i r_r i gh t_ f i r_r e su l t , ad jus ted_di rac_s igna l_le f t ,
ad justed_dirac_s igna l_r ight , ir_length_in_samples , output_dir )

394 i r _ f i n a l _ l i s t . append ( summed_audio )
395

396 concat_aud io_f i l e s ( i r _ f i n a l _ l i s t , output_dir , a rgs . i r , a rgs .
num_samples )

397

398

399 i f __name__ == ’__main__ ’ :
400 main ( )
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ExportIR.py

1 import os
2 import numpy as np
3 import s o u n d f i l e as s f
4 import pyso faconvent ions as s o f a
5

6 # Percorso de l f i l e SOFA
7 so fa_f i l e_path = r " d i r e c t o r y de l f i l e s o f a "
8

9 # Crea l a d i r e c t o r y d i output se non e s i s t e
10 output_directory = " output_IRs_NF "
11 i f not os . path . e x i s t s ( output_directory ) :
12 os . makedirs ( output_directory )
13

14 # Carica i l f i l e SOFA
15 sofa_data = so f a . SOFAFile ( so fa_f i l e_path , ’ r ’ )
16

17 # V e r i f i c a se i l f i l e è va l i do
18 i f not sofa_data . i s V a l i d ( ) :
19 pr in t ( " I l f i l e SOFA non è va l i do . " )
20 e l s e :
21 pr in t ( " Esportaz ione d e l l e IR per l a c o n f i g u r a z i o n e 7 . 1 . 4 : " )
22

23 # Ott iene l e p o s i z i o n i d e l l e s o r g e n t i
24 sou rc e_pos i t i on s = sofa_data . getVar iab leValue ( ’ SourcePos i t i on ’ )
25 impulse_responses = sofa_data . getVar iab leValue ( ’ Data . IR ’ )
26

27 # Contro l l a se l ’ a t t r i b u t o ’ DataSamplingRate ’ e s i s t e
28 t ry :
29 sampling_rate = i n t ( sofa_data . getGloba lAttr ibuteValue ( ’

DataSamplingRate ’ ) )
30 except s o f a . SOFAError :
31 pr in t ( "L ’ a t t r i b u t o ’ DataSamplingRate ’ non trovato . U t i l i z z o

d i 48000 Hz come va l o r e p r e d e f i n i t o . " )
32 sampling_rate = 48000 # Valore p r e d e f i n i t o
33

34 # D e f i n i s c i l e p o s i z i o n i t a r g e t d e l l a c o n f i g u r a z i o n e 7 . 1 . 4
35 target_positions_7_1_4 = {
36 "LEFT" : (30 , 0) ,
37 "RIGHT" : (330 , 0) ,
38 "CENTER" : (0 , 0) ,
39 "LFE" : (0 , −90) ,
40 "LEFT SURROUND" : (110 , 0) ,
41 "RIGHT SURROUND" : (250 , 0) ,
42 "BACK LEFT" : (150 , 0) ,
43 "BACK RIGHT" : (210 , 0) ,
44 "UP LEFT" : (45 , 30) ,

102



Script

45 "UP RIGHT" : (315 , 30) ,
46 "UP BACK LEFT" : (135 , 30) ,
47 "UP BACK RIGHT" : (225 , 30)
48 }
49

50 t o l e r a n c e = 4 # Tol l e ranza in grad i
51 e x p o r t e d _ f i l e s = s e t ( ) # Ins ieme per t ene r e t r a c c i a de i f i l e g i à

e s p o r t a t i
52

53 # I t e r a a t t r a v e r s o l e p o s i z i o n i d e l l e s o r g e n t i e e spor ta l e IR
54 f o r i , p o s i t i o n in enumerate ( sour ce_pos i t i on s ) :
55 azimuth = p o s i t i o n [ 0 ] % 360 # Normalizza l ’ azimuth
56 e l e v a t i o n = p o s i t i o n [ 1 ]
57

58 f o r l abe l , ( target_azimuth , t a rg e t_e l eva t i on ) in
target_positions_7_1_4 . items ( ) :

59 i f ( abs ( azimuth − target_azimuth ) <= t o l e r a n c e and
60 abs ( e l e v a t i o n − ta rge t_e l eva t i on ) <= t o l e r a n c e ) :
61

62 i r_data = impulse_responses [ i ]
63

64 # Contro l l a l a forma d e l l ’ IR
65 pr in t ( f " IR { i } : forma o r i g i n a l e { ir_data . shape } . " )
66

67 i f i r_data . ndim == 1 : # Se l ’ IR è mono , dup l i ca i l
cana l e

68 i r_data = np . column_stack ( ( ir_data , ir_data ) ) #
Crea un array s t e r e o

69 pr in t ( f " IR { i } era mono , c o n v e r t i t a in s t e r e o con
forma { ir_data . shape } . " )

70 e l i f i r_data . ndim == 2 : # Se è g i à 2D
71 i f i r_data . shape [ 0 ] > 2 : # Più d i 2 c a n a l i
72 i r_data = ir_data [ : 2 , : ] # Prendi s o l o i

pr imi 2 c a n a l i
73 pr in t ( f " IR { i } ha p i ù d i 2 cana l i , mantenuti

s o l o i pr imi 2 con forma { ir_data . shape } . " )
74 e l i f i r_data . shape [ 0 ] < 2 : # Meno di 2 c a n a l i
75 pr in t ( f " IR { i } non ha abbastanza c a n a l i per l

’ e spor taz ione , forma : { ir_data . shape } . " )
76 cont inue
77 pr in t ( f " IR { i } è g i à in formato va l i do con forma

{ ir_data . shape } . " )
78 e l s e : # Gest ione d i IR non s t e r e o
79 pr in t ( f " IR { i } non è in un formato va l i do per l ’

e spor taz ione , forma : { ir_data . shape } . " )
80 cont inue
81

82 # Crea un nome di f i l e univoco
83 f i l ename = f " { l a b e l }_Az{azimuth}_El{ e l e v a t i o n } . wav"
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84 i f f i l ename not in e x p o r t e d _ f i l e s :
85 e x p o r t e d _ f i l e s . add ( f i l ename ) # Aggiunge i l f i l e

a l l ’ ins i eme
86 # Salva l ’ IR come f i l e WAV
87 s f . wr i t e ( os . path . j o i n ( output_directory , f i l ename )

, ir_data .T, sampling_rate ) # Trasponi per s o u n d f i l e
88 pr in t ( f " IR sa l va ta come { f i l ename } con forma {

ir_data . shape } . " )
89 e l s e :
90 pr in t ( f " Dupl icato t rovato per { f i l ename } , non

sa l va to . " )
91

92 # Chiude i l f i l e SOFA
93 sofa_data . c l o s e ( )
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Appendix B

Visualization of Shapiro Test
and Correlation Matrix
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Visualization of Shapiro Test and Correlation Matrix

Shapiro Test:

Figure B.1: Shapiro test for Group 1.

106



Visualization of Shapiro Test and Correlation Matrix

Figure B.2: Shapiro test for Group 2.
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Visualization of Shapiro Test and Correlation Matrix

Figure B.3: Overall Shapiro test.
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Visualization of Shapiro Test and Correlation Matrix

Correlation Matrix:

Figure B.4: Correlation Matrix for KU100 FF 128.
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Figure B.5: Correlation Matrix for KU100 NF 128.
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Visualization of Shapiro Test and Correlation Matrix

Figure B.6: Correlation Matrix for KU100 ST6 128.

111



Visualization of Shapiro Test and Correlation Matrix

Figure B.7: Correlation Matrix for KU100 ST6 128 EQ.
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Figure B.8: Correlation Matrix for KU100 ST6 256 EQ.
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Figure B.9: Correlation Matrix for KEMAR 128 EQ.
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Visualization of Shapiro Test and Correlation Matrix

Figure B.10: Correlation Matrix for pHRTF 128.
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Visualization of Shapiro Test and Correlation Matrix

Figure B.11: Correlation Matrix for pHRTF 128 EQ.
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Visualization of Shapiro Test and Correlation Matrix

Figure B.12: Correlation Matrix for pHRTF 256 EQ.
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Appendix C

Declaration of AI Tools
Usage

During the writing of this thesis, the OpenAI ChatGPT artificial intelligence
model was utilized for textual refinement, including grammar and clarity
improvements.
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