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Abstract

The latest technologies have revolutionized interactions between humans and ar-
tificial intelligence, with a significant breakthrough marked by the introduction of
ChatGPT by OpenAI in November 2022. New conversational chatbots have been
shown to be useful in various fields, not only for simple interactions but also for
information search, technical support, and entertainment.

This Master’s thesis study investigates the use of AI in creative arts, particularly
improvisational theater. This study led to the development of ImprovMate, an
innovative system designed to support actors in the creative process and provide a
valid alternative to traditional practice.

This system allows users to perform in front of a webcam and practice using
AI as an improv partner. A LLM (Large Language Model) can understand and
generate coherent text, and adapt to multiple situations. For this reason, Chat-
GPT has been used to exploit its advanced capabilities, including natural language
interpretation and computer vision models. The audiovisual performance of the
user is analyzed using these capabilities, which are examined through a motion
labeling process on a video dataset. The system adapts ChatGPT to the context of
improvisation using carefully constructed prompts. The hallucinations generated
by the model are often considered a limitation, but in this case they have been rein-
terpreted as creative tools to fuel imagination and introduce unexpected elements
into improvised scenes.

The design of ImprovMate was guided by a formative study conducted with
improvisation actors, to understand their needs, the difficulties encountered in the
creative process and the opportunities offered by artificial intelligence in the the-
atrical context. The insights from this study guided the development of the system,
including targeted features, such as dynamic prompts and other support tools, that
facilitate experimentation and creative flow.

To evaluate the effectiveness and usability of ImprovMate, a pilot study was
conducted to collect preliminary feedback and possible improvements. The results
obtained have provided useful indications for future developments of the system,
ensuring better adaptation to actors’ needs and a more fluid and stimulating inter-
action.
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Glossary

AI Artificial system that tries to simulate a generic form of intelligence. 1, 7–9,
11–16, 19–21, 23–28, 32–34, 37, 43–46, 48, 54, 57–60, 62, 63, 65, 66

AR Augmented Reality, interactive experience that combines the real world and
computer-generated 3D content. 18

ChatGPT AI and machine learning based chat bot developed by Open AI, spe-
cialized in conversation with a human user. 1, 14, 25, 26, 49–54

computer vision Set of activities used to extract and understand data from dig-
ital images or videos. 1, 7, 24

FPS Frames Per Second. 33

GAI Subset of artificial intelligence that uses generative models to produce text,
images, videos, or other forms of data. 12, 13

gesture recognition technology that allows the interpretation and analysis of
human movements. 8, 9, 42

hallucinations AI-generated information not based on real data. 1, 11, 27, 32, 34

HTN Hierarchical Task Network, approach to automated planning in which the
dependency among actions can be given in the form of hierarchically struc-
tured networks. 17

improv Improvisation, form of live theatre where scenes are created spontaneously.
25, 32–34, 36, 37, 39, 42, 44, 57

IoT Concrete objects and places that acquire a digital identity through an internet
connection. 18

LLM Large Language Model, a type of AI model used for generating text. 1, 7,
15, 21, 23, 24, 31–34, 49, 53, 55
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MediaPipe Open-source framework developed by Google for real-time computer
vision and machine learning tasks such as hand tracking, face detection, object
detection, and gesture recognition. 42, 43, 49, 50, 52–55

motion labeling Procedure for labeling movements in a video, which is funda-
mental for analysis and gesture recognition. 1, 49, 51–54

OpenAI Research organization that develops advanced AI models, including Chat-
GPT. 1, 31–33, 42, 43, 48, 50, 65

similarity Sentence Similarity is the task of determining how similar two texts
are. 51–55

storytelling The art and practice of conveying a narrative through structured or
spontaneous techniques. 7–9, 11, 16, 18–23, 32–34, 36, 48

TTCT Torrance Tests of Creative Thinking, series of standardized assessments
developed by Ellis Paul Torrance to measure an individual’s creative potential.
14

Turing Test Test of a machine’s ability to exhibit intelligent behaviour equivalent
to that of a human. 15
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Chapter 1

Introduction

Improvisational theater, at its core, is a storytelling art, an expressive practice
in which narratives are spontaneously created through dialogue, movement, and
emotion. In this dynamic form of performance, actors are able to showcase their
creative abilities, using their intuition and instincts to collaborate in the creation of
an engaging, ever-evolving story. This form of storytelling is not scripted; instead,
it thrives on the unpredictability of human interaction, where every gesture, pause,
and feeling contributes to the unfolding of the story.

In recent years, AI (artificial intelligence) has begun to be increasingly used in
fields related to creative disciplines, such as in the processing of narratives. The
most advanced AI systems, such as LLM (Large Language Models), are capable of
generating high-quality coherent stories and texts. Instead, models that also possess
computer vision are able to understand human movements and behaviors starting
from images or videos. These features open the doors to infinite possibilities and
these capabilities can be integrated into the creative process, not to replace the
human contribution but providing a collaborator capable of providing a different
valid point of view.

In this art, even the most talented artists can find themselves struggling during
performances, overwhelmed by unexpected twists that undermine the coherence of
the narrative. Training for these situations is not easy, and each actor has to find
partners to train with specific situations and follow all the techniques underlying
improvisational performances.

This thesis explores the supporting role of AI as a creative partner in storytelling
in the context of improvisational theater. The aim of the work is to develop a system
that not only supports but also enables improvisation in the absence of companions.
Using the latest technologies, the tool provides narrative cues in real time, tracks
key elements of the story, and builds dynamic dialogues. To provide a relevant
background to the project, interviews are conducted with experts in the field to
properly direct development.
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Introduction

1.1 Scenario
In traditional improvisational theater, actors rely on their instincts, experience,
and suggestions from a live audience to guide their performance. However, not
everyone has easy access to a troupe of actors or a live audience to practice. This
creates a scenario where actors may not have effective training opportunities, which
can limit their growth and creativity. The problem addressed in this work is how
to provide an accessible, reliable, and interactive training tool that supports im-
provised storytelling without the need for extensive human resources or specialized
equipment.

Furthermore, such a narrative experience is not only important for theater pro-
fessionals; it also improves creativity, communication, and trains the ability to think
in unexpected conditions. The approach is not limited to the specific field of ap-
plication, but remains open to anyone who wants to challenge themselves in such
situations.

The idea of using AI to assist in creative processes is both innovative and prac-
tical. AI-based tools have a very different way of reasoning than humans, yet are
similar in certain aspects. This difference can be the basis for constructive collab-
oration, capable of improving the actors’ skills and confronting themselves with a
different point of view.

Finally, with the advances of recent years, particularly in language understand-
ing and movement recognition, the potential to create a system that interacts with
the actors in real time becomes feasible. This approach can make training available
to anyone interested in improvisation to practice and improve, regardless of their
access to traditional performance spaces or partners.

1.2 Main Contribution
The main contribution of this thesis is the development of ImprovMate, an AI-
assisted system designed to support improvisational theater. ImprovMate offers
two distinct interfaces:

• ImprovMate: a step-by-step interface that gradually builds the story by
providing structured narrative cues and tracking key elements such as char-
acters, settings, and objects. Additional exercises are proposed to help train
specific skills.

• ImprovMate RT: a real-time interface that uses gesture recognition and
dynamic feedback. It simulates live performances through immediate inter-
action with an AI improvisation partner and an AI audience.

These interfaces take a different approach, offering actors flexible training tools
that adapt to different creative needs and performance styles.
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1.3 – Thesis Structure

To achieve this aim, this thesis initially refers to existing research on creativ-
ity and its relationship with AI. The various existing storytelling techniques are
analyzed, focusing on those that exploit cutting-edge technological devices. To
understand the needs of the target audience, a formative study with actors is con-
ducted to gather information related to the field of interest. The results are used
to guide the design of the system and make it as user-friendly as possible.

During the development of the system, the two interfaces mentioned above
are designed and implemented, using the latest AI models, gesture recognition
and interaction technologies. Experiments were conducted to evaluate the system
performance and finally feedback was sought from actors to guide future research.

1.3 Thesis Structure
The thesis is structured as follows:

• Chapter 2 - Related Work: this chapter reviews previous research in areas
including AI to increase creativity, AI in improvisational theater, interactive
storytelling, AI-based storytelling and motion-driven storytelling.

• Chapter 3 - Formative Study: this chapter presents initial studies con-
ducted to understand the role of AI in improvisation, the relationship between
age and willingness to use AI, and the impact of randomness on narrative co-
herence. The results of the study define the design goals for the system.

• Chapter 4 - System Overview: this chapter provides a detailed description
of ImprovMate, outlining the architecture of the system and the features
of the step-by-step and real-time interfaces.

• Chapter 5 - Interrogative Study: the capabilities of the large language
model in analyzing movements are examined in this chapter, along with a
description of the experimental approach and the results obtained.

• Chapter 6 - Pilot Study: this chapter evaluates the system in a real-world
setting by analyzing its performance based on feedback collected from actors.

• Chapter 7 - Conclusion and Future Work: the final chapter summarizes
the key contributions of the thesis and discusses possible directions for future
research.
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Chapter 2

Related work

The integration of AI in creative domains has received increasing attention in recent
years. AI-based systems are being explored as tools to enhance creativity, provide
interactive storytelling experiences, and, in more niche cases, support improvisa-
tional theater.

This chapter reviews the relevant literature on technology-assisted storytelling
techniques, with a particular focus on AI-based tools. Its creative capacity is as-
sessed, considering the most varied approaches.

First, this chapter discusses the proposed considerations with respect to the
creative component of AI, which is also used as a support tool to refine artistic
expressions and overcome creative blocks. Then, the applications of AI in impro-
visational theater are explored, a field of art that can harness AI hallucinations for
something new. Next, interactive storytelling is considered. This term refers to
a domain that uses and integrates various technological approaches to storytelling
to create engaging experiences for users. Finally, motion-based storytelling can be
considered a part of this last branch. This refers to all the approaches in which the
users’ movement is captured through various methodologies and interpreted and
exploited to carry on the narration of stories.

With the aim of proposing an effective AI-based system to support improvisa-
tion actors, past work is analyzed trying to identify the main opportunities and
limitations.

2.1 AI to Increase Creativity
Since 1998, several researchers have examined the possible capacity of artificial
intelligence to produce creative ideas [1]. Boden’s work explores the intersection
between human creativity and artificial intelligence, offering insights into how com-
putational systems can both model and improve creative processes. In this publi-
cation, different ways of producing novelty are explained.
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Related work

• “P-creativity” (psychological creativity), which refers to ideas that are new
to the mind of the individual;

• “H-creativity” (historical creativity), which introduces ideas that are new
to the whole of history.

As for the different types of creativity, it is possible to distinguish three types:

• combinatorial creativity, concerning the new (and unlikely) combination
of familiar ideas;

• exploratory creativity, generating ideas that are not new, but unexpected,
by exploring conceptual spaces;

• transformative creativity, modifying conceptual spaces for the generation
of new ideas.

Boden examines how AI can simulate creative processes, explaining how combi-
natorial creativity is emulated by AI systems by mixing existing concepts to create
new ones, such as in the creation of jokes. In terms of exploratory and trans-
formative creativity, the exploration and modification of conceptual spaces can be
described through computational concepts, as in the creation of new musical genres
starting from key traits of other composers.

Boden believes that AI can model and, in some cases, exhibit creative behaviors,
but the evaluation remains subjective in any case, as it depends on human judgment
of novelty. Finally, the author believes that even if AI can generate novelties that
perplex or repel us, it is still far from convincing us that they have value.

With technological advancement, AI has become part of everyday life, and dif-
ferent approaches are proposed with which these tools can help humans in many
creative activities.

Wu et al. [40] introduce the concept of “AI Creativity”, highlighting the collabo-
rative potential between humans and artificial intelligence to improve creative pro-
cesses, exploiting each other’s strengths (see Figure 2.1). To exploit this approach,
the authors propose a human-AI co-creation model, a circular process model that
includes six phases: perception, thinking, expression, collaboration, construction,
and testing. This model illustrates how AI introduces new possibilities in each
phase of the creative process. When talking about AI creativity, it should be re-
membered that it depends on the material on which it is trained and, therefore, it
is influenced by humans. For this reason, AI must be a tool to lower the entry bar
of various fields of study, allowing humans to focus on the creative part, leaving
the more complex or time-consuming tasks to AI.

Haase and Hanel’s [10] work examines the creative capabilities of Generative
Artificial Intelligence (GAI) chatbots, comparing their performance to human cre-
ativity. The study evaluates ideas generated by six GAI chatbots, compared to

12



2.1 – AI to Increase Creativity
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Figure 2.1: Humans and AI are complementary: humans take charge when creativ-
ity, strategic thinking, or empathy is required, while AI excels at handling routine
or optimization tasks where compassion is less of a factor. Reproduced from [40].

ideas generated by humans. Both human judges and a specially trained AI evalu-
ated the quality and quantity of these ideas.

Despite the differences in idea generation techniques, the results show no qual-
itative difference between AI and ideas generated by humans. The findings imply
that GAIs can be useful as helpers in creative pursuits, possibly boosting human
creativity by providing a variety of points of view and ideas.

It is emphasized that GAIs excel for everyday, small-C creativity, and are not
as effective for Big-C achievements, related to contexts of large scope and impact.
Despite this, since humans typically lack Big-C creativity, which is rare for a few
brilliant minds, it can be said that GAIs are creative “as much or as little as
humans”.

Inie et al. [14] explored how creative professionals perceive the evolution of gen-
erative AI and its integration into their workflows. The study reveals that creative
professionals have mixed feelings about GAI, recognizing its potential to improve
productivity but expressing concerns about its impact on the creative process and
job security. Participants reflect on the essence of creativity, questioning how GAI
fits into traditional creative paradigms and whether AI-generated content can be
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Related work

considered truly creative. Although it is acknowledged that generative AI is depen-
dent on human creations and input, it is acknowledged that it can be considered
creative. AI lacks intention and the application of experience in the creative process,
but otherwise the act of combining to create something new is not that different
from what humans do, albeit on a bigger scale.

Professionals also express concerns about their future potential employment
and the potential for AI to weaken the “creative muscle”, but they recognize that
generative AI has the potential to become a fundamental tool.

However, the study by Hubert et al. [12], concludes that current AI language
models, particularly GPT-4, show a higher creative potential than humans in diver-
gent thinking tasks. Especially for the fluency of responses, AIs are more original
and elaborate.

Other studies confirm this trend [9], evaluating the performance of ChatGPT
using the Torrance Tests of Creative Thinking (TTCT).

Magni et al. [20] examined whether the identity of a creator, human or AI,
influences how people evaluate the creativity of an artifact.

The study concludes that people can be biased towards AI-generated artifacts.
These are perceiving as less creative than humans-made ones, partly due to the
belief that AI puts less effort into creation.

Other works [39] explore the evolving relationship between AI and human cre-
ativity, highlighting the potential for collaboration, but also stressing the need for
ethical guidelines in generative AI. The core principles are proposed to guide the
responsible and ethical use of AI in creative fields, ensuring that AI serves as a use-
ful tool rather than a disruptive force. And finally, maintaining human oversight is
important to ensure that creative outcomes align with human values and cultural
contexts.

2.2 AI in Improvised Theater
The latest developments in artificial intelligence have allowed us to provide ex-
tremely fast and effective tools in text generation. By introducing these in the
creative domain, many researches have tried to exploit the capabilities of these
models in the theatrical field. Various publications have addressed the writing of
plays through the use of AI [27,28,33,34], however, a more niche approach concerns
the integration of these tools in improvised theater. In these papers, it is examined
how AI can work together with humans, both trying to use these tools to improve
the creative process but also as active participants in live performances.

One of the most active and interested researchers in these specific applications
is P. Mirowski, who has started exploring the possibility of integrating artificial
intelligence in live theatrical performances [21] (see Figure 2.2a). The authors’ goal
is to work in a way that enables a future where AI can collaborate with humans.
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2.2 – AI in Improvised Theater

One of his first studies examines two different AI-based performers, designed to
collaborate with actors and perform improvised theater, without any script. These
agents were designed using machine learning techniques to generate responses that
were appropriate for the context and were tested in front of an audience to evaluate
their impact. This approach is innovative, but at the same time limited by the
capabilities of the AIs, which are unable to correctly interpret complex dialogues
and interactions such as those of an improvisation performance. The technology
used is not yet sufficiently advanced in speech-to-text capabilities and is not able to
integrate nonverbal cues used by actors on stage, showing difficulties in maintaining
narrative coherence during the performance.

(a)
(b)

Figure 2.2: (a) A human actor performs on stage with A.L.Ex., personified as
a robot. The user interface, which displays the results of the speech recognition
and the response generated by the machine, is projected behind the performers.
Reproduced from [21]. (b) Improbotics cast performing AI-powered improvisational
theater. An actor wears a headset connected to a radio system that receives text-
to-speech from lines generated by LLM (and edited by an operator). The result of
the speech recognition is used as a prompt for the LLM. Reproduced from [4].

Subsequently, the same authors propose this idea again [22], examining the use
of AI, specifically deep learning models trained on extensive datasets, to participate
in theatrical performances alongside actors. In this approach, actors perform AI-
generated lines received via earphones, and the audience finds itself involved in a
Turing Test, tested in recognizing the lines generated by AI or not. This collabora-
tion aims to improve the creativity of actors who find themselves having to manage
unexpected situations, introducing new dynamics. Anonymous feedback from the
audience is also collected, highlighting how problems regarding the consistency of
the narrative and the timing of the sentences generated by AI are still unsolved.
To make the performance more realistic, a human operator is needed to manage
the generated dialogues and provide them to the actors. For further feedback on
this matter, the authors themselves also held workshops [26], involving interested
actors and staging additional live performances.
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Related work

The subsequent work sees AI used to help actors in multilingual performances
[25], to increase inclusion with an innovative approach. The authors use a GPT-2
neural network, speech recognition, text generation, and text-to-speech technolo-
gies, but these are not enough to avoid errors of various types. The models used
are trained on datasets of English texts, and for this reason they cannot effectively
manage other languages. Although translation errors introduce a comical edge to
the performance, they can also lead to confusion or unwanted offense, given the
lack of sufficient context.

With the introduction of GPT-3, Mirowski’s experiment is being re-staged [3],
using an AI that can keep track of the plot and characters used. Audience feedback
has shown that an AI narrator is preferred to having the AI on stage. The actors
have appreciated the randomness introduced by the AI, but there are still obvious
problems with story development. The system used is not capable of consistently
developing the personalities of the characters and is not capable of providing valid
leads for the initial construction of the story, leading the actors to prefer AI-free
approaches.

In one of the latest studies [4], the authors try to expand the use of AI, inter-
acting with more than one actor at a time (see Figure 2.2b). It is noted that, using
GPT-3 with sufficient prompting and context, it is possible to allow AI to con-
sider more participants on stage, but this is not sufficient. The audience remains
dissatisfied with the use of AI as a creative storyteller, highlighting how it is often
unable to carry on the narrative in a coherent way. A system based only on speech
recognition is not able to capture all the contextual details given by the actors
and for this reason remains incomplete. The authors postpone to future works the
search for ways to introduce sufficient context without causing excessive delay that
would damage the quality of the performance.

2.3 Interactive Storytelling
Although storytellers have been making and telling stories since the ages of time,
interactive storytelling is a newer approach. This approach promotes tools and
resources to help users create stories. In recent years, many technological improve-
ments have further advanced the field.

Several papers examine the construction of frameworks capable of providing an
interactive experience to the user for the creation of stories for their own enjoy-
ment. Bostan’s paper [2] highlights the importance of communication processes in
conjunction with technological tools. The authors argue that player enjoyment can
be maximized by personalizing the gaming experience in real time, adapting both
the form and content to the player’s individual preferences.

The landscape of storytelling applications has seen several innovative contribu-
tions through the use of different types of technologies, such as those that integrate
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2.3 – Interactive Storytelling

physical and virtual elements.
One of the first approaches is that of Grasbon et al. [8] in which V. Propp’s

morphological analysis of fairy tales is examined in interactive narratives. After
identifying the main narrative elements, the authors developed a narrative engine
designed to combine them dynamically. This system is designed for a mixed reality
approach and allows the user to interact with the modules used for the story con-
struction. Each interaction is mapped to a specific event and the user can choose
between different proposed options. Despite the interesting approach, it is not
a story generation system, but rather an interactive story creation system whose
story is generated from the scenes that must be manually inserted.

Cavazza et al. [5] propose an interactive narration based on characters, where
each character has an initial plan and the combination of the plans of each character
leads to the development of a story. Without user input, the story continues toward
one of the possible endings generated by the intertwining of these variables. When
the user interacts, they can influence in real time the outcome of the characters’
actions, triggering the replanning of the plot and therefore a different outcome.
This approach uses the Unreal Tournament game engine and Hierarchical Task
Network (HTN) scheduling to model autonomous character behaviors within an
interactive narrative. Real-time adaptability provides an immersive experience,
but the computational intensity of HTN scheduling poses challenges in maintaining
system performance, allowing only simple stories with a maximum duration of 3
minutes.

Figure 2.3: Users narrate a story that brings their imagined world to life, with the
system integrating this narrative with the designs already in place. Reproduced
from [35].

Rosenberg’s DrawTalking [35] introduces the ability to create and control in-
teractive worlds through a combination of sketches and verbal narration (see Fig-
ure 2.3). This approach allows users to tell a story for the creation of a world they
imagine, and the system connects the story to what has been designed so far. Each
element is labeled, and it is possible to interact with it through a language pro-
cessing system that extracts information from speech. The proposed prototype has
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limitations, with respect to the recognized vocabulary and the recognition system,
which has room for improvement.

Interactive storytelling is essential to ensure entertaining experiences even for
games or similar systems. For example, a storytelling system like PaSSAGE (Player-
Specific Stories via Automatically Generated Events) [38] adapts narratives to the
individual preferences of the player by learning their preferred play style. This
approach improves player engagement by dynamically selecting customized story
events according to individual styles, demonstrating the value of personalized sto-
rytelling in role-playing games.

The various past researches focus on different types of audiences, including
young people, trying to exploit the creative spirit of children.

StoryMakAR [7] provides an accessible plug-and-play system that combines elec-
tromechanical devices with virtual characters to create stories. It focuses on the
use of low-fidelity (lo-fi) materials to improve accessibility, instead of using expen-
sive and traditional toolkits. The combination of these technologies also introduces
challenges, such as users without prior knowledge being unable to fully utilize the
potential. Despite this, users have been enthusiastic about it and have even re-
quested the addition of more tools such as voice recognition to enrich the stories
they create.

Figure 2.4: Jigsaw merges augmented reality with IoT devices to create a truly
immersive experience. For example, users can choose their character simply by
waving their hand; as the story unfolds through narration, certain keywords trigger
changes in the physical setting, visible through devices like smart lights, fans, and
speakers; and virtual elements such as kites, clouds, and sparkles appear within the
augmented reality view. Reproduced from [43].

Another approach is taken in Jigsaw [43], which uniquely combines mobile aug-
mented reality (AR) with readily available Internet of Things (IoT) devices, creating
an immersive storytelling experience (see Figure 2.4). The main issue with using
Jigsaw is sensory overload, which can make it difficult for users to keep up with the
rapid changes in the story. Unlike StoryMakAR, this approach is certainly more
accessible, as it allows users to use the system without specific devices or advanced
programming skills.
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However, the configuration of Jigsaw needs expert designers and engineers. For
this reason and because of the need for expensive equipment, accessibility is limited.
Additionally, creating complex or long stories is challenging due to limited support
for duplicating triggers, scenes, or behaviors. This makes Jigsaw more suited to
creating short stories, rather than creating extended narratives.

2.4 AI-based Storytelling
With technological advances in recent years, applications have increasingly been
equipped with AI-based capabilities. Artificial intelligence-based storytelling sys-
tems have significantly advanced the way narratives are created and experienced.

The research by He et al. [11] led to the creation of a novel framework that
takes advantage of existing video clips to generate coherent narrative videos (see
Figure 2.5). The system generates video aligned with the storyline requested by the
user. This process is guided by the retrieved motion structures and text prompts.
In addition, the user can specify the desired character identities via text prompts,
ensuring consistent character representation throughout the video. The innovation
inherent in this framework is limited by the quality and diversity of the generated
videos, which are influenced by the video clips available in the retrieval system.

Figure 2.5: Starting from a text script of a story, the system first identifies the main
plot points and converts their descriptions into text queries and prompts. Then,
each plot is transformed into a video clip generated using two modules: a video
retrieval system and a structure-driven text-to-video model. Reproduced from [11].
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Other works such as Rolling the Dice [36] integrate generative AI to improve
storytelling in tabletop role-playing games such as Dungeons & Dragons (D&D).
The authors introduce generative AI as a companion to storytelling, helping to cre-
ate narratives and character development, thus enhancing the experience provided.
The paper recommends design guidelines for creating tools that use generative AI
in interactive storytelling, raising questions about the potential impact on player
immersion and cognitive load.

The SAGA system [37], on the other hand, uses AI to facilitate collaborative
writing between multiple people, in an asynchronous manner. The approach in-
volves a turn-based system, where each user can contribute their part of the story
after deciding on an initial prompt of common agreement. Although the asyn-
chronous approach can be useful in many cases, it is not intuitive, as it must be
managed entirely by the users. They also need more help in creating effective
prompts for this purpose, and must always keep the story in mind to remain co-
herent.

Storybuddy [44] introduces a system for children that allows parents to be in-
volved (see Figure 2.6). They can customize the settings as they wish to ensure
the best possible experience, keeping track of their progress in educational fields.
Children can interact with the conversational AI agent through a speech recogni-
tion tool, which is not exactly accurate. The user study administered shows how
there is room for improvement, to improve the quality of the content generated by
AI and to ensure more accurate customizations based on the desired objectives.

Figure 2.6: A parent selects and customizes a story, then, during the co-reading
session, the AI module dynamically prompts questions, captures and evaluates the
child’s responses, and logs progress on a dashboard. Arrows indicate interactions
directed to parents (right) versus children (left). Reproduced from [44].

Support for children is also provided by StoryDrawer [42], trying to help them
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during the narration of their stories. This system proposes suggestive ideas and
transforms everything that is mentioned in the narration into drawings, helping
them to continue even if they do not know how to draw specific objects. The
results show how children see AI as a partner capable of overcoming the anxiety of
creative block, overcoming the difficulties of storytelling. In the future, the authors
reserve the possibility of testing whether this approach is able to develop children’s
creativity in the long term.

Similarly, Wordcraft [41] proposes the use of an AI as a writing partner in a
context not only aimed at children. Using an LLM, the user constructs a story
in cooperation with a partner able to increase creativity. The study highlights
great opportunities, but AI remains limited in understanding complex narrative
structures and is inconsistent with longer stories.

With a purely educational approach, Storyfier [32] proposes users to read stories
generated by the AI to learn specific words. Subsequently, to consolidate the new
notions, the AI helps the user to generate stories that include the target words.
Despite the proactive approach, the user study does not show a significant im-
provement in learning and the system requires further improvements, improving
the quality of the stories by avoiding ambiguities in the use of words.

2.5 Motion Guided Storytelling
There are also systems that can exploit movements, gestures, or body actions to
create stories, allowing a level of engagement that is unattainable with other ap-
proaches. Through technologies developed in the last decades, this type of story-
telling has been made possible with various innovative methods.

With a very basic approach, Shape Your Body [16] offers users a framework ca-
pable of processing body movements in real time, using motion sensing technology.
Users can control virtual puppets through movements of their entire body, but facial
expression recognition or interaction with multiple users is not supported. Despite
the imperfect accuracy, this idea lays the foundation for interesting developments.

In this field, many researchers choose children as the target audience for their
work, as some projects mentioned above.

Lin et al. [19] present an approach capable of involving and stimulating the
most creative component of children. Through this project, children are able to
bring their drawings to life, moving them through their fingers. Interaction is made
possible through a tablet or alternatively, children can define movements and de-
formations by clicking directly on the images that have been projected. Movement
is detected through infrared light and a camera capable of detecting contact with
the screen. It is possible to note how this approach has encouraged collaboration
between several children, testing their narrative skills, and creating entertaining
stories with the characters they have created. Unfortunately, the system remains
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dependent on the specific technologies and configurations used and is not able to
involve movements other than those of the fingers.

Figure 2.7: The plot of the story is provided as an initial hint to the user. Then,
players use hand motion to manipulate the avatar via a depth motion sensor device,
which can track and recognize hand gestures. Finally, as a feedback to the user, the
avatar’s response animation is provided to the players so that players can adjust
their hand motion/gestures to continue with the narrative. Reproduced from [17].

Puppet Narrator [17], similarly, makes story narration possible and allows the
animation of a virtual avatar through hand gestures (see Figure 2.7). Technologies
capable of tracking hand movements are used, which makes the system dependent
on the sensors used. Through the latter, children can use their gestures to guide the
character in the story, but the approach remains poorly customizable. The range
of movements that users can use to direct the storytelling process is limited by the
fact that these types of system can only identify hand gestures that are part of a
predefined set. This limitation reduces the adaptability and originality that people
can add to their stories. Furthermore, this system only provides one story, which
reduces the repeatability and diversity of the storytelling experience.

Ready...Action! [6] extends the approach by allowing children to act out scenes
using their own body movements. The system captures physical movements via an
external system using markers and the OptiTrack motion capture suite [31], which
mirrors these actions in real time via a graphically supported cartoon character.
This approach provides a highly interactive and engaging storytelling experience.
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A limitation of Ready...Action! is that it only allows one child to act at a time
and requires another child to control the keyboard to manage the recording of the
animation. Initial user studies showed that children required more than the 15
minutes allotted for the system tutorials, not allowing for immediate use. Another
significant limitation is the reliance on external equipment, such as motion capture
systems and physical markers, which can be expensive and cumbersome, limiting
the accessibility and scalability of the system.

To provide a satisfactory set of gestures, Kirstler et al. [15] conduct a user study
asking participants to propose intuitive gestures to trigger specific actions in the
proposed stories. This study highlights how variable the possible proposals of users
are, and for this reason all systems that want to rely on this mechanics must be
flexible and accommodate different preferences.

2.6 Key Challenges and Opportunities
Although AI approaches offer great opportunities and challenges, the works cited
in this chapter show that there is still room for development. LLMs have expanded
the potential of AI as a tool for creation and support, as well as in the analysis
of movements. However, there are still many limitations that highlight the subtle
difference between humans and AI. These current systems are unable to effectively
emulate the spontaneity and coherence that humans integrate into their narratives.
And another crucial point is the possibility of having fluid interactions with little
waiting time to be able to integrate these tools into practices such as live improvi-
sation.

Furthermore, while existing AI models can generate engaging cues and sugges-
tions, they lack a deep understanding of artistic intent. Many essential aspects
of improvised performance, such as timing and spontaneity, are complex concepts
for AI. Current models struggle to replicate the diverse rhythms and dynamic in-
teractions that naturally occur between human performers. Additionally, the lack
of shared physical and emotional context makes it difficult for AI to contribute
meaningfully in real-time performance contexts.

One of the persistent challenges in AI-driven storytelling is narrative coherence,
ensuring that dynamically generated stories maintain a logical progression while al-
lowing for creative freedom. AI-generated content risks losing continuity, especially
in long-form narratives.

To address these issues, human intervention often provides satisfying experi-
ences, but this does not create self-sufficient tools.

A hybrid approach that combines user input and AI-generated content could
provide an interactive and customizable approach for any eventuality. Trying to
shift the focus from replacing actors to creating an AI-based collaborator could
provide new approaches that are valid for complex narratives.

23



Related work

Systems that enable narration by incorporating extra inputs, such as gestures,
often rely on dedicated hardware. Motion capture devices are often used as track-
ing markers for motion capture, which can limit their usability for the audience.
Additionally, using a fixed set of gestures does not consider the rich diversity of
movements that can be found in different theatrical contexts.

Recent innovations in marker-free motion analysis using computer vision and
LLM-based visual understanding offer new possibilities. Artificial intelligence can
now interpret body movements in real time using only a webcam, making AI sys-
tems more accessible and scalable for a wide range of artists.
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Chapter 3

Formative Study

To inform the design of ImprovMate, a formative study was conducted with 15
performers from an improv club, ensuring a diverse range of perspectives on the
integration of AI into improvisation. The participants varied in gender (F: 5, M:
10), age (18-25 y/o: 6, 25-35 y/o: 5, 35+ y/o: 4), experience (11 beginners, 2
experts) and years of practice (less than 1 year: 3, 1-3 years: 10, 3-5 years: 1, more
than 5 years: 1), allowing a comprehensive understanding of different needs and
expectations.

Data were collected through 13 questionnaires and two in-person interviews,
which provided insight into how AI could support their creative process, as well as
potential concerns or limitations they perceived. The key themes of the data are
summarized below.

3.1 Correlation between Age and Willingness to
Use AI for Practice

Despite the limited number of participants, an interesting correlation can be ob-
served between the age of the participants and their willingness to the use of AI
for improvisation practice (Figure 3.1).

Younger generations, including participants aged 18 to 25 years, were generally
more enthusiastic about incorporating AI tools into their exercise routines, and all
rated the proposed idea positively. This is probably due to their familiarity with
technology and the use of chatbots such as ChatGPT, as they also mentioned in
their responses.

In contrast, the scores are lower for older participants (age groups 25-35 and
35+ years) who demonstrated greater skepticism toward the use of AI in their
training. Their concerns often stemmed from a preference for traditional meth-
ods, apprehension about the ability of AI to replicate human-like interactions, or
concerns about the potential impact of AI on the naturalness and spontaneity of
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performance. Although some older participants recognized the potential of AI for
specific tasks, such as providing feedback or tracking narrative elements, they were
less likely to consider it a critical component of their training process.

While this correlation suggests a generational influence on the acceptance of AI
in creative practices, the current results are based on a limited sample of partici-
pants and may not represent the broader trend. A larger study with more diverse
participants is needed to confirm this pattern and explore other possible factors
that influence openness to adopt AI.

100%

80%
75%

0

20%
25%

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

18-25 (4) 25-35 (5) 35+ (4)

Pe
rc

en
ta

ge
  o

f a
ct

or
s 

(%
)

Actors Age (years)

Would you use AI to practice?

Yes
No

Immediate feedback and adaptation

Figure 3.1: Correlation between age and actors’ openness to using AI for practice.
This chart shows the percentage of actors in three age groups (18-25, 25-35, and
35+) who were either willing or unwilling to integrate AI tools into their practice
routines.

3.2 Role of AI in Improvisation
The study revealed different perspectives on the role of AI in improvisation training,
with references to commonly used tools such as ChatGPT (Figure 3.2).

Many performers have recognized the potential of AI to provide immediate feed-
back and personalized training. This technology can be a useful support, especially
when human training partners are not available. In fact, some participants have
referred to their experience with modern chatbots and have perceived AI as a valid
alternative in solo practice. However, the results clearly show that the presence of
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AI as an actor on stage is not considered as other options. This consideration could
be traced back to the still widespread mistrust towards new technologies, not able
to replicate the experience and adaptability of human performers.

In other cases, the participants thought that it may be possible to simulate
the input of the audience. AI could provide ideas as the story unfolds, just as
the audience does during a performance. However, concerns arose about excessive
reliance on AI, which some feared would detract from the natural spontaneity of
human-led performances.
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Figure 3.2: Actors’ preferred types of assistance from AI, with the option to select
multiple responses. A total of 13 actors participated.

3.3 Randomness and Narrative Coherence
AI hallucinations and randomness can often present challenges, but not necessar-
ily in the creative domain. Many participants noted that unexpected stimuli can
be highly beneficial, encouraging actors to step outside their comfort zones and
confront unexpected situations.

The actors stressed the importance of keeping certain key points structured.
The points that should not be forgotten during performances are the settings,
characters, and plot elements. These should not be overlooked or changed to ensure
a coherent flow of performance. However, improvisation requires a very delicate
balance between responsiveness and narrative coherence.

When asked to rate their preference, 46% of the actors preferred reactivity, 39%
were more neutral, and 15% voted for narrative coherence. Although the overall
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trend favors reactivity, these findings may reflect the individual nature of the actors.
As one interviewee pointed out, some actors prefer to let the performance unfold
spontaneously, while others lean towards a more structured approach, carefully
considering the various elements on stage.

3.4 Improvisation tools
Participants were asked to evaluate the effectiveness of various tools designed to
support improv practice. They underlined the challenges of tracking narrative
elements in real time, particularly as the complexity of the stories increased. To
deliver a high-quality performance, actors must be sure that all plot points are
resolved and the audience’s expectations are met. When asked about potential
tools to assist with this task, participants showed a generally positive interest,
with 62% giving a neutral rating and 13% responding positively, highlighting the
importance of maintaining narrative coherence.

However, participants were largely skeptical, with 70% giving a negative rating
and only limited interest in using AI-generated images to provide context for the
story. Based on their comments, they felt that this function was superfluous com-
pared to the others, and ethical concerns arose regarding the source of the generated
images.

However, the use of specific exercises designed to help actors develop their skills
generated more interest (62% neutral rating and 13% positive rating). The partic-
ipants mentioned various types of exercise, such as those aimed at quickly ending
stories in challenging situations or improving reactivity through rapid-response ac-
tivities.

3.5 Design Goals
The feedback received from the participants indicated that ImprovMate has the
potential to support actors by alleviating cognitive load and introducing random
stimuli that challenge their creativity and quick thinking. The proposed system
seeks to offer a new approach, combining new technologies but also preserving the
fundamental elements of improvisation practice.

Thanks to the results of the formative study, it was possible to outline six design
objectives (DG) for an AI-based tool to support improvisation practice:

• DG1: Introduce a realistic alternative to traditional practice with other ac-
tors, allowing training even in the absence of partners.

• DG2: Incorporate audience-like suggestions and stimuli during improvisa-
tion, in order to stimulate users’ creativity.

28



3.5 – Design Goals

• DG3: Assist actors in maintaining narrative coherence by offering targeted
support.

• DG4: Offer a customizable experience that allows actors to develop various
skills through diverse and stimulating exercises.

• DG5: Provide performance feedback to actors for self-reflection and improve-
ment.

• DG6: Adapt the system to suit actors of varying ages, cultural backgrounds,
and social contexts.

The project has chosen to prioritize the first four design goals, as DG5 requires
a deeper understanding of improvisation practices to provide meaningful feedback,
and DG6 necessitates a broader study on actors’ preferences, considering a more
diverse sample.
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Chapter 4

System Overview

Based on the design goals, this work proposes ImprovMate, a system designed
to support actors in their improvisational performances by recognizing dialogues
and movements through a LLM and acting as a collaborative partner in narrative
construction.

The system aims to enable user motion recognition without the need for ad-
ditional equipment, which would limit accessibility. Unlike other tools such as
Ready...Action! [6], this interface can be used without specialized hardware and
can be shared via an external screen or projector.

To explore different interaction paradigms, ImprovMate is implemented in
two distinct interfaces:

1. Step-by-Step Mode (ImprovMate): this version follows an articulated
structured approach where the story unfolds progressively. OpenAI GPT-
4o [13] guides the actor through narrative development one step at a time,
offering structured support and tools to aid in performance.

2. Real-Time Mode (ImprovMate RT): this version leverages OpenAI Re-
altime API [30] to enable immediate dynamic interaction. With a smoother
workflow, it provides spontaneous feedback, allowing actors to improvise nat-
urally with minimal disruption.

Both implementations analyze user improvisations and generate contextually
relevant responses based on improvisation principles. By offering these two comple-
mentary approaches, ImprovMate accommodates different user preferences and
training styles, providing flexibility in improvisation practice.

4.1 Step-by-Step Interface: ImprovMate
The first interface is implemented using React for the front-end, and Flask for the
back-end. The first one is a JavaScript library, used for building the user interface
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to ensure a dynamic and responsive experience. Flask, a lightweight Python web
framework, manages communication between the front-end and AI components.

OpenAI GPT-4o [13] is used to analyze user improvisations and generate co-
herent responses following the improv principles mentioned in the formative study.

The resulting system consists of four main components:

1. Performance Analysis: the video of the user’s improvisation is sampled,
and the frames are sent to the LLM for analysis. Using a vision model, the
video is analyzed to progress in the narrative.

2. Improv Generator: the story is generated based on what is provided by
the movement analysis and the context defined up to that point. The basic
concepts of improvisation are considered to guide LLM in the generation of
the text.

3. Improv Support: the system provides several tools to guide the user in
improvisation. The hallucinations of the LLM are exploited to provide varied
and creative stimuli, broadening the horizons of the actor, who finds himself
facing unexpected situations. Through a list of key points, the actor can
keep track of the elements present in the performance in order to maintain
narrative coherence.

4. Exercise Module: a way to train different skills related to improvisation.
Endings, an exercise to train reactivity, stimulating the user to respond as
soon as possible. The second exercise, Three Things, tests users by asking
them to complete a story suddenly, closing the plot points pending.

The system supports two distinct modes:

• Story Mode: in this mode, integrated components – Performance Analysis,
Improv Generator, and Improv Support – collaborate to create a dynamic
live-action storytelling experience with structured narrative flow.

• Practice Mode: this mode is dedicated to skill development. For example,
the Endings exercise uses the Performance Analysis and Improv Generator
components to generate a story and challenge the user to complete it through
their performance, trying to resolve all the plot points left incomplete.

By offering two different modes, the system aspires to be ideal for different
needs, allowing training through an engaging and real-time storytelling experience,
or using exercises aimed at improving one’s improvisation skills.
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4.1.1 Performance Analysis
The user starts an improvisation session by activating the webcam, allowing the
system to record both the movement and the dialogue of the performance. Motion
analysis is performed by sampling the video at a rate of one frame per second
(FPS), a rate determined to be sufficient to capture meaningful movement patterns
and produce satisfactory results (see chapter 5).

The frames are sent to GPT-4o for motion analysis. The audio is sent to
OpenAI Whisper [29] for transcription. Together, these are sent to the LLM, which
interprets the actor’s performance in relation to the evolving scene. To ensure
contextual accuracy relevant to the improvisation domain, the LLM is guided by
carefully designed and tested prompts.

The system dynamically adapts based on the stage of improvisation:

• For new stories, LLM generates an initial premise, character details, and an
initial narrative.

• For ongoing performances, previously generated story elements are incorpo-
rated into the prompt sent to LLM, ensuring coherence and continuity as the
improvisation unfolds.

This component is crucial to integrate the improv performance in the generated
story, allowing the LLM to create a coherent narrative.

4.1.2 Improv Generator
The system analyzes user improvisation and generates a narrative step correspond-
ing to the audiovisual input, ensuring transparency in how the LLM interprets
the performance. This allows the user to assess whether AI accurately captures
their intent. The system then generates the next step in response to the user’s
contribution, progressively building the story.

To maintain variety and spontaneity, the LLM introduces controlled randomness
in two key aspects: the length of the generated text and, more importantly, the
direction of the narrative. Guided by improvisation principles derived from the
formative study, LLM assumes the role of a co-actor (DG1 and DG2), dynamically
incorporating storytelling elements commonly used in improv:

• New Characters or Objects: to create unpredictability, AI may introduce
a new character with a distinct personality or motivation, forcing the impro-
viser to adapt and integrate them into the scene. Similarly, an unexpected
object might appear, prompting the actor to react and build upon it within
the performance.
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• Location Changes: the AI can alter the spatial context of the scene, making
the character relocate to a different environment. These changes challenge the
performer to seamlessly adjust their narrative, maintaining continuity while
embracing the shift.

• Plot Twists: in order to keep the story as compelling as live performances,
AI can introduce unexpected developments. These twists encourage the im-
proviser to remain open to possibilities, strengthening his ability to work with
the unexpected.

• Time Jumps: the system can move the scene forward or backward in time,
requiring the actor to adjust their performance accordingly. A flash forward
could introduce revelations about the characters’ future or the consequences
of their actions. Instead, a flashback could allow for greater depth in the char-
acters’ backstory, forcing the actor to justify what happened or to introduce
details about unmotivated events in the past. These changes in scenery over
time are ideal for creative branching out, exploring character development,
and putting the actor into play in more complex narratives.

Through these elements, AI emulates the behaviors of improv actors. It acts as
a partner rather than a passive tool, trying to be spontaneous without damaging
the performance. This approach mirrors the dynamic nature of live improvisation,
where performers must embrace the unknown, react quickly, and maintain the flow
of the story.

4.1.3 Improv Support
Building on insights from the formative study, several tools have been integrated
into ImprovMate to support and enhance improvisation practice.

The system provides a reference table that tracks key elements of the story
to maintain narrative coherence (DG3). The table includes characters, locations,
and objects mentioned throughout the performance. This allows users to remain
consistent with their storytelling while reducing cognitive load. An optional audio
narration feature enables an AI-generated voice to read the story aloud, allowing
actors to focus entirely on their performance.

To further stimulate creativity, ImprovMate introduces “improvisation hints”,
simulating the kind of spontaneous input often provided by an audience. Leverag-
ing the natural unpredictability of the LLM’s hallucinations, the system generates
suggestions based on three fundamental improv principles:

• who the characters are,

• where the scene takes place,
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• what action is unfolding.

These hints stimulate creativity, challenging users to explore new and unex-
pected directions in their performances. Actors can choose whether to incorporate
these suggestions, use them as inspiration, or test their adaptability by working
around them.

Furthermore, ImprovMate generates suggestions that can guide the conclusion
of a ongoing story. The system provides multiple options for the type of ending, such
as an happy, tragic, absurd, or catastrophic finale. These options encourage
flexibility in storytelling, pushing actors to adapt to different narrative resolutions
and further develop their improvisational skills.

4.1.4 Exercise Module

To further enhance improvisational skills, ImprovMate incorporates two dedi-
cated exercises aimed at refining actors’ spontaneity and adaptability (DG4).

The first exercise, Three Things, challenges the user’s ability to respond
quickly. The system generates a random question and, before the timer runs out, the
user must immediately provide three responses without thinking too much about
coherence or logic. This exercise trains actors to develop rapid and instinctive re-
actions, ensuring that they are always ready with a response, even in unpredictable
situations.

The other exercise, Endings, focuses on narrative closure. The system presents
an incomplete story, and the user must improvise a satisfying conclusion in a single
performance. The system provides creative suggestions to complete the story, as
mentioned above. Performance is recorded via webcam, and the user has the option
to repeat an ending for refinement or explore different solutions. This exercise
strengthens the actors’ ability to solve complicated and unexpected situations while
trying not to leave anything hanging.

Both exercises were designed taking inspiration from the training techniques
shared by experienced actors during training interviews. In this way, the system
aims to be as close as possible to traditional techniques, providing a familiar ap-
proach.

4.1.5 Story Mode: System Architecture

The Story Mode of the system enables users to engage in an interactive impro-
visation experience using both motion and speech, which are captured through a
webcam. The system leverages GPT to generate story elements and assist the user
in developing a coherent narrative (Figure 4.1).

35



System Overview

User Input (Performance)

Before starting the improvisation, users can request hints to guide their perfor-
mance. The system provides suggestions based on three key storytelling elements:

• Who: the characters are;

• Where: the scene takes place;

• What: action is unfolding.
The users then perform their improvisation using a combination of speech and

movement, which serves as input to drive the story forward.

Story Manager

The Story Manager is responsible for processing user input and generating narrative
progression. It consists of two main components:

• Story Initializer: executed only at the beginning of the story and it includes:

– Character Generation: GPT generates the main character based on
the user’s initial improvisation.

– Premise Generation: a foundational premise is created for the story,
incorporating elements of the user’s performance.

• Story Generator: executed at every step of the story, to advance the nar-
ration.

– Improv Story Part & Next Story Part: GPT generates a part of
the story that refers to improvisation and a continuation of the story.

– Keypoints Tracking: the system tracks major plot elements to ensure
consistency, using a reference table.

Progress Step

Once a story segment is generated, the user has two options to advance the narra-
tive:

• User Improv: the user can continue improvising, leveraging speech and
motion.

• Plot Development: if the user runs out of ideas, they can use the options
provided by GPT to advance the story.

The whole process is iterative: the user can continue to generate parts of the
story until they deliberately decide to bring it to a conclusion through improvisation
or using GPT.
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Interaction Loop

The architecture allows for a continuously evolving approach, where user input and
AI-generated content continuously interact. The elements mentioned in the figure,
the Story State Elements (Improv Performance, Story Premise & Character, Story
Part), are intermediate components that represent the data at that point in the
execution.
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Figure 4.1: System Architecture for the Story Mode.
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4.1.6 Practice Mode: System Architecture
The Practice Mode of the system enables users to practice different skills using two
exercises.

Three Things

Three Things is a reactivity-focused improvisation exercise, where the user
responds rapidly to dynamically generated prompts (Figure 4.2).

The exercise is performed in a few steps:
• Question Generation (Initializer): GPT generates a sentence following

the format “Three things that...”. This structure is in line with the classic
improv exercises that aim to increase spontaneity.

• User Response: the user sees the generated question and must quickly
provide three answers. The responses are inputted through a text box and
pressing “Enter” submits the answer.

• Next Question Generation: once the response is submitted or the time
runs out, GPT generates the next question.

This cycle repeats, continuously testing the user’s speed and creativity.

USER INPUT
(TEXT RESPONSE)USER

GPT

Answer

STORY STATE

User completes the 
proposed sentence

Initializer

Question
Generation

Question

GPT generates sentences 
following the structure of 

the improv exercise

Text
Response

User Answer (Input)

GPT generates the next 
question

Figure 4.2: System Architecture for the Three Things exercise.

Endings

Endings is an improvisation exercise designed to train adaptation to unexpected
situations and improve the ability to efficiently conclude all plot points of the story
(Figure 4.3). The exercise execution flow is divided into different steps:
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• Story Initialization: GPT generates an incomplete story with structured
plot developments. The user receives a story premise and must improvise the
ending in a single step.

• User Improvisation: the user performs the story’s conclusion using speech
(dialogues), motion (gestures, body language) and hints (generated cues on
different types of endings - happy, tragic, absurd, and catastrophic). The
improvisation is captured through a webcam.

• Ending Generation: GPT analyzes the user’s improvisation and generates
the conclusion of the story. The generated ending reflects the style and tone of
the user’s performance while ensuring that all story plot points are resolved.

• Progress Step: the user can try again if unsatisfied, they can re-improvise
to refine the story’s ending; if satisfied, they can move on to a new GPT-
generated story.

This approach enhances improvisation skills, especially in handling unforeseen sit-
uations while maintaining a structured and satisfying story resolution.
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Figure 4.3: System Architecture for the Endings exercise.
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4.2 Realtime Interface: ImprovMate RT
The second interface is built using React for the frontend, similar to the first im-
plementation, with a JavaScript-based backend. Leveraging the OpenAI Realtime
API [30], this version offers a seamless and immediate improvisation experience.
The system dynamically analyzes the user’s performance in real time, acting as
both a scene partner and an interactive audience by providing instant feedback and
creative prompts to support the actor’s flow. The resulting system consists of four
main components:

1. Gesture Detection: the system integrates the MediaPipe framework for
gesture recognition, allowing hands-free interaction. Users can start and stop
improvisations with simple gestures, letting them step away from the com-
puter. With more space, actors can use their full body, making their perfor-
mances more natural and engaging.

2. Custom tools: the Realtime API model allows the addition of custom tools
that glsllm can call at any time. For this purpose, two tools are introduced in
ImprovMate RT, analyze_motion and set_memory, used to improve the
analysis of improvisation and provide support during narration.

3. Improv Partner: one of the system’s clients functions as an improvisation
partner, trained with specific instructions to actively engage with the user.
It introduces new stimuli, much like a scene partner in traditional improv,
ensuring that the performances remain dynamic and unpredictable.

4. Audience Support: the second client acts as a virtual audience, providing
suggestions and reactions in real time similar to those in live performances.
It answers questions posed by the actor, simulates audience interaction, and
enhances the spontaneity of the scene.

4.2.1 Gesture Detection
The system leverages the MediaPipe [23] framework for gesture detection, enabling
users to engage in improvisation without being confined to a fixed workplace. This
allows actors to utilize their entire body, fostering a more natural and immersive
performance experience.

A dedicated gesture-based interface is implemented to streamline interaction:

• Connection gesture: to initiate communication with the system.

• Partner Interaction gesture: to begin or end an improvisation session
with the improvisation partner (see Figure 4.4).
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• Audience Interaction gesture: to start and end a question session with
the audience, mirroring the interactive nature of live performances in which
actors seek input from spectators.

This method is very intuitive, and it allows a live performance-like experience,
without the need for direct keyboard or mouse input. This is particularly useful
for actors who are used to using their movements to express themselves without
restrictions on stage.

Figure 4.4: MediaPipe gesture recognition of the “Victory Sign”, used as a gesture
to initiate or conclude an improvisation session with the AI Partner.

4.2.2 Custom Tools
Thanks to the support provided to the Realtime model, OpenAI provides developers
with the possibility to introduce custom tools, which can be invoked by the model
based on the context. The system incorporates two specialized tools to improve
the real-time experience:

• analyze_motion: this tool is specifically designed to be called at each
improvisation step. It processes the user’s performance by sending motion
and dialogue data to the back-end, where GPT-4o analyzes both movement
and speech to generate context-aware responses.
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• set_memory: this tool allows the model to store and retrieve key narrative
elements, such as characters, locations, and objects, creating a structured
reference list. The model can call this tool whenever needed to maintain
narrative coherence, ensuring consistency throughout the improvisation.

By integrating these tools, the system enables fluid and dynamic interactions, al-
lowing AI to respond in real time while supporting the actor’s creative flow (DG3).

4.2.3 Improv Partner

Once the user performs the specified gesture (Partner Interaction gesture), they
can interact with the improv partner. It consists of a dedicated client designed to
actively participate in the performance. This component follows the same improvi-
sation fundamentals as the improv generator (see subsection 4.1.2), ensuring that
interactions are realistic and engaging.

The system contributes to the unfolding of the scene by introducing prompts,
unexpected turns, and narrative changes, just like a human improv partner (DG1).
Through the prompt provided to the model and the structure of the requests, its
responses are generated to align with the performance, encouraging spontaneity
and challenging the user with out-of-the-box ideas.

With this approach, AI is not just a passive observer but becomes an active
participant in the performance, ensuring a stimulating and engaging experience.

4.2.4 Audience Support

Using a different gesture (Audience Interaction gesture), the user can interact
with the audience, simulating the dynamics of a live performance (DG2). Through
this feature, the system allows the improviser to ask questions to the audience to
receive input and suggestions, mirroring the experience of involvement in a real
scenario and improving the authenticity of the performance.

The audience client is specifically set up to provide short, creative, and con-
textually relevant responses, mimicking the input typically provided by spectators
during a performance. The user can ask for various types of suggestions, such
as new characters, settings, objects, or plot twists, and the audience client will
generate concise and inspiring hints to support the performance.

Through this mechanism, the system follows a fundamental aspect of impro-
visational theater: unpredictability and audience participation. This interaction
encourages actors to think on their feet, adapting their performance in real time,
just as they would in a traditional improvisational context.
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4.2.5 System Architecture
With this interface, the user can engage with both AI Partner and an AI Au-
dience. The system leverages gesture-based interactions and motion analysis to
drive the narrative forward (Figure 4.5).

User Interaction & System Execution

The user initiates the system by connecting with two clients through the Connec-
tion gesture (thumbs-up). After connecting, the user has two main choices:

1. Improvise with the AI Partner.

2. Ask for suggestions from the AI Audience.

Improvisation Flow

The improvisation flow is described below.

• Starting Improvisation: using the Partner Interaction gesture (victory
sign), the user begins recording their improvisation. Then, the user’s motion
and speech are captured through a webcam.

• Motion Analysis & Story Tracking:

– analyze_motion: the video feed is processed by this tool added to the
GPT Realtime Client. The video is analyzed using a GPT-4o completion
with vision capabilities, extracting relevant features of the performance.

– set_memory: tool that stores the key story points in a reference list.

• AI Partner Response: the AI Partner processes the result of the tools and,
using improvisation principles, generates a response to advance the story.

• Next Step: the user then decides whether to continue improvising or ask
for suggestions.

Audience Interaction

The user can interact with the audience using the Audience Interaction gesture
(“I Love You” sign). The AI Audience analyzes the question asked and provides
short real-time suggestions, similar to live performances. It is up to the user to
incorporate these suggestions into the next improvisation.

45



System Overview

Interaction Loop

The system is iterative, meaning the user can continuously improvise with the AI
Partner or request audience input at any stage. This loop repeats until the user
decides to conclude the story.
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4.3 Exploring Two AI Interfaces
The two interfaces presented in this work offer complementary approaches to inte-
grating AI into improvisational theater, each suited to different interaction styles
and creative workflows.

ImprovMate follows a structured, step-by-step approach, where the improvi-
sation unfolds gradually. This method is particularly useful for training scenarios
in which actors want to improve their storytelling skills with a controlled pace and
a linear approach.

On the other hand, ImprovMate RT leverages the real-time capabilities of
OpenAI Realtime API, offering a more immediate and fluid experience. This version
emphasizes spontaneity and reactivity, making it suitable for performers who prefer
a fast and interactive environment.

Together, these interfaces provide flexible and accessible solutions for actors to
experiment with AI-assisted improvisation, adapting to different creative needs.
The pilot study (see chapter 6) is crucial in gathering feedback and identifying
areas for improvement, ensuring the system evolves to better support performers.
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Chapter 5

Interrogative Study

User movements are captured through a camera to enable video analysis for motion
labeling. To achieve this, an interrogative study was conducted to evaluate the
motion labeling capabilities of ChatGPT-4o. Various tests were conducted using
different approaches with the Motion-X dataset [18], which provides text and full-
body motion annotations generated via a specialized pipeline.

5.1 Dataset Used
The Motion-X database [18] is a set of videos with their labels, which are generated
through a processing pipeline that also includes the use of a LLM. The dataset
includes different types of whole-body movements, including gaming movements
and animations, professional performances, and other miscellaneous activities. For
these experiments, the folder named perform was chosen, which includes a wide
variety of movements.

5.2 Different Cases
To conduct a comprehensive analysis, two different formats were examined to rep-
resent motion in individual videos:

• Video frames: frames sampled from the videos were sent to ChatGPT via
API requests for analysis through the vision model.

• MediaPipe-processed data: pose detection was performed on the videos
using the MediaPipe framework, and the extracted pose data was sent to
ChatGPT for motion analysis through GPT-4o.

In both approaches, motion labeling was conducted at varying levels of detail.
Sampling frames at different frequencies allowed for an assessment of the minimum
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number of frames required to accurately interpret the motion, while also identifying
a balance between the quality of the analysis and the number of tokens sent to
ChatGPT-4o.

0 - nose
1 - left eye (inner)
2 - left eye
3 - left eye (outer)
4 - right eye (inner)
5 - right eye
66 - right eye (outer)
7 - left ear
8 - right ear
9 - mouth (left)
10 - mouth (right)
11 - left shoulder
12 - right shoulder
1313 - left elbow
14 - right elbow
15 - left wrist
16 - right wrist

17 - left pinky
18 - right pinky
19 - left index
20 - right index
21 - left thumb
22 - right thumb
2323 - left hip
24 - right hip
25 - left knee
26 - right knee
27 - left ankle
28 - right ankle
29 - left heel
3030 - right heel
31 - left foot index
32 - right foot index

Figure 5.1: Diagram showing 33 body landmarks tracked by the MediaPipe pose
recognition model. Reproduced from [24].

5.3 Approach

To allow fast and effective experimentation, tests are performed using Jupyter Note-
book and Python to simplify access to essential libraries. Among these, the library
OpenAI is used to access the ChatGPT API, which is used to analyze the data set
by sending requests to the model via the Chat Completion function, which also
allows the use of various file formats.

When processing video frames, the system uses a specific prompt that integrates
the extracted frames. These frames are then encoded into a base64 vector, which
is further sampled if the number of frames exceeds OpenAI’s limit of 250.

For MediaPipe data, the model analyzes the video, extracting relevant land-
marks [24] – excluding facial features, for example. These landmarks are stored
in a vector and sent to the API using a prompt specifically designed for this data
type.

For the analysis, videos from the perform folder are used, as previously men-
tioned, from which 100 elements are randomly chosen for evaluation.
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5.4 Label Analysis
Before proceeding with motion labeling, an analysis of the labels in the selected
database was carried out to verify their accuracy as ground truth. In most cases, the
labels accurately described the motion; however, some instances contained generic
response messages that are typically generated by ChatGPT when a request is
unsuccessful or when the movement in the video is not clearly recognized. Examples
of such responses include: “Sorry, I can’t provide assistance with that request.” or
“I cannot accurately describe the specific actions”.

To prevent inaccurate or misleading ground truths from affecting the results,
these videos and their corresponding labels were excluded. This was achieved by
filtering out labels containing keywords such as “sorry”, “cannot” or “can’t”.

5.5 Request Processing
To generate motion descriptions, a structured prompt was designed to instruct
ChatGPT to analyze the video and return results in JSON format. This output
was further enriched by appending the ground truth label, the number of tokens
used in the request, and the similarity score between the generated description and
the ground truth. Similarity was computed using the SentenceTransformer model
with BERT from the sentence_transformers library.

5.6 Detail Levels in Motion Analysis
Multiple tests with different levels of detail in video sampling were performed,
in order to determine the values needed to correctly interpret movements. The
parameter fps_skip_ratio is introduced, which represents a factor related to the
number of frames skipped in the sampling. For example, considering a video that
runs at 30 frames per second (fps), setting fps_skip_ratio to 0.1 results in sampling
every 3 frames:

fps = 30

fps_skip_ratio = 0.1

frames_to_skip = int(30 ∗ 0.1) = 3

On the other hand, setting it to 1 results in sampling every 30 frames, reducing
the number of samples compared to the previous case.

fps_skip_ratio = 1

frames_to_skip = int(30 ∗ 1) = 30
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For a detailed analysis, different values for fps_skip_ratio are chosen (0.1, 0.25,
0.5, 0.75 and 1) to allow a detailed analysis of the different cases. The relationship
between the sampling frequency of the frames and the precision of the motion
recognition can be examined.

5.7 Results

An analysis was then performed by comparing the results with the ground-truth
labels in the dataset. The generated labels accurately described the visible move-
ments in the videos, but differed from the annotations in the dataset. According
to the authors [18], the ground truth was created with additional context provided
to ChatGPT. A follow-up test incorporating the video titles as context produced
an improvement of about 10% in similarity scores.

For each test, key statistical measures were computed, including the average
similarity, median similarity, standard deviation, and average number of tokens
used for completion, prompt, and total request cost (Table 5.1, Table 5.2).

Additionally, tests were conducted using MediaPipe-processed data. Due to
the substantial number of tokens required for numerical data processing, the full
sample was evaluated only at fps_skip_ratio = 0.5, with isolated tests performed
using other parameter values. The results indicate that motion labeling using the
MediaPipe data produced lower similarity scores compared to direct video frame
analysis (Table 5.3). The following subsections explore potential causes for this
degradation.

5.7.1 Loss of contextual information

Through MediaPipe, it is possible to extract key landmarks of the human skele-
ton, focusing exclusively on joint positions and their movements. Although this
representation efficiently describes the motion, it omits crucial visual details, such
as interactions with objects, environmental context, and subtle movements (e.g.,
changes in facial expressions). The skeletal representation via these landmarks
simplifies the motion in the numerical data, losing rich temporal and spatial cues
present in the raw video frames. This simplification makes it difficult to distinguish
between motions that may appear similar in skeletal format but differ significantly
when additional visual context is taken into account. The omitted details are of-
ten critical for interpreting complex or nuanced actions, which are best interpreted
using video frames.
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5.7.2 Encoding, Annotation, Prompt, and Model Limita-
tions

The numerical data produced by MediaPipe require encoding in a structured for-
mat (e.g., arrays) before being processed by ChatGPT. This additional step can
introduce ambiguity and potential bias, especially when converting sequences of
3D poses into model-specific input. Skeletal data often lack detailed descriptions
inherent to video frames, making it more difficult to create prompts that accu-
rately convey motion semantics. In contrast, raw video frames provide rich visual
cues that are naturally aligned with descriptive prompts, making the model eas-
ier to understand. Finally, LLMs such as ChatGPT are optimized to understand
natural language and images, not raw numerical data. Interpreting skeletal data
requires mathematical reasoning and spatio-temporal understanding, areas where
such models may be less effective.

5.7.3 Numerical Results
The tables present the following metrics:

• AVG (Average): represents the mean similarity score between the generated
labels and the ground truth.

• MED (Median): indicates the middle value of the similarity scores, reflect-
ing the central tendency.

• STD (Standard Deviation): quantifies the variability of the similarity
scores in all evaluated samples.

• AVG TKN CMP (Average Tokens - Completion): denotes the average
number of tokens utilized in completion responses.

• AVG TKN PMT (Average Tokens - Prompt): refers to the mean num-
ber of tokens used in prompt requests.

• AVG TKN TOT (Average Tokens - Total): indicates the total average
token count, adding the two previous categories.

AV GT KN_TOT = AV GT KN_CMP + AV GT KN_PMT

Table 1 The first table (Table 5.1) presents the impact of the frame sampling
rate on token consumption. As the skip ratio increases, fewer frames are processed,
resulting in a decrease in the number of tokens consumed. However, even with
a small number of frames analyzed, the similarity scores remain fairly consistent.
This suggests that lower sampling rates can still produce reliable motion labeling
results.
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fps_skip_ratio AVG MED STD AVG TKN CMP AVG TKN PMT AVG TKN TOT
0.1 0.581 0.593 0.165 88.010 10452.33 10540.344
0.25 0.584 0.605 0.155 88.358 4307.579 4395.937
0.5 0.603 0.599 0.147 87.896 2140.927 2228.823
0.75 0.598 0.586 0.154 86.621 1501.684 1588.305

1 0.602 0.624 0.160 85.958 1155.421 1241.379

Table 5.1: Impact of fps_skip_ratio on similarity scores and token consumption.

Table 2 The Table 5.2 compares the results obtained with and without an ad-
ditional video context. The findings suggest that contextual information improves
similarity scores in all configurations tested. The presence of contextual details does
not significantly affect token consumption, demonstrating that motion recognition
accuracy can be improved without increasing computational costs.

fps_skip_ratio AVG MED STD AVG TKN CMP AVG TKN PMT AVG TKN TOT
Context - 0.5 0.712 0.723 0.156 92.484 2147.979 2240.463

NoContext - 0.5 0.603 0.599 0.147 87.896 2140.927 2228.823
Context - 1 0.698 0.702 0.152 91.958 1173.698 1265.656

NoContext - 1 0.602 0.624 0.160 85.958 1155.421 1241.379

Table 5.2: Comparison of similarity scores with and without video context at dif-
ferent frame sampling rates (fps_skip_ratio = 0.5, 1).

Table 3 The last table (Table 5.3) compares motion recognition using video and
MediaPipe. Although MediaPipe efficiently extracts skeletal motion, the results
show significantly lower similarity scores. This result is likely due to the loss of
contextual details, which affects the AI’s ability to generate accurate motion de-
scriptions. Additionally, MediaPipe data requires a substantially higher number of
tokens for processing, contributing to increased computational costs.

5.8 Conclusion
The study examined motion labeling using two different input formats (video frames
and MediaPipe-processed data), analyzing the impact of detail levels and contextual
information on performance. The findings suggest that ChatGPT-4o effectively la-
bels motion with high accuracy even at reduced frame sampling rates. Furthermore,
the inclusion of contextual information, such as video titles, significantly improves
similarity with the ground-truth labels in the dataset.

Although MediaPipe has many applications and is useful to represent motion
using landmarks, it introduces difficulties due to the lack of contextual and visual
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fps_skip_ratio AVG MED STD AVG TKN CMP AVG TKN PMT AVG TKN TOT
Context - 0.5 0.712 0.723 0.156 92.484 2147.979 2240.463

NoContext - 0.5 0.603 0.599 0.147 87.896 2140.927 2228.823
MediaPipe - 0.5 0.441 0.417 0.164 125.763 11929.968 12055.731

Table 5.3: Comparison of similarity scores and token usage between video frame-
based recognition and MediaPipe pose estimation (fps_skip_ratio = 0.5).

details. This approach results in lower similarity scores than direct video analy-
sis, highlighting the importance of visual context in interpreting motion. Future
research may investigate alternative data processing or representation methods to
improve LLMs’s understanding of body motion.
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Chapter 6

Pilot Study

A pilot study was conducted to evaluate the usability and functionality of the
proposed system. Three improv experts (P1, P2, P3) who participated in the
formative study were recruited on a voluntary basis from the aforementioned club.
The group consisted of two male participants and one female participant, all aged
18-25. After an initial explanation of the features, the actors engaged with the
main features of the tool as the interactions were recorded. Insights were collected
through observation, open-ended questions, and post-interaction interviews.

6.1 Step-by-Step Interface: ImprovMate
The tool was deployed on Github Pages and the actors were able to use it directly
on their computers (see Figure 6.1).

6.1.1 Narrative Generation and Coherence
The system’s capability in narrative generation was examined throughout various
trials where actors co-operated with the AI to create a story. All participants
focused on the generated story, read it aloud, or used the audio narration feature.

All appreciated the AI interpretations of their intentions, pauses, and emotions.
As the narrative progressed, the system remained aligned with the character’s traits
and actions, e.g., an “explorer” character consistently behaved like an adventurer.
Furthermore, AI added explanations to vague narrative elements P1 introduced
and for this addition she appreciated the depth of the generated story: “I didn’t
expect it to add details to what I said.”.

Similarly, P2 tested the system’s capabilities in interpreting his performances,
staging a complex story. The actor showed off his skills and performed for several
minutes.

P3 commented on the number of adjectives used in the stories, mentioning that
these can help the actor imagine the scene and be more creative.
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The participants noted a slight difference in storytelling compared to traditional
improvisations, since AI is more “discursive” (P1). This difference was appreciated,
as it provides more detailed context that does not only include dialogue, as P1
said: “It’s a different approach, but interesting [...] and more reasoned” (P1). She
explained that effective plot twists require complex story structuring and that such
tools can be useful for this purpose.

In generating the story’s conclusion, the AI was able to complete all the unre-
solved plot points, which earned P1’s appreciation: “Only in high-quality improvi-
sation performances are there no loose ends left” (overcome difficulties, DG3).

6.1.2 Random Prompts and Plot Twists
All participants used the suggestions offered by the system, both as initial ideas and
during the development of the story. This feature was appreciated for unexpected
and fun plot twists, which were similar to what “a director or audience could suggest
during a live performance” (audience-like support, DG2) (P1, P2).

During the test with P1, the system introduced various characters and objects
into the story. In particular, after adding a map, the user enthusiastically inte-
grated the object into her next performance. Later, she was surprised when a
previously introduced secondary character in the story changed roles and became
a protagonist.

The participant tried several ideas, noting good results by acting instinctively
or rationally. This creative freedom was greatly appreciated, opening up space for
infinite possibilities of storytelling (“I can act freely using all my ideas”) (P1).

P3 echoed this feedback and explained how often he is stuck without ideas
to introduce in the narrative. He underlined the potential of the system to help
overcome creative blocks.

P2 also used hints to build a compelling narrative. He introduced AI-generated
elements into his story, giving them a comical touch. The user, involved in the
experience, even suggested adding more customization options for the clues.

The system manages to have the desired flexibility, so as to adapt to different
acting styles and preferences (customizable experience, DG4). In particular, P2
took a more natural and expressive approach, experimenting with vocal tones and
fully embodying the characters, while P1 and P3 took more time to adapt to im-
provisation in front of a PC, possibly due to the lack of human companions and
the different setting.

6.1.3 Improv Support
Many features were implemented thanks to the feedback of the actors during the
formative study. The key point list, designed to help maintain narrative coherence,
turned out to be one of the most appreciated tools. It was instrumental in its task,
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decreasing cognitive load and helping actors to focus on creativity rather than
memory. During the trial, P1 said: “This was helpful, I always forget the names of
characters introduced by others”.

P2 also used the list during his performance and stressed how crucial it is to
keep it constantly visible to ensure that no element of the plot is overlooked.

The AI-generated images raised concerns in P2 due to ethical concerns about
the copyright of the artists. However, he and the other participants appreciated
the visual feedback, which made the experience more enjoyable and fun.

Thanks to the possibility of using audio narration, P1 focused solely on the
performance, without being distracted by reading the text. P3 highlighted the
importance of this tool for visually impaired actors.

6.1.4 Exercises
The implementation of the exercises was appreciated, sparking the interest and
curiosity of the participants.

The Endings exercise challenged the participants, training them in a rather
specific skill. Always trying not to leave anything hanging, the participants tried
to close all the plot points through a single performance. P1 tested several unusual
narrative devices, such as the use of a flash forward to stage the consequences of the
choices made by the characters. The system was able to interpret her intentions,
and for this reason the actor positively evaluated this exercise, which can be useful
for staging unusual situations.

Likewise, P2 was surprised when ImprovMate followed the intended direction
for story generation, despite the fact that many plot elements and developments
were mentioned in the performance.

On the other hand, P3 appreciated the opportunity to repeat the same story to
refine the ending and try different possibilities.

The other exercise, Three Things, was considered very fun, due to its simple
and fast nature. According to the actors, it can be useful to practice the speed of
thought with little cognitive effort, similar to traditional exercise (P1: “like I do
with my friends from improv”).

P2 also suggested improvements, such as introducing a custom timer to change
the duration of the exercise or the countdown of a single question. He also under-
lined the infinite possibilities for exercises, mentioning that it is possible to always
add more techniques to practice different skills in a fun way.

6.1.5 Interface and Approach
During the final phase of the test, the final feedback was sought on the system as
a whole.
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The participants found the system easy to use, with an “intuitive” interface (P1,
P3), highlighting the clarity of the instructions and buttons. The latter were able to
clearly indicate the path taken in the narration. The screen layout was positively
rated, thanks to the division into context (left) and story (right), allowing for a
simple approach.

In the end, all participants reported feeling entertained and creatively stimu-
lated, as if “improvising with friends” (P1, P2, P3) (replace traditional practice,
DG1). P1 appreciated the humorous and well-structured twists, which improved
the overall quality of the experience. P2 recognized the potential of the system as
an improvisation partner, also proposing possible developments with the integra-
tion of features to emulate an improvisation teacher. Furthermore, P3 considered
the system as a tool that can build confidence in shy actors by letting them perform
without audience pressure. Although P2 admitted an initial skepticism about the
introduction of AI in the field of improvisation, “It is not easy to improvise in front
of a PC [...] you could lose the atmosphere of the theater”, the participant changed
his mind, considering himself amused and satisfied with the experience.

The exercises have proven to be effective in training the adaptability and cre-
ativity of actors, while requiring minimal effort. These characteristics make them
ideal for quick and non-demanding training sessions.

Minor drawbacks included occasional latency in the generation of AI responses,
although the overall experience was enjoyable.
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The actor is interested in the new object 
(the map) and uses it in their improv.

The generated story introduces a new 
character and a new object.

The actor is surprised by the twist and 
reacts instinctively, acting as if lost.

 A plot twist is revealed: 
the map was upside down.

The actor is surprised again: they thought 
they could trust him, now they are scared.

The story changes again: the squirrel 
becomes an antagonist.

The actor responds 
intuitively with the first 
ideas that come to mind.
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AI-generated sentences.
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Figure 6.1: The experienced actor trying ImprovMate. Her reactions to what the story proposes are highlighted.
(1-3) Actor using story mode. (4) Actor trying one of the exercises (“Three Things”). Blue boxes refer to user input;
orange boxes refer to GPT-generated content.
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6.2 Realtime Interface: ImprovMate RT
The second interface was also deployed on Github Pages and the actors were able
to use it directly on their computers. Users also provided feedback by referring to
the other interface for comparison.

6.2.1 AI Partner and AI Audience
This interface uses the Realtime API to dynamically generate the narrative with
an AI Partner, creating a live-like experience.

All participants appreciated the expressive voice narration and the generated
story that conveyed their intentions. P1 found the AI partner engaging both as
a collaborator and a narrator. P1 and P3 observed that the narration, being less
discursive than in the previous interface, made the AI feel very much like a human
partner. P3 commented, “It seems like a human partner thanks to this enthusiasm”.

Although the audience simulation sometimes produced responses that were not
coherent with the context, P2 remarked that its short, concise cues behaved simi-
larly to live audience input.

6.2.2 Improv Support and Exercises
In this interface, the key point list records not only names, objects, and places but
also crucial events, offering a richer context than in the first interface. P1 and P3
preferred this detailed approach, while P2 noted that its utility could depend on
individual actor preferences, he felt that this version could be particularly useful
for additional details.

Despite some skepticism about AI-generated images, users expressed disappoint-
ment about the lack of visual feedback, as P1 noted: “the images were helpful in
helping to imagine the scenario”. Furthermore, this interface does not include ex-
ercises and the participants missed this feature; P2 was especially curious to see
a real-time version of Three Things, which he believed would increase engagement
and fun.

6.2.3 Interface and Approach
The interface was considered intuitive even for those unfamiliar with technology, as
P3 noted. The layout, with information displayed immediately below the webcam,
was praised for its clarity.

P1 emphasized that the selected gestures were well chosen to avoid unintended
actions during performance. Both P1 and P3 appreciated that the combination of
vocal narration and gesture controls allowed them to focus entirely on improvisation
without the distraction of reading text or clicking buttons. P2 agreed, mentioning
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that this set-up helps him feel comfortable improvising in front of a PC. He also
added that this interface is easier to use “for someone who likes to use the full body
for the performance”.

6.3 Discussion
The pilot study confirmed that both interfaces offer valid but distinct approaches
to AI-assisted improvisation. These approaches can provide valuable information
for future work that aims to improve actor training.

The step-by-step interface provided a more structured and controlled environ-
ment, with features such as detailed narrative generation, visual feedback, and
targeted exercises. This approach was particularly effective in maintaining narra-
tive coherence and reducing cognitive load, as evidenced by positive feedback on
the key point tracking and structured exercises.

On the other hand, ImprovMate RT delivered a dynamic live-like experience
through AI-driven narrative cues and gesture-based interaction, simulating both
a creative partner and an audience. The participants appreciated the immediacy
and natural feeling of the AI partner, which supported spontaneous creativity and
full-body performance without the distraction of traditional input methods.

Together, these findings indicate that while each interface has its strengths,
more research should focus on integrating the best elements of both to create a
more comprehensive and adaptable training tool for actors.
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Chapter 7

Conclusion and Future Work

This thesis explores the integration of AI in improvisational theater to enable solo
practice, mimicking traditional techniques.

The main contribution is the development of ImprovMate. A formative study
is conducted with improv actors to guide the design and define design goals. Feed-
back is collected through an online survey and additional interviews.

Based on these results, the system is implemented using multimodal input: the
system analyzes both motion and audio using OpenAI models. An interrogative
study is conducted to further evaluate the vision model’s motion recognition capa-
bilities.

The system includes various tools to support improv practice, encourage creativ-
ity, and build coherent narratives. It offers two interfaces with different approaches:
ImprovMate, a step-by-step interface, and ImprovMate RT, a real-time inter-
face. The first follows a structured execution flow and provides random prompts,
AI-generated images for visual feedback, and exercises to develop acting skills. Im-
provMate RT, on the other hand, uses the Realtime API to create a realistic
experience, with an AI partner and an AI audience that provide feedback and
suggestions.

Finally, the system is tested through a pilot study conducted with actors re-
cruited from an improv club. Various tests confirmed the potential of the system,
showing that actors are more likely to embrace AI in improv practice when tech-
niques mirror traditional methods while introducing innovative features.

7.1 Future Work

Despite promising results, several areas need further improvements and investiga-
tion.

The main limitation of the step-by-step interface is the occasional delay in
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execution due to architectural constraints and the inherent API limitations. Addi-
tionally, the second interface misses the exercises, which are a key component for
supporting actors’ training and improving their skills.

In addition, broader research with a more heterogeneous sample is needed to
validate the effectiveness of the system and gather additional information on this
practice. Based on these results, it could be possible to develop additional exercises
and incorporate a AI teacher to provide more comprehensive feedback to actors,
ensuring that the principles of this art are not violated.
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