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Abstract

This dissertation presents the development of a guidance algorithm for the re-entry
of a low Lift-to-Drag (L/D) ratio vehicle returning from the Moon, employing a
skip entry strategy inspired by the Apollo guidance system. The primary goal of
the algorithm is to guide the vehicle from the first atmospheric entry interface to
the second, while ensuring that structural stress and thermal loads remain within
tolerable limits for the vehicle. To achieve this, a Numerical Predictor-Corrector
technique was implemented, utilizing bank angle modulation to control the vehicle
trajectory.

The predictor component numerically integrates the complete, unsimplified
equations of motion, ensuring a more accurate representation of the vehicle dy-
namics compared to simplified models, which may introduce approximation errors
affecting guidance precision. The corrector component component adjusts the bank
angle command at each process cycle and is implemented as a PID (Proportional,
Integrative, Derivative) controller, with its gain values optimized using a genetic
algorithm.

In nominal scenario, the vehicle consistently achieves high-precision targeting.
Monte Carlo analyses incorporating various uncertainties, including variations in at-
mospheric density, aerodynamic coefficients, and initial entry conditions, highlighted
that the vehicle very low L/D ratio limits its control authority. This limitation is
particularly evident under conditions of low atmospheric density and reduced lift
coefficients, resulting in decreased accuracy in reaching the second Entry Interface
Point. The reduction in precision is deemed acceptable, as trajectory errors can
be effectively corrected during the final phase of re-entry. The methodologies
developed in this research offer a robust framework for future lunar return missions,
particularly for vehicles with challenging aerodynamic characteristics.
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Chapter 1

Introduction

Re-entry guidance technologies for lunar return missions have undergone significant
advancements, leveraging insights from both historical designs and modern innova-
tions. The Apollo Command Module marked a groundbreaking milestone in lunar
re-entry design. Although designed to perform skip entry maneuver - a technique
involving an initial descent into the atmosphere followed by a brief exit - it executed
only direct descent trajectories, laying the foundation for future developments [1].

In contrast, the Orion Crew Module, developed under NASA Artemis program
[2], is specifically optimized for skip entry trajectories. This method, successfully
demonstrated during the Artemis I mission, emphasizes its critical role in modern
lunar return missions. Skip entry not only mitigates extreme thermal and mechani-
cal loads but also improves trajectory control and extends the achievable range by
briefly exiting the atmosphere after an initial descent.

However, low L/D vehicles encounter distinct challenges, particularly in the
context of lunar re-entry. The extreme velocities and unique conditions associated
with returning from the Moon demand highly precise guidance algorithms to en-
sure accurate landing while preserving structural integrity under these demanding
circumstances.

1
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Introduction

Figure 1.1: Orion Capsule Re-entry [3]

This thesis focuses on the development of a guidance algorithm tailored for low
L/D re-entry vehicles returning from the Moon or the Gateway, a space station
located in a Near Rectilinear Halo Orbit around the Moon that serves as a staging
point for lunar missions. The primary objectives are to ensure precise guidance
toward the designated target and to minimize thermal and mechanical stresses
during re-entry, retaining the vehicle structural integrity.

The structure of this thesis is organized to provide a comprehensive under-
standing of the problem and the solutions developed. Chapter 2 introduces the
re-entry problem with a focus on lunar return missions and the skip entry strategy,
detailing key constraints and objectives. Chapter 3 reviews both historical and mod-
ern guidance algorithms, highlighting the Apollo system and the predictor-corrector
approach used in NASA’s Artemis missions. Chapter 4 outlines the problem defi-
nition and the simulation model developed in this study, with a particular focus
on the implementation of the guidance algorithm and the optimization approach
adopted. Chapter 5 discusses the results obtained from the specific mission scenario,
evaluating the algorithm’s effectiveness and robustness through a Monte Carlo
analysis. Finally, the chapter provides a summary of the findings and suggests
directions for future research.
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Chapter 2

Problem Overview

The following chapter will discuss re-entry, with a focus on lunar re-entry, skip entry
strategy, and the associated challenges. The spacecraft under investigation features
a design reminiscent of the Dragon capsule, characterized by a low lift-to-drag ratio
(L/D). This design significantly influences the vehicle aerodynamic performance,
particularly during re-entry.
The study focuses on guiding the vehicle from its initial Entry Interface Point (EIP)
to a second EIP, as shown in Figure 2.1.

Figure 2.1: Skip trajectory

3
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2.1 Lunar re-entry problem

During the launch phase, a significant amount of kinetic energy must be imparted
to the spacecraft to overcome Earth gravitational pull and enable the mission.
Conversely, during re-entry, this energy must be dissipated to ensure the vehicle
reaches its designated landing site safely.

Two primary strategies exist for energy dissipation during re-entry:

1. Rocket Braking: This method employs propulsion to decelerate the vehicle
but results in high propellant consumption.

2. Atmospheric Braking: This approach leverages aerodynamic drag to dissipate
kinetic energy, offering greater efficiency in resource utilization.

Re-entry of a high-velocity spacecraft, such as during a lunar return (1̃1 km/s),
presents numerous challenges. The key issues include:

• Deceleration Loads: These must remain within tolerable limits for both
the vehicle structure and its crew, if present.

• Aerodynamic Heating: This arises from convective and radiative heat fluxes
on the vehicle surface.

• Range Control: Ensuring accurate longitudinal and lateral guidance to
achieve the target landing site.

• Corridor Width: Maintaining the trajectory within acceptable bounds to
prevent either excessive steepness, which could lead to structural failure, or a
shallow entry, where the flight path angle is too small, causing the vehicle to
skip off the atmosphere instead of descending, potentially resulting in mission
failure.

These factors represent the primary constraints of the re-entry problem and will be
analyzed in greater detail in subsequent sections.

Re-entry strategies can vary widely based on the mission goals and the vehicle
design.
In Figure 2.2 there are three representative trajectories:

4



Problem Overview

Figure 2.2: Re-entry strategies

• Direct entry: the vehicle enters the atmosphere in a straightforward descent.

• Loft entry: characterized by a bounce that does not achieve atmospheric
exit.

• Skip entry: the vehicle exits the atmosphere after the initial entry, then
re-enters for the final descent phase.

Each strategy presents distinct benefits, and the best option is selected according
to the specific needs of the mission and the vehicle characteristics.

2.2 Skip Entry

The studied vehicle exhibits a low lift-to-drag ratio (L/D), which justifies the use
of the skip entry technique. While this characteristic limits maneuverability, it
allows the vehicle to efficiently exploit the atmosphere for energy dissipation. While
vehicles with higher L/D ratios, such as lifting bodies, can generate greater lift and

5
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achieve more precise control, low-L/D spacecraft can still utilize skip entry with
careful selection of parameters such as flight-path angle.

For spacecraft with low L/D ratios, skip entry is an effective re-entry strategy.
This technique extends the vehicle range and reduces thermal and aerodynamic
loads by modulating its trajectory through the atmosphere. In this context, the
range (or downrange) refers to the distance traveled along the arc of the Earth
surface, calculated as a portion of the great circle connecting the entry and target
points. Similarly, the crossrange describes the lateral deviation from the direct
trajectory and is influenced by the vehicle lateral maneuvering capabilities.

A vehicle with an L/D ratio between 0.3 and 0.4, such as Apollo during lunar re-
entry, can achieve a maximum range of approximately 3700 km and a crossrange of
110 km with a direct trajectory. However, to further increase range, a skip trajectory
can be employed, increasing the altitude before re-entering the atmosphere to allow
for a longer glide phase and greater horizontal distance traveled.

In a skip trajectory, the vehicle dissipates energy more gradually, allowing it to
achieve greater range and crossrange capabilities.

The skip entry trajectory typically consists of five phases (as illustrated in
Figure 2.3):

1. First atmospheric entry.

2. Skip phase: deceleration followed by a brief exit from the atmosphere.

3. Kepler phase: a ballistic trajectory outside the atmosphere.

4. Second atmospheric entry.

5. Final descent phase.

The primary objectives of a skip entry guidance algorithm include:

• Ensuring suitable initial conditions for the final re-entry phase.

• Maintaining gravitational and thermal loads within safe limits.

• Achieving precise targeting.

6
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Figure 2.3: Skip Entry

The trajectory planning during the skip phase is particularly critical due to the
limited maneuverability of low L/D vehicles. During the Apollo program, a reference
trajectory was utilized because the computational constraints of that era did not
allow for real-time updates based on actual conditions. Despite these limitations,
it was already understood that an adaptive approach to trajectory definition could
significantly enhance accuracy, a principle that has become central to modern
re-entry guidance systems.

2.3 Constraints

Atmospheric re-entry is governed by fundamental design and operational constraints
critical for mission safety and success. The primary constraints include:

1. Dynamic Pressure (q): Dynamic pressure, representing aerodynamic loads on
the vehicle, is calculated as:

q = 1
2ρV

2 < qmax [N/m2]

where,

7
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• ρ: local atmospheric density, a function of altitude,

• V : vehicle velocity relative to the atmosphere,

• qmax: maximum admissible dynamic pressure.

Dynamic pressure must remain below a maximum allowable value to prevent
structural damage.

2. G-Load (gload): Gravitational loads represent the forces perceived by the crew
or internal systems:

gload =
√
L2 +D2

mg0
< gload max

where,

• L: lift force,

• D: aerodynamic drag,

• m: vehicle mass,

• g0: gravitational acceleration,

• gload max : maximum admissible g-load.

This value must stay within tolerable limits for both the structure and crew, if
present, to prevent damage to the vehicle and ensure the safety and well-being
of the occupants during the re-entry and landing phases.

3. Heat Flux (q̃): Total heat flux on the vehicle during atmospheric re-entry is the
sum of convective and radiative contributions, imposing a critical constraint
on the design of the thermal protection system.

(a) Convective Heat Flux (q̃conv):Convective heat flux occurs due to the
movement of air molecules around the capsule surface at high temperature.
Estimated using the Detra-Kemp-Riddell (DKR) empirical formula [4]:

q̃conv = K
1√
Rn

3
ρ

ρ0

40.53
v

v0

43.15
[W/m2]

where,
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• K: empirical coefficient,
• Rn: spacecraft nose radius,
• ρ: atmospheric density
• ρ0 = 1.225kg/m3,
• v: spacecraft velocity,
• v0: 10654 m/s.

So this term depends on the vehicle geometry and thermal properties of
the heat shield.

(b) Radiative Heat Flux: The term radiative heat flux takes into account
the amount of heat transferred through electromagnetic radiation, which
becomes relevant at speeds above 9 km/s, typical of lunar re-entry.
Estimated via Tauber-Sutton Relation [5]:

q̃rad = CRa
nρ

1.22f(V ) [W/m2]

where,

• C: empirical coefficient,
• Rn: spacecraft nose radius,
• a: empirical coefficient f(V, ρ),
• ρ: atmospheric density,
• f(V ): tabulated velocity function for the Earth atmosphere.

(c) Total Heat Flux:

q̃ = q̃conv + q̃rad < q̃max

This value must remain below q̃max, limit imposed by the available materials,
in order to ensure heat shield integrity.
Total heat load is obtained integrating total heat flux over time.

4. Bank Angle Rate (dσ
dt

): The modulation of the bank angle σ is crucial for
trajectory control. However, the rate of change dσ

dt
must be limited for physical

reasons.

9
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2.4 Target

The aim of the re-entry trajectory is to achieve a specific landing site.
In the context of this thesis it is defined by:

• Target latitude.

• Target longitude.

• Target altitude.

The goal is to ensure precise targeting despite stringent re-entry constraints.

2.5 Vehicle characteristics

The vehicle under investigation is specifically designed for lunar or Gateway return
missions.

The vehicle under investigation features a low lift-to-drag ratio (L/D), which
is similar to Dragon, shown in Figure 2.5. However, while Dragon is designed
primarily for Low-Earth-Orbit (LEO) operations such as servicing the ISS, the
present case involves re-entry from the Moon or the Gateway, which imposes
far more stringent requirements, particularly concerning thermal protection and
trajectory control.

Figure 2.4: Orion re-entry module
[6] Figure 2.5: Dragon crew module [7]

10
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Lunar re-entry vehicles, such as Apollo and Orion, have higher L/D ratios since
they present a different angle of attack, this allows greater maneuverability during
re-entry. The low L/D ratio of the vehicle presents unique challenges in terms of
trajectory planning and control, necessitating a detailed analysis of the re-entry
scenario. The vehicle’s shape resembles Dragon configuration, which differs from
the broader bell shapes of Apollo and Orion, in Figure 2.4.

11



Chapter 3

Skip entry guidance strategy

The challenge of accurately guiding a spacecraft through atmospheric re-entry has
driven the development of various algorithms, each tailored to the specific tech-
nological constraints and mission objectives. These strategies have revolutionized
space exploration by enabling precise landing capabilities and mission success,
despite the challenges of dynamic environments and limited resources.

Skip entry guidance strategies, which exploit aerodynamic lift to extend range
and refine landing accuracy, have played a crucial role in re-entry technologies. This
chapter provides an overview of two key approaches to skip entry guidance: the
Apollo Guidance Algorithm (see e.g. [8]), developed during the Apollo program with
its limited computational capabilities, and modern Numerical Predictor-Corrector
methodologies, made possible by advancements in on-board computational power.

By analyzing these strategies, the aim is to highlight their evolution, strengths,
and limitations, offering a foundation for understanding their application to current
and forthcoming re-entry missions.

3.1 Apollo Guidance Algorithm

The Apollo program represented a pioneering effort in re-entry guidance, with its
algorithm tailored to the limited computational capabilities of its on-board system.
The Apollo baseline guidance system was divided into six distinct phases, as shown
in Figure 3.2, designed to manage the vehicle downrange effectively and ensure
mission success. These phases collectively balanced computational simplicity with

12
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operational precision, serving as the foundation for subsequent advancements in
re-entry technology.

Below, in Figure 3.1, is a simplified depiction of the Apollo algorithm in flowchart
form. Initialization occurs only during the first cycle, while navigation, targeting,
mode selection, and lateral guidance routines run during every guidance cycle.

The navigation routine collects data from the on-board accelerometers, and the
targeting routine updates the vector from the vehicle to the landing site. Next, the
phase selector determines which of the six phases of the guidance cycle the vehicle
is in by using a parameter called the “selector,” which can take a value from 1 to 6
on each run.

INITIALIZATION

NAVIGATION

TARGETING PHASE SELECTOR

PRE-ENTRY
ATTITUDE HOLD

INITIAL ROLL

HUNTEST

DOWNCONTROL/
UPCONTROL

KEPLER

FINAL

CONSTANT
DRAG

CONSTANT
DRAG

G - LIMITER

LATERAL LOGIC

OUTPUT
BANK ANGLE

1

2

3

4

5

6

Figure 3.1: Apollo guidance logic flowchart

The six phases along the trajectory are summarized herein.
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Figure 3.2: Apollo Skip Entry phases

1. Pre-Entry Attitude Hold: This phase begins when the guidance system
takes control of the vehicle. The command module maintains a fixed attitude
along all three axes, preparing for the hypersonic phase of entry. This phase
concludes once the sensed atmospheric loading exceeds a threshold, signaling
the start of active control.

2. Initial Roll and Constant Drag: The vehicle adjusts its lift vector to guide
itself towards the center of the re-entry corridor. The primary objectives are
ensuring aerodynamic capture and maintaining a safe trajectory through the
atmosphere.

3. Huntest and Constant Drag: Once aerodynamic capture is confirmed, this
phase maintains a constant drag while refining the trajectory to align with
the target. The algorithm determines whether a skip maneuver is necessary,
based on the calculated downrange error. For shorter ranges, the algorithm
transitions directly to the final phase. Roll commands during this phase

14
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are computed analytically, based on drag and range-rate errors relative to a
reference trajectory.

4. Down and Up-Control: During these phases, the roll commands guide the
vehicle along the predicted trajectory. In the up-control phase, a reference-
following controller adjusts the vehicle trajectory to match the path defined in
the huntest phase. However, this trajectory is not updated during the phase,
limiting the adaptability of the system.

5. Kepler Phase (ballistic exit): If the vehicle exits the atmosphere, this phase
begins once aerodynamic acceleration drops below a predefined threshold. Due
to negligible dynamic pressure, no control authority exists, and the bank angle
remains fixed at its last commanded value.

6. Second Entry and Final Phase: When aerodynamic acceleration exceeds
the threshold again, the vehicle reenters the atmosphere and transitions to
the final guidance phase, aiming to land at the target.

Although it was highly innovative for its time, the Apollo guidance algorithm
suffered from low landing accuracy. The primary issues were inaccuracies in the
predicted exit conditions during the huntest phase and the lack of trajectory updates
in the up-control phase. These limitations were later addressed by replacing the
up-control phase with a Numerical Predictor-Corrector (NPC) algorithm, which
enhanced precision and adaptability by iteratively refining the trajectory.

3.2 Current Approaches to Entry Guidance

Advancements in computational power since the Apollo program have enabled
the development of Numerical Predictor-Corrector (NPC) algorithms for re-entry
guidance. These algorithms allow for real-time trajectory determination and
optimization, enhancing flexibility and accuracy in response to dynamic conditions.

NPC algorithms operate iteratively, integrating the equations of motion to
predict the vehicle final state for a given bank angle profile. Based on the predicted
outcome, the algorithm adjusts the bank angle and reruns the simulation until the
target is reached. This iterative process is repeated at each guidance cycle, starting

15
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from the current state, ensuring that the vehicle remains on a precise path to its
destination.

There are three primary types of predictor-corrector methods [9]:

• Numerical Predictor-Corrector (NPC): This approach uses numerical
integration of the non-simplified equations of motion. While highly accurate,
it requires significant computational resources, making it the most demanding
method in terms of onboard processing. The accuracy of NPC makes it
particularly well-suited for missions requiring precise targeting.

• Analytic Predictor-Corrector (APC): The APC method [10] follows the
same iterative process but relies on closed-form solutions of the equations of
motion to predict the final state. Although computationally efficient and flexi-
ble in accounting for vehicle and atmospheric parameters, the simplifications
involved limit its accuracy compared to NPC.

• Reference-Following Controller: This method relies on a pre-computed
reference trajectory, typically generated before the mission [9]. During flight,
the algorithm computes bank angle commands to correct deviations and
align the vehicle with the reference. While computationally efficient and
straightforward to implement, this method is less adaptable to unforeseen
flight conditions due to its reliance on the pre-computed trajectory.

Outlined below are the some examples of NPC algorithms.

A. Numerical Skip Entry Guidance (NSEG):
Developed by NASA/JSC, NSEG combines a high Technology Readiness
Levels (TRL) Apollo-based guidance system with a numerical scheme for
real-time, long-range skip trajectories [11].
Phases of Operation:

I. Numerical Predictor-Corrector: NSEG calculates the commanded
bank angle by iteratively adjusting constant-bank trajectories until the
predicted range matches the reference range. It uses the bounded Regula-
Falsi method and occasionally reduces the step size to overcome conver-
gence issues. The in-plane trajectory is propagated while maintaining the
out-of-plane motion within a crossrange corridor.
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II. Blending: A blended bank-angle command is used to transition from
the numerical solution to the Apollo final phase solution.

III. Apollo Final Phase: Below an altitude of 120 km, in accordance with
the second EIP, the guidance transitions into the third phase, which
corresponds to the final phase of Apollo. This phase continues until the
velocity decreases to 300m/s.

IV. Proportional Steering: A gain proportional to the heading error gener-
ates a bank angle command that guides the vehicle to the target point
where parachute deployment occurs.

B. PredGuid:
Developed at Draper Laboratory, PredGuid combines the Apollo guidance
logic with a modified numerical Predictor-Corrector (NPC) scheme initially
designed for aerocapture applications (see e.g. [11] [9] [12]). It replaces the
Apollo Down Control, Up Control, and Keplerian phases with a new NPC
approach. The modified phases, in comparison to the Apollo algorithm, are
outlined below and schematized in Figure 3.3:

I. Up Control: This phase follows the first two phases of the Apollo
guidance and replaces both Down Control and Up Control. It ensures
the vehicle reaches the desired target range and required velocity by
propagating a constant-bank trajectory. If the predicted range-to-go falls
outside a defined tolerance, the corrector recalculates the bank angle, and
the predictor runs again.

II. Ballistic: This phase replaces the Apollo Ballistic phase, beginning
when the vehicle exits the sensible atmosphere. The Predictor-Corrector
continues to operate even if the bank command remains unchanged.

III. Terminal Guidance: After final phase entry, a simple proportional
guidance system adjusts for any remaining cross range offset in the final
phase, using a proportional gain on heading error to generate a bank angle
command for guiding the vehicle to the parachute deployment point.
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Figure 3.3: PredGuid Flowchart
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C. Fully Numerical Predictor-Corrector Entry Guidance (FNPEG):
FNPEG determines the bank angle at each guidance cycle [13]. During the skip
phase, the algorithm employs a planning segment where the entire trajectory
is simulated, followed by a corrector that iterates to select the bank angle for
the next cycle. During the final phase, a similar planning segment is used.
In Figure 3.4 a phase transition logic scheme of FNPEG.

The FNPEG algorithm consists of the following phases:

I. Initial Entry: The bank angle is typically held at 0° as it would be
ineffective at this stage.

II. Down-Control: As the atmospheric density increases to a sensible level,
the bank angle is calculated as a linear function of the range-to-go up to
a specified threshold of the skip trajectory segment.

III. Up-Control: When the flight path angle (FPA) becomes positive, the
bank angle is again determined in the same manner as in the down-control
phase.

IV. Kepler: When bank angle control becomes ineffective, a constant zero
bank angle is commanded, marking the transition to a ballistic phase.

V. Final phase: If the range-to-go exceeds 2000 km at any stage, the
algorithm transitions to the final phase, where a constant bank angle is
commanded. The bank angle is then parameterized as a linear function
of energy.
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Figure 3.4: FNPEG Flowchart
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3.2.1 Applications in real-world Missions

The Orion spacecraft, developed for NASA Artemis program, employs a Numerical
Predictor-Corrector approach optimized for lunar return missions. The guidance
system determines an optimal bank angle profile in real time, ensuring the vehicle
trajectory meets mission objectives while maintaining structural and thermal
integrity. For example, during critical re-entry phases, the Orion system dynamically
adjusts to account for atmospheric variations, providing unparalleled precision and
safety.

NPC algorithms represent a significant improvement over the Apollo-era guidance
system, addressing its key limitations. By updating the trajectory dynamically
and accounting for nonlinearity in the equations of motion, NPC provides superior
precision and adaptability, particularly for challenging scenarios such as skip entry.

In summary, the evolution from Apollo’s heuristic guidance system to the Nu-
merical Predictor-Corrector approaches highlights the progress in re-entry guidance
strategies. While the Apollo algorithm laid the groundwork, modern computational
capabilities have enabled more accurate and versatile guidance methods. These
advancements are essential for lunar return missions with low lift-to-drag vehicles
and pave the way for future interplanetary missions, such as those to Mars, where
precision and adaptability will be crucial for success.
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Chapter 4

Model and Guidance
Strategy

This chapter focuses on the re-entry guidance of a spacecraft returning from
the Moon, emphasizing the challenges of atmospheric re-entry and the strategies
employed to ensure precise targeting of the desired second EIP position. The
objective is to guide the vehicle from the first Entry Interface Point (EIP) at 120
km altitude, through a skip maneuver, and back to the second EIP at the same
altitude. The following chapter details the dynamics of the re-entry problem and
the guidance strategy employed to resolve it.

4.1 Problem description

4.1.1 Vehicle dynamics

The vehicle’s re-entry dynamics over a rotating spherical Earth are described by
the following dimensionless three-dimensional equations of motion (Equation 4.1),
expressed in a spherical Earth-Centered Earth-Fixed (ECEF) reference frame [14].
The state vector in the ECEF frame is defined as:

x = [r, ϕ, θ, V, γ, ψ]T

where,

• r(t): radial distance from the Earth center,
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• ϕ(t): latitude,

• θ(t): longitude,

• V (t): circular velocity,

• γ(t): flight path angle,

• ψ(t): heading angle.



ṙ = V sin γ

θ̇ = V cos γ sinψ
r cosϕ

ϕ̇ = V cos γ cosψ
r

V̇ = −D
m

− sin γ
r2 + Ω2r cosϕ(sin γ cosϕ− cos γ sinϕ cosψ)

γ̇ = 1
V

L cosσ
m

+ (V 2 − 1
r
)cos γ
r

+ 2ΩV cosϕ sinψ

+Ω2r cosϕ(cos γ cosϕ+ sin γ cosψ sinϕ)


ψ̇ = 1
V

 L sin σ
m cos γ + V 2r cos γ sinψ tanϕ

r
− 2ΩV (tan γ cosψ cosϕ− sinϕ)

+Ω2r sinψ sinϕ cosϕ
cos γ


(4.1)

with
D = 1

2ρV
2SCD

L = 1
2ρV

2SCL

where,

• r: radial distance from the Earth center,

• D: aerodynamic drag force,

• L: aerodynamic lift force,
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• σ : bank angle,

• Ω: Earth angular rotation velocity.

Figure 4.1: ECEF reference frame

The aerodynamic coefficients, lift coefficient (CL) and drag coefficient (CD), are
considered constant. The integration of the motion equations concludes when the
spacecraft reaches the second Entry Interface Point (EIP), returning to an altitude
of 120 km.

4.1.2 Environmental model

The environmental model accounts for gravitational acceleration (g) and atmo-
spheric density (ρ), both of which significantly influence the vehicle’s dynamics.
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The gravitational acceleration is determined using a simplified model with a
spherical Earth assumption.

g = R2
E

r2 g0

The atmospheric density is derived from the 1976 U.S. Standard Atmosphere
model [15], interpolating values based on the current altitude.

4.1.3 Guidance

The guidance algorithm employs a Numerical Predictor-Corrector methodology.
This approach predicts the spacecraft’s trajectory and applies corrections to ensure
it reaches the desired target.

The primary control parameter used to manage the vehicle’s trajectory is the
bank angle. The bank angle is defined as the angle between the vehicle’s lift vector
and the local vertical direction (Figure 4.2).

By adjusting this angle, the spacecraft can control the direction and magnitude

L

Horizontal lift component

Vertical lift component
σ

Figure 4.2: Bank angle

of its lift force, thereby influencing its trajectory. This technique is referred to as
bank angle modulation, Figure 4.3.
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Figure 4.3: Bank angle modulation

A vehicle with a nonzero lift-to-drag (L/D) ratio can utilize bank angle modula-
tion to regulate the lift force. The aerodynamic drag force always acts opposite to
the velocity vector, while the lift force direction depends on the vehicle’s orientation
relative to the airflow.

When the bank angle is 0°, the lift vector points upward, creating a "full-lift
up" condition that maximizes the travel distance. Conversely, a bank angle of
180° directs the lift vector downward, resulting in a "full-lift down" condition and
minimizing the distance traveled. Intermediate bank angles orient the lift vector
laterally, causing the vehicle to deviate from the nominal trajectory plane. Con-
sequently, bank angle modulation significantly impacts the spacecraft trajectory,
even for capsules with low L/D ratios, enabling controlled targeting of the landing
site.

4.2 Guidance Strategy

The guidance algorithm, as previously introduced, consists of a predictor and a
corrector. The predictor receives the current ECEF state vector and the time as
inputs, estimating the future trajectory. Its output serves as the input for the
corrector, which computes and updates the bank angle command at each guidance
cycle. These components are described in detail in the following sections.

The guidance algorithm developed consists of three main phases:

1. Initial Entry: From the first EIP until the atmospheric density increases
enough to provide sufficient control authority. During this phase, the bank
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angle is maintained constant in a full-lift-up condition.

2. Skip: Active when aerodynamic load is greater than 0.05 g. During this
phase, the predictor-corrector operates and a bank angle is commanded at
each guidance cycle. If a skip maneuver is not possible or not necessary direct
entry occurs.

3. Ballistic: This phase begins at atmospheric exit and continues until the
second EIP in the case of a skip entry trajectory. When the g-load is lower
than 0.05 g, the bank angle remains constant at the last computed value due
to the low atmospheric density, which significantly limits control authority.

In Figure 4.4 the guidance algorithm and its transition logic is schematized.
The longitudinal and lateral dynamics are decoupled, assuming minimal cross-

track errors, with lateral guidance achieved through periodic bank reversals.
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Figure 4.4: Guidance algorithm flowchart

4.2.1 Longitudinal Guidance

The longitudinal guidance controls the spacecraft trajectory in terms of downrange,
ensuring that it reaches the desired target. This aspect of guidance focuses on
adjusting the vehicle trajectory to achieve the correct distance traveled over the
Earth surface.

As mentioned before, a Numerical Predictor-Corrector method (Figure 4.5) is
employed to manage the longitudinal guidance. This approach enables precise
control over the re-entry path, compensating for dynamic variations encountered
during atmospheric re-entry.
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GUIDANCE

Predictor + Corrector
X (ϕpred, θpred) e(t) |σ|

(ϕtarget, θtarget)

Figure 4.5: Guidance block scheme

Predictor

The predictor consist of a propagator that estimates the spacecraft trajectory from
the current ECEF state (x) to the target, which is defined in terms of latitude and
longitude at an altitude of 120 km, corresponding to the second EIP.

It integrates the equations of motion in an Earth-Centered Inertial (ECI) Carte-
sian reference frame using a fourth-order Runge-Kutta method with a fixed inte-
gration step of 1s. Throughout the propagation, the bank angle remains constant
at the value determined in the previous cycle.

The predictor outputs the predicted coordinates of the second EIP in terms of
latitude ϕpred and longitude θpred. Subsequently, the predicted downrange dpred, i.e.,
the distance from the current position to the predicted final position, is computed
as:

dpred = RE cos−1 (sinϕ0 sinϕpred + cosϕ0 cosϕpred cos(θpred − θ0)) (4.2)

where,

• RE: medium Earth radius,

• ϕ0, θ0: current latitude and longitude,

• ϕpred, θpred: Predicted final point latitude and longitude.

Simultaneously, the desired downrange ddes, representing the distance from the
current position to the target, is determined:

ddes = RE cos−1 (sinϕ0 sinϕtarget + cosϕ0 cosϕtarget cos(θtarget − θ0)) (4.3)

where,
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• ϕtarget, θtarget: Target latitude and longitude.

Both distances are calculated using a great-circle arc formula, assuming a
spherical Earth. The difference between the predicted and desired downrange
serves as the error input to the corrector. It is calculated as:

e(t) = dpred − ddes (4.4)

Corrector

The corrector (Figure 4.6) implements a PID controller with the following expres-
sion:

w(t) = Kpe(t) +Ki

Ú
e(t)dt+Kd

de(t)
dt

(4.5)

where:

• e(t) is the error between predicted and desired downrange,

• Kp, Ki and Kd are the proportional, integral, and derivative gains respectively.

CORRECTOR

PID Lift to Bank
Bank reversal

logic
e(t) LC |σ| σ

Figure 4.6: Corrector scheme

The output of the PID controller is the lift command Lc, which determines
the commanded bank angle σ to be applied in the next cycle. The bank angle is
computed using the following relation:

Lc = w(t) (4.6.1)

|σ| = cos−1
3
Lc

L

4
(4.6.2)
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The process outlined, referred to as longitudinal logic, determines the magnitude
of the bank angle required to adjust the vehicle trajectory in the longitudinal
direction, in terms of downrange.

4.2.2 Lateral Guidance

For lateral control, ensuring correct latitude targeting, the bank reversal technique
is employed and shown in Figure 4.7. This approach is essential for managing
the cross-range trajectory of the spacecraft. The lateral guidance logic actively
monitors the spacecraft’s heading relative to the desired bearing.

Figure 4.7: Bank reversal

The bank reversal strategy calculates the difference between the current heading
and the target bearing (Figure 4.8) using the following relation:

∆ψ = ψ − χ (4.7)

where,

• ψ: Heading

• χ: Bearing

• ∆ψ: Heading error

A threshold, known as the heading error limit (∆ψlimit), is defined, and compar-
ing these values determines the bank angle sign. If the heading error exceeds the
threshold, a bank reversal is applied by inverting the previous bank angle sign.

Sign(σ) =

+1, if ∆ψ < ∆ψlimit

−1, if ∆ψ ≥ ∆ψlimit
(4.8)

31



Model and Guidance Strategy
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Figure 4.8: Heading error

This strategy ensures that the vehicle remains within the desired flight corridor.

Bank Angle Rate Limits

To ensure the physical feasibility of the maneuver, a constraint is applied to the
variation of the bank angle per cycle. Instantaneous changes are not possible due to
the spacecraft dynamic limitations. Therefore, the bank angle commanded by the
PID controller is smoothed by limiting its rate of change to a predefined threshold
per second, ensuring gradual and controlled adjustments.

4.3 Optimization

This study addresses an optimal control problem characterized by a set of control
variables and boundary conditions. Given that the problem involves specific terms,
such as the bank angle, which are defined through the subproblem detailed in
the longitudinal guidance section, an advanced approach has been adopted. In
particular, the problem has been tackled using efficient optimization techniques,
including black-box optimization and a genetic algorithm, to effectively explore the
solution space and identify optimal control strategies.
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4.3.1 Mathematical model formulation

Optimal control theory is a branch of control theory that deals with finding a
control for a dynamical system over a period of time such that an objective function
is optimized (see e.g. [16]).

Here below are reported the general optimal control problem statement.

Functional to minimize/maximize:

J = ϕ(x(j−1)+ ,xj− , t(j−1)+ , tj−) (4.9)

s.t.
ẋ(t) = f [(x(t),u(t), t)] (4.10)

χ(x(j−1)+ ,xj− , t(j−1)+ , tj−) = 0 (4.11)

g[(x(t),u(t), t)] ≤ 0 (4.12)

In the case of this thesis Mayer’s formulation has been adopted to express J .
Where,

• ẋ = f state equations,

• x(t) state variables,

• u(t) control variables,

• t indipendent variable,

• (x0+ ,x1−), ..., (x(p−1)+ ,xp−) trajectory arcs,

• χ boundary conditions,

• g additional constraints.

In this specific case, the problem can be formulated as follow. The functional to
minimize/maximize simply consists of calculating the error in the final position
derror.

It represent the magnitude of the distance between the final position (ϕfinal, θfinal),
obtained as an outcome of the process, and the desired target position (ϕtarget, θtarget).
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This distance quantifies the deviation between the actual endpoint and the specified
target location.

derror = RE cos−1 (sinϕfinal sinϕtarget + cosϕfinal cosϕtarget cos(θtarget − θfinal))
(4.13)

where,

• ϕfinal, θfinal: latitude and longitude at final time,

• ϕtarget, θtarget: Target latitude and longitude.

The specific state equations are represented by the equations of motion reported
above in Equation 4.1 with an additional equation introduced solely to enforce the
constraint imposed on the bank angle rate, ensuring consistency with the general
formulation. The modified state equations are given:



ṙ = V sin γ

θ̇ = V cos γ sinψ
r cosϕ

ϕ̇ = V cos γ cosψ
r

V̇ = −D
m

− sin γ
r2 + Ω2r cosϕ(sin γ cosϕ− cos γ sinϕ cosψ)

γ̇ = 1
V

L cosσ
m

+ (V 2 − 1
r
)cos γ
r

+ 2ΩV cosϕ sinψ

+Ω2r cosϕ(cos γ cosϕ+ sin γ cosψ sinϕ)


ψ̇ = 1
V

 L sin σ
m cos γ + V 2r cos γ sinψ tanϕ

r
− 2ΩV (tan γ cosψ cosϕ− sinϕ)

+Ω2r sinψ sinϕ cosϕ
cos γ


σ̇ = σ̂

(4.14)
As a consequence the state vector turns out to be as follow:

x̂(t) = [r(t), ϕ(t), θ(t), V (t), γ(t), ψ(t), σ(t)]T
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The bank angle is assumed as in Equation 4.6.2, where Lc is defined as in
Equation 4.5.

The PID gains Kp, Ki and Kd, can be assumed as control parameters.
The following initial condition are given:

r(0) = r0,

ϕ(0) = ϕ0

θ(0) = θ0

V (0) = V0

(4.15)

Additionally, γ0 and ψ0, the flight path angle and the heading angle at the first
atmospheric entry, are initial conditions unknown and to be determined.

The control parameters vector is reported:

u = [Kp, Ki, Kd]T

An additional constraint is applied to the magnitude of the bank rate, therefore
the derivative of the bank angle have to be below the maximum admissible bank
rate, Smax:

|σ̂| ≤ Smax (4.16)

It can be noticed that the magnitude of the bank angle |σ| depends directly on
the control parameters Kp, Ki, Kd.

4.3.2 Numerical approach

Given the complexity of the problem, a combined approach integrating black-box
optimization and a genetic algorithm has been adopted. The use of black-box
optimization is motivated by the fact that σ directly depends on an extensive
computational process, as outlined in subsection 4.2.1. The genetic algorithm has
been employed to enhance the global search capability, as discussed in Appendix B.

The simulator solves the equations of motion using a fourth-order Runge-Kutta
integration method. Black Box approach are dealt with in depth in Appendix A.
In Figure 4.9 are reported a schematic illlustration of the BBO utilized. Where ẋ
as in Equation 4.14

35



Model and Guidance Strategy

SIMULATION PART

OPTIMIZATION PART

BLACK BOX SIMULATION

ẋ = f [r, ϕ, θ, V, γ, ψ; σ(Kp,Ki,Kd)]
|σ̂| ≤ Smax

γ(0) = γ0

ψ(0) = ψ0

OPTIMIZER
min derror

s.t.


U ≤ u ≤ U
γ0 ≤ γ0 ≤ γ0

ψ0 ≤ ψ0 ≤ ψ0

new output xnew u

Figure 4.9: Black Box Optimization scheme
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Chapter 5

Experimental analysis

The simulation model developed for the re-entry scenario under study is illustrated
in Figure 5.1. The aim is to guide a vehicle returning from the Moon to Earth,
starting at the first EIP at 120km of altitude and ending at the second EIP (also
at 120km), executing a skip maneuver in between. The simulation terminates once
the vehicle completes the skip and returns to 120km of altitude.

The model has been implemented in Simulink using the ODE4 solver with a
fixed time step of 0.1s. The guidance block operates as a triggered subsystem,
updating its outputs at a frequency of 1Hz. The simulation model consists of three
main blocks:

1. Environmental block: This block calculates the atmospheric density and
gravitational acceleration at each time step, using r(t) — the distance from
the Earth’s center — as an input.

2. Motion equations block: This block integrates the equations of motion (as
described in 4.1.1), using density, gravitational acceleration, and the current
bank angle. It outputs the state vector x(t) in the ECEF reference frame.

3. Guidance block: This block receives the state vector x(t) from the motion
equations block and computes a new bank angle every 1s.

These three blocks operate together to simulate the skip re-entry trajectory from
the first EIP (Table 5.1) to the second EIP (Table 5.2) , generating as output the
vehicle’s trajectory, the time history of the state vector, and key flight parameters
such as altitude, velocity, and bank angle variations throughout the maneuver.
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Environmental
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Figure 5.1: Simulation model scheme

where,

• r: radial distance from the Earth center ,

• ρ: atmospheric density,

• g: gravitational acceleration,

• x: ECEF state vector,

• σ: bank angle

5.1 Mission Scenario

The mission scenario analysed in this study is described in this section. As briefly
mentioned in advance, the vehicle trajectory starts at the first EIP (Table 5.1),
where the value of altitude, latitude, longitude, velocity and bank angle, are imposed,
while the flight path angle and heading angle are obtained from the optimization
process detailed in section 4.3. The target point to be reached is imposed in terms
of altitude, latitude and longitude (Table 5.2).
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Parameter Value

Altitude h0 120 km
Latitude ϕ0 -33.4°
Longitude θ0 -160.0°
Velocity V0 10654 m/s
Flight path angle γ0 -5.77°
Heading angle ψ0 77.4°
Bank angle σ0 0°

Table 5.1: First EIP

Parameter Value

Altitude htarget 120 km
Latitude ϕtarget 30.0°
Longitude θtarget -52.8°

Table 5.2: Second EIP

The specific aerodynamic parameters of the vehicle under consideration are
given in Table 5.3, highlighting a low L/D value.

Parameter Value

Lift-to-Drag ratio L/D 0.15
Lift coefficient CL 0.207
Drag coefficient CD 1.38

Table 5.3: Aerodynamic properties

The threshold value, designated as the "limit", for executing a bank reversal is
set to 0.1° (subsection 4.2.2).

In consideration of the mission scenario that has been selected and described,
the optimal control problem has been resolved, resulting in the establishment of
the initial values for γ0 and ψ0, which are reported in Table 5.1. The gains of the
PID controller, which have been determined through this process, are also specified
in Table 5.4.
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Parameter Value

Kp 4.0784e-2
Ki 9.6298e-2
Kd 0.4848e-2

Table 5.4: Chosen PID controller gains

Constraints

1. Maximum bank rate: the bank angle can vary at a maximum rate, in this case
set at 15 degrees/second. This limitation is due to the fact that actuators
have physical limits on the speed at which they can operate, and a too rapid
change could cause instability in the aerodynamic configuration of the vehicle
or generate sudden forces that increase the load on the structure.

2. Maximum G-Load: to preserve the structural integrity of the vehicle during
re-entry, the g-load must remain within safe operational limits, ensuring it
does not exceed the structure’s tolerance.

3. Maximum heat flux: the thermal load must remain below the critical threshold
to prevent material degradation, with an additional safety margin to account
for uncertainties and variations in the re-entry conditions.

Of the above constraints, only the maximum bank angle rate constraint is
explicitly imposed in the developed simulation model. The G-load and heat flux
constraints are checked downstream of the analysis.
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5.1.1 Results

The results obtained for the scenario described in section 5.1 are reported herein
below. The entire skip entry phase, for this scenario, lasts 1800 seconds, equivalent
to 30 minutes. In Figure 5.2 is reported the trajectory profile for the defined mission
scenario.

Figure 5.2: Trajectory profile
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In Figure 5.3 the vehicle trajectory is reported in terms of altitude-range, while
in Figure 5.4 the values of latitude and longitude assumed during the trajectory
are shown.

Figure 5.3: Altitude vs Range

Figure 5.4: Latitude vs Longitude
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In Figure 5.5 the values assumed by circular velocity can be seen over time.
Note that the largest part of the velocity is lost in the first 200s, which, as shown
in Figure 5.6 corresponds to the part of the trajectory performed at the lowest
altitude.

Figure 5.5: Velocity vs Time
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In Figure 5.6, initially, both velocity and altitude decrease rapidly, followed
by a keplerian phase where altitude increases again. In this phase, the trajectory
exhibits overlapping ascent and descent branches: the vehicle decelerates while
climbing and accelerates while descending. The first Entry Interface Point (EIP)
appears on the right side of the graph, as it corresponds to higher velocities.

Figure 5.6: Altitude vs Velocity
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Figure 5.7 and Figure 5.8 show the trends of the flight-path angle and the
heading angle respectively.

Figure 5.7: Flight path angle vs Time

Figure 5.8: Heading angle vs Time
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The bank angle profile reported in Figure 5.9 shows a constant value of 0°
imposed as an initial condition, constant until the skip guidance takes control.
At this point the skip will command the bank angle while the g-load is sufficient
to ensure control authority. When the skip is executed and the vehicle exits the
atmosphere, the vehicle maneuvers to the last accepted value and keeps it constant,
in this case around 90°. This is a characteristic value because in this state the
vertical lift component is almost zero and a minimal variation in bank angle will
cause a variation, positive or negative, in the downrange. Two complete bank
reversals are performed in order to follow as closely as possible the given heading
corridor.

Figure 5.9: Bank angle vs Time

Peak values of dynamic pressure (Figure 5.10), G load (Figure 5.11) and heat
flux (Figure 5.12) are reached corresponding to the lowest altitudes, as expected.
All these peaks are well below the acceptable limits, therefore there are no structural
problems. In Figure 5.13 the time evolution of the heat load is depicted, representing
the integral of the heat flux over time. After a rapid initial increase, the heat load
approaches an asymptote, indicating that once the peak is reached, the heat flux
becomes negligible.
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Figure 5.10: Dynamic pressure vs Time

Figure 5.11: G-Load vs Time
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Figure 5.12: Heat flux vs Time

Figure 5.13: Heat load vs Time
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Figure 5.14 shows the range error over time, i.e., the PID controller input, as
calculated in Equation 4.4. An initial overshoot can be observed, followed by some
oscillations and a rapid convergence. In general, PID convergence is not inherently
guaranteed; however, in this case, optimization aids in achieving convergence close
to zero. The range error, being a signed value, provides insights into whether the
down-range is short or long, serving as crucial information for the corrector.

Figure 5.14: Range error vs Time
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Instead, Figure 5.15 shows the trend of the distance to the targeted second
EIP, calculated as Equation 4.13. It shows some oscillations as it decreases, but
converges to zero in less than 100s from the beginning of the skip guidance.

Figure 5.15: Distance from target vs Time
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In this optimized scenario, the target is reached with a very high level of
accuracy. The distance between the final position obtained from the simulation and
the imposed target position is approximately 0.9 km, calculated as Equation 4.13
(Figure 5.16).

Figure 5.16: Final position vs Target position

5.2 Monte Carlo Analysis

The Monte Carlo analysis was conducted to assess the robustness of the algorithm
in the presence of uncertainties in the system parameters. A total of 1000 simulations
were performed, introducing variations in EIP conditions, atmospheric conditions,
vehicle mass, and aerodynamic parameters.

• EIP conditions: Variations were introduced using a multivariate normal
distribution, considering a covariance matrix to account for the dependencies
among the state vector x components.

• Atmospheric conditions: Atmospheric density was perturbed using a
normal distribution applied to a reference dataset containing: density, altitude
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and 1 − σ density. Therefore, for each altitude value, a ρperturbated value was
calculated as follows:

ρ(h) = ρnominal(h) · (1 + ∆ρ(h) · randn) (5.1)

where the rand value is a standard normally distributed random variable.

• Vehicle mass: Perturbed using a uniform distribution around the nominal
value, considering a variation of ±10% of the nominal value.

m = mnominal + ∆m · 2(rand− 0.5) (5.2)

where rand is a uniform random variable in [0,1] ensuring symmetric variations
around the nominal value.

• Aerodynamic parameters: The L/D was perturbed with a uniform distri-
bution within ±10% of its nominal value while ensuring consistency between
the lift coefficient CL and the drag coefficient CD:

L/D = L/Dnominal(1 + 0.1 · 2 · (rand− 0.5)) (5.3)

CL = CLnominal
(1 + 0.1 · 2 · (rand− 0.5)) (5.4)

CD = CL

L/D
(5.5)

The dispersions described above are summarized in Table 5.5.

Parameters Dispersion 3 - σ or min/max

∆ρ (kg/m3) Gaussian Tabulated varing with altitude
∆m (kg) Uniform ±10%
L/D Uniform ±10%
∆CL Uniform ±10%
x Covariance matrix

Table 5.5: Monte Carlo Parameter dispersions

52



Experimental analysis

5.2.1 Mission scenario results

This section shows the results of the Monte Carlo analysis performed as described
in section 5.2. In Figure 5.17 are shown the final positions of 1000 different cases
in terms of latitude and longitude. It can be seen that there are some points so far
away from the chosen target that they can be considered as outliers. In particular,
it was found that 98.9% of the analysed cases were acceptable. Therefore, in
Figure 5.18, a refined version of the final position distribution is reported, removing
the outliers to better evaluate the solution. It is important to note that, in the
case of this study, a range error of approximately 200km from target is considered
acceptable. This is due to the vehicle limited control authority, resulting from its
aerodynamic characteristics. However, during the final phase of entry, the vehicle
could correct errors of this magnitude and reach the designed landing site.

Figure 5.17: Distribution of final Positions (complete version)
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Figure 5.18: Distribution of final Positions (refined version)

All subsequent graphs have undergone a filtration process aimed at removing
outliers to better highlight the trend of the various results. However, outlier cases
have been analyzed separately and are discussed in the following sections.

Below in Figure 5.19 is the trajectory followed in terms of altitude - range.

Figure 5.19: Altitude vs Range
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In Figure 5.20 and in Figure 5.21 it is clear that the velocity does not present
any evident deviation from the nominal case.

Figure 5.20: Velocity vs Time

Figure 5.21: Altitude vs Velocity
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In Figure 5.22 and Figure 5.23 the tendency of the flight-path angle and heading
to follow the nominal case is highligthed .

Figure 5.22: Flight-path angle vs Time

Figure 5.23: Heading vs Time
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In Figure 5.24, which shows the density trends in the cases analysed, a significant
deviation of the density values from the nominal value can be seen at low altitudes.

Figure 5.24: Density vs Time

In Figure 5.25, are reported bank angle profiles assumed.

Figure 5.25: Bank angle vs Time
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In Figure 5.26, Figure 5.27 , Figure 5.28 and Figure 5.29 the dynamic pressure,
g-load, heat flux and heat load are presented in different scenarios. In all cases,
the peak value remains within acceptable structural limits.

Figure 5.26: Dynamic pressure vs Time

Figure 5.27: G-Load vs Time
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Figure 5.28: Heat flux vs Time

Figure 5.29: Heat load vs Time
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In Figure 5.30 and Figure 5.31 the full and refined final positions are shown.
Each point takes on a colour depending on its density trend. As explained in the
legend, dark blue means very low density, while dark red means high density. These
graphs are important to show a pattern in the solution distribution. It is important
to note that the trajectories are strongly influenced by a low density atmosphere,
which makes it difficult to control a low L/D vehicle due to the further reduced
control authority. The outlier cases are characterised by very low density values
combined with a low value of CL, leading to difficult guidance. Also in the refined
results in Figure 5.31 there is a pattern in the density values, low density tends
to shorten the trajectory. The same zone is thickened in all cases with a similar
density trend.

Figure 5.30: Distribution of final positions with density mapping (complete
version)
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Figure 5.31: Distribution of final positions with density mapping (refined version)
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In Figure 5.32, the range error distribution is presented. As previously mentioned,
it is evident that the majority of cases achieve an acceptable level of accuracy,
considering the subsequent final entry phase. Specifically, 99.2% of cases reach
the target within 300 km, with 98.9% staying within 250 km. Furthermore, 95.7%
of cases attain an accuracy of less than 200 km. These results indicate that the
algorithm can be considered sufficiently robust.

Figure 5.32: Range error distribution
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In Figure 5.33 and Figure 5.34, the box plots of the range error are presented,
showing the complete data and the outlier-removed version, respectively, to further
analyse the results.

Figure 5.33: Box-plot of range error (including outliers)

Figure 5.34: Box-plot of range error (outliers removed)
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The Table 5.6 presents the results of the statistical analysis conducted on the
range error and the peak values of G-load and heat flux. The maximum values
reached by G-load and heat flux are within acceptable limits, while the mean and
median values of the range error indicate a strong robustness of the algorithm.

Metric Range Error G-Load Heat Flux
(km) (g) (MW/m2)

Mean 119.26 3.54 4.053
Median 97.26 3.59 4.037
Maximum 5554.10 4.13 4.656
Minimum 6.24 2.14 3.488
Standard Deviation 201.96 0.27 0.2119

Table 5.6: Monte Carlo statistical summary

5.3 Future Developements

The continuous evolution of guidance algorithms and simulation models presents
opportunities for further enhancements in precision and robustness. Future research
can explore various avenues to refine the Numerical Predictor-Corrector (NPC)
approach and extend its applicability to broader aerospace contexts.

Future developments may focus on improving the guidance algorithm by opti-
mizing the performance of the NPC, refining its numerical stability, and enhancing
its computational efficiency to ensure reliable performance across various mission
scenarios.

Enhancing the accuracy of the simulation by removing simplifications in the
current model, such as assuming a spherical Earth, and incorporating more sophis-
ticated atmospheric and gravity models will be beneficial. These improvements
will provide a more realistic representation of spaceflight dynamics and increase
the fidelity of mission planning.

Improving the robustness of the algorithm by integrating the optimizer directly
into the simulator while maintaining acceptable computational times is another
important direction. Such an integration would ensure that the target is reached
accurately despite uncertainties in the system, leading to a more reliable and
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adaptable guidance framework.
Exploring deep learning techniques to enhance the performance of the NPC

is another promising avenue. Leveraging machine learning to refine predictor-
corrector processes and utilizing deep learning to predict atmospheric conditions
could significantly increase the precision of the guidance system.

Extending the application of NPC-based methodologies to a wider range of
spaceflight operations is a key objective. Potential applications include aerocapture,
planetary landing, and aero-gravity assist maneuvers. Expanding the adaptability
of NPC-based guidance strategies across different planetary environments would
enhance mission efficiency and versatility.

By addressing these challenges and opportunities, future developments in NPC-
based guidance algorithms will contribute to more precise, robust, and efficient
spaceflight operations, ultimately supporting the next generation of aerospace
exploration and mission planning.
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Chapter 6

Conclusion

The objective of this thesis is to develop a skip-entry guidance strategy to effectively
control a low Lift-to-Drag ratio (L/D) vehicle during re-entry from the Moon,
specifically to guide it from the first Entry Interface Point (EIP) to a designated
target.

The work carried out in this thesis includes the development of a high-fidelity
simulation model that enables accurate trajectory simulations. A guidance al-
gorithm is designed to control the skip-entry phase, drawing inspiration from
the Apollo Guidance Algorithm although modified to incorporate a Numerical
Predictor-Corrector (NPC). This is the technique used for the re-entry of Orion
in the Artemis programme. This approach allows for precise bank-angle control,
ensuring the vehicle reaches the target while managing thermal and structural
loads. The corrector is implemented as a PID controller that adjusts the bank-angle
to minimize the range error. The PID coefficients are selected using a Genetic
Algorithm to minimize the final position error with respect to the target, treating
the problem in terms of black-box optimization. The longitudinal and lateral
dynamics are decoupled, assuming minimal cross-track errors, with lateral guidance
achieved through periodic bank reversals. The nominal scenario is optimize to
ensure precise targeting. A Monte Carlo analysis is performed to account for the
uncertainties associated with the first EIP conditions, vehicle mass, aerodynamic
parameters and atmospheric conditions. The results highlight the overall robustness
of the algorithm. Low atmospheric density, combined with the low L/D of the
vehicle, results in a reduced control authority.
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Conclusion

The developed model exhibits high adaptability, allowing its application to
various atmospheric maneuvers, while maintaining a balance between computational
efficiency and numerical accuracy.

This thesis establishes a foundation for future research in skip-entry guidance,
emphasizing the importance of advanced numerical techniques, particularly the
NPC-method, in achieving precise targeting. The proposed approach is notable for
its adaptability, robustness, and accuracy. There are still aspects to refine, particu-
larly in optimizing the computational cost of high-fidelity modeling and enhancing
real-time applicability. Future research could focus on improving computational
efficiency and extending the method application to broader aerospace contexts.
Furthermore, integrating deep learning into the predictor-corrector could enhance
adaptability and performance, allowing for more efficient bank-angle selection
through data-driven optimization.
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Black Box Optimization

Black-Box Optimization (BBO) refers to the design and implementation of algo-
rithms for problems where the structure of the objective function and constraints is
unknown or not directly exploitable. This type of optimization is particularly useful
when evaluating the objective function requires complex numerical simulations. In
such cases, the simulator takes an input vector and returns output values R in
instead of R, as some outputs may be invalid. Assigning an infinite value to an
invalid output (e.g., f(x) = +∞ for an unacceptable point in minimization) allows
for efficient handling of infeasible solutions, ensuring robustness in optimization
processes where simulations may fail or produce inconsistent results.

BBO methods can be broadly categorized into two main approaches: direct-
search and derivative-free optimization (DFO) techniques, and sequential model-
based optimization (SMBO). Direct-search methods explore the solution space
without relying on gradient information, which prevents them from being trapped
in local minima. This makes BBO synonymous with DFO, as it circumvents the
need for explicit derivative calculations. Examples of these techniques include
Mesh Adaptive Direct Search (MADS), Genetic Algorithms (GA), Particle Swarm
Optimization (PSO), and Simulated Annealing (SA). These methods iteratively
refine candidate solutions based on performance evaluations, making them well-
suited for highly complex and non-differentiable problems.

Alternatively, SMBO techniques employ surrogate models to approximate the
objective function and guide the selection of promising candidate solutions. This
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process involves building a predictive model based on previously observed evalua-
tions, optimizing the surrogate model to suggest new points, and then updating
the model with actual evaluations of the objective function. This iterative frame-
work efficiently balances exploration and exploitation, enabling the discovery of
near-optimal solutions in expensive or computationally demanding optimization
problems.

With the growing integration of Machine Learning techniques, BBO is becoming
increasingly applicable across diverse domains such as artificial intelligence, materi-
als science, and aerospace engineering. The use of advanced learning-based methods
can further refine the efficiency of BBO, particularly in cases where traditional
optimization techniques struggle with high-dimensional or noisy search spaces.
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Genetic Algorithm

During the 1950s and 1960s, independent studies were conducted to leverage
evolution as an optimization tool for engineering problems. The common idea
behind these systems was to evolve a population of candidate solutions using
operators inspired by natural genetic variation and selection. John Holland is
widely regarded as the founding father of genetic algorithms, having introduced
the concept in the 1970s [17].

A genetic algorithm is a method that allows the transition from one population
of "chromosomes" (candidate solutions) to another through "natural selection"
combined with genetic-inspired operators such as crossover, mutation, and inversion.
The selection operator determines which chromosomes in the population will
reproduce, with fitter chromosomes on average generating more offspring.

A GA operates through populations of chromosomes, where selection favors
the most promising solutions, crossover combines genetic material to create new
offspring, and mutation introduces variations to maintain genetic diversity and
prevent premature convergence. These mechanisms interact to ensure a balance
between exploring new potential solutions and exploiting high-performing ones.

A GA typically requires a fitness function that assigns a score to each chromosome
in the current population, reflecting how well it solves the given problem. The
basic steps of a genetic algorithm are:

1. Initialization: Random creation of an initial population.

2. Evaluation: Calculation of the fitness f(x) of each chromosome x in the
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population.

3. Generation of a new population:

• Selection: Choice of parent chromosome pairs based on their fitness.
Selection is performed with replacement, meaning the same chromosome
can be chosen multiple times.

• Crossover: With probability pc, two parents are crossed at a random
point to form two offspring. If no crossover occurs, the offspring are exact
copies of their parents.

• Mutation: Each bit of the new chromosomes can be flipped with proba-
bility pm.

• Replacement: The new population replaces the previous one.

4. Iteration: Steps 2–3 are repeated until a stopping criterion is met (maximum
number of generations or population convergence).

Each iteration is called a generation, and the full sequence of generations forms
a run. At the end of a run, the population typically contains one or more highly
adapted chromosomes.

Compared to traditional optimization methods like Newton’s method or gradient
descent, genetic algorithms exhibit key differences:

• Population-based search: Traditional methods optimize from a single starting
point, whereas GAs work on an entire population, enhancing robustness and
reducing the risk of being trapped in local optima.

• Derivative-free optimization: GAs do not require information about function
derivatives, making them suitable for non-differentiable or complex objective
functions.

• Probabilistic transition operators: While classical methods use deterministic
operators, GAs rely on probabilistic operators to generate new solutions,
ensuring broader exploration of the solution space.
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Genetic algorithms are a powerful and flexible optimization tool applicable to
a broad range of problems. Their effectiveness depends on choosing appropriate
parameters, such as population size, crossover and mutation probabilities, and
stopping criteria. Advanced GA variants, such as Genetic Programming or Hybrid
Genetic Algorithms, can further enhance performance for specific applications.
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