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Abstract

Nowadays, mobile robots are utilized across a multitude of domains, including every-
day life and research and work environments. Consequently, research in the field of
autonomous robots has expanded considerably over the past few decades. In order
to perform a task, a mobile robot must be able to localize itself in the surrounding
environment. However, the operating area of a mobile robot may often be unknown,
inaccessible, or dangerous. In such cases, Simultaneous Localization and Mapping
(SLAM) is a key functionality that allows mobile robots to construct a real-time
map of an unknown environment, while simultaneously localizing themselves within
it. Due to its significance, SLAM conducted by a single agent in an isolated setting
has long been regarded as the state of the art in mobile robotics research. However,
in complex scenarios, single-agent SLAM is susceptible to limitations. To achieve
faster and more accurate results, the Multi-Agent Cooperative SLAM (C-SLAM)
system was born. The motivation behind the expansion of the research domain is
rooted in the increasing demand for more efficient, scalable robotic systems capa-
ble of autonomous exploration in dynamic and complex environments. C-SLAM
extends traditional SLAM by allowing multiple robots to collaborate in map con-
struction and simultaneous localization. Another important step in SLAM research
is Active SLAM. It enables robots to actively plan their movements and explore un-
known environments, reducing map uncertainty through strategic decision-making,
without active human assistance. A further focus of this research is the integration
of Active SLAM (A-SLAM) into the collaborative framework, leading to Active Col-
laborative SLAM. With the advent of artificial intelligence, machine learning and
robot learning, the Active SLAM will be a key area of robotic research in the future.

The initial section of the thesis presents a comprehensive overview of existing
SLAM techniques in both single-robot and multi-robot scenarios, highlighting the
limitations of single-robot systems and the opportunities presented by multi-agent
architectures. The second part of this thesis work introduces an autonomous
centralized multi-agent approach, implemented using the Robot Operating System
(ROS2 Humble) framework. Its performance is validated through both simulation
(the Gazebo environment) and real-world experiments on two TurtleBot3 Burger
platforms. In the considered system, each agent moves autonomously and creates
a local real-time map independently. At the same time, a central server merges the
two maps into a global, more accurate map. The single-agent SLAM algorithm
used is the SLAM Toolbox. The path is planned locally on the single agent by
the global planner A∗, then smoothed by the B-spline and executed by the Pure
Pursuit algorithm.
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Chapter 1

Introduction

Autonomous navigation has made substantial progress particularly within indoor,
office-like environments, where it has become an increasingly popular technology
[1]. The utilization of autonomous robots in industrial settings is also on the
rise, driven by the potential for significant cost savings in areas such as manual
material handling, which often involves substantial labour costs. In this context, the
deployment of autonomous robotic vehicles can reduce material handling expenses
by as much as 30%.

One of the fundamental challenges in this field is the ability of a robot to
autonomously navigate in the surrounding environment. In this context, significant
advancements have been made, in the recent decades, in the field of Simultaneous
Localization and Mapping (SLAM), which has led to a notable enhancement in
the autonomous navigation abilities of mobile robots [2]. SLAM enables robots to
simultaneously localize themselves and create real-time maps of their surroundings
without the need for prior information, thereby facilitating autonomous decision-
making and control across a range of terrains and environments.

Although SLAM has undergone considerable developments over time, single-
robot systems could present difficulties in terms of time efficiency, robustness and
mapping accuracy, particularly when tasked with exploring vast or dynamic spaces.
Multi-Agent Cooperative SLAM (C-SLAM) has emerged as a promising extension
of traditional SLAM, where multiple robots cooperate to solve the mapping and
localization problem.

Multi-robot systems are of significant importance in a multitude of robotics
applications, including warehouse management and search and rescue missions [3].
Nevertheless, they encounter difficulties in attaining shared situational awareness,
particularly in unfamiliar environments where external localization systems like GPS

1



Introduction

are unreliable. Consequently, there is an increasing necessity for multi-robot SLAM
systems that can function autonomously without reliance on external support.

Serov et al. [4] identify two key of collaborative robotics. Firstly, the exploration
of the environment is accelerated by employing multiple robots. Secondly, robots
with varying capabilities and mobility characteristics can be utilised to carry out
diverse tasks or to investigate areas that certain robots in the swarm cannot access.

A further significant area of research within the SLAM field is Active SLAM
(A-SLAM). This integrates decision-making processes into the mapping and local-
ization process, with the objective of implementing autonomous agents in practical
applications, thereby eliminating the need for human control. A-SLAM has been
a topic of interest for over three decades [5]. Recently, it has attracted renewed
attention, particularly due to the new possibilities presented by learning-based
approaches. In fact, the number of publications on A-SLAM has increased expo-
nentially, from 53 in 2010 to over 660 in 2022.

The integration of Active SLAM into collaborative systems (AC-SLAM) offers
even greater potential by allowing multiple robots to coordinate their exploration
strategies. The versatility of these methods makes them applicable to a diverse range
of domains, including search and rescue operations, planetary exploration, precision
agriculture, autonomous navigation in crowded environments, underwater explo-
ration, artificial intelligence, assistive robotics, and autonomous exploration [6].

1.1 Thesis Motivation
The motivation for pursuing research in Multi-Agent Cooperative SLAM is derived
from the growing demand for more efficient and scalable robotic systems that are
capable of autonomously operating in dynamic and complex environments. The
field of multiple-robot SLAM is still in its relative early stages of development,
with significant potential for further advancement and investigation [7].

1.2 Thesis Structure
The thesis is divided in the following chapters.

Chapter 2 provides an overview of the main SLAM techniques, exploring the
traditional single-robot approach. It focuses on the main algorithms used in the
front-end and back-end.

In Chapter 3, the concepts of Active SLAM, Collaborative SLAM and Active
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Collaborative SLAM are introduced. The C-SLAM is the extension of the Single-
Agent SLAM, while A-SLAM is a variation of SLAM that incorporates active
decision-making into the mapping process, allowing robots to adapt their navigation
strategies based on the information collected. This chapter also focuses on the
Multi-Agent Cooperative SLAM problem and there is an overview of the state-of-art.

Chapter 4 focuses on the software infrastructure used, with particular attention
to the ROS2 framework, which forms the basis for the implementation of the
AC-SLAM system. Key tools such as RViz, Gazebo, and the Nav2, are illustrated,
supporting the simulation and development of the system.

Chapter 5 outlines the main concepts related to the TurtleBot3 Burger, the
robotic model used in this thesis.

In Chapter 6 there is a detailed description of the implementation of the
Centralized Autonomous Multi-Agent Collaborative SLAM algorithm.

Chapter 7 presents the results of the simulation and the real world experiments
conducted on two TurtleBot3 Burger.

Finally, Chapter 8 reports the conclusions of the thesis.
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Chapter 2

Simultaneous Localization
and Mapping

Simultaneous Localization and Mapping (SLAM) was first introduced by Smith et
al. in 1986 [8]. The term SLAM was first used in 2006 by Durrant-Whyte et al.
in [9] [10]. SLAM enables robots, drones, or autonomous vehicles to construct a
map of an unknown environment while simultaneously tracking their own position
within that environment. SLAM is a fundamental component in the navigation of
uncharted areas, eliminating the necessity for pre-existing maps. Its applications
include autonomous driving, indoor navigation, and the exploration of hazardous
areas. The SLAM problem is the union of two interdependent problems: local-
ization, which is the problem of determining the robot’s position relative to its
surroundings, and mapping, which is the task of creating a model of the environ-
ment. Localization and mapping are distinct yet interrelated problems: localization
presupposes knowledge of the environment map, while mapping is based on the
knowledge of the robot’s pose. Consequently, these two problems must be solved
concurrently in an unknown environment.

In general, SLAM systems are composed of two principal components: a front-
end and a back-end. The front end is concerned with perception, encompassing
data fusion and feature extraction. It processes sensor data to provide information
regarding the robot’s motion, loop closures, and landmarks. In contrast, the
back-end utilises the output from the front-end to generate final estimates of the
robot’s position. This back-end process draws upon tools from probability theory,
optimization, and network theory.

There are numerous ways in which SLAM algorithms can be classified:

• Classification based on sensors (front-end): SLAM can be performed with
various sensors, including LiDAR, sonar, cameras, IMUs.
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Figure 2.1: Timeline of the evolution of the LiDAR SLAM algorithms, with
emphasis on the most important step [10].

• Classification based on computational methods (back-end). This includes
filtering-based or graph-based optimization techniques.

Figure 2.2: SLAM approaches taxonomy. The two main groups
are traditional filtering methods (on the left) and modern optimization
techniques (on the right) [11].

Figure 2.2 provides a summary of SLAM algorithms, while Figure 2.3 depicts a
general SLAM framework.

Firstly, Section 2.1 contains the mathematical model of the SLAM problem.
Secondly, Section 2.2 elucidates the role of the front-end in the SLAM process, with
a particular emphasis on the distinctions between visual-based SLAM and LiDAR-
based SLAM. Furthermore, Section 2.3 focuses on the back-end problem in a SLAM
algorithm. This Section presents the current state of the art in single-agent SLAM,
classifying the algorithms according to their back-end, namely filtering-based or
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Figure 2.3: Single-robot SLAM Overview. The front-end pre-processes sensor
data, while the back-end performs a MAP estimation [12].

graph-based. In conclusion, the mapping process is delineated in accordance with
the various categories identified in Section 2.4.

2.1 General Formulation of the Problem
In this thesis, we consider a mobile robot navigating through an unknown environ-
ment and detecting unknown landmarks [13]. The following variables are defined
at time t:

• the state vector, xt, describes the position and orientation of the robot at time
t: {x1, x2, . . . , xt}.

• the control vector, denoted by ut, represents the input applied at time t− 1
to move the robot from its previous state xt−1 to the desired state xt at time
t: {u1, u2, ...ut}.

• zt represents the measurement data obtained from exteroceptive sensors,
defined as a set of landmarks observed at time t: {z1, z2, . . . , zt}

• m represents the map.

The objective of the SLAM is to estimate the value of xt, given the control inputs
u1:t and measurements z1:t. A general formulation of the SLAM problem is as
follows:

B(xt) = p(xt,m | u1:t, z1:t) (2.1)
where B(xt) is the belief of the state x at time t.

This issue can be addressed in a number of ways, depending on the methodology
employed for the calculation of B(xt). Accordingly, SLAM solutions can be classified
into three principal categories: These include the Gaussian filter-based approach,
the particle filter-based approach, and the graph optimisation-based approach. A
comprehensive account of this approach, together with a detailed exposition of the
associated SLAM solution, can be found in Subsection 2.3.
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2.2 Front-end
The front-end is responsible for tasks such as feature extraction, odometry mea-
surements and loop closure detection. Odometry represents a fundamental element
of a SLAM system. It entails the calculation of the robot’s successive movements
in relation to its previous position as it traverses an environment. Commonly,
the measurements are obtained through the tracking of wheel movements, the
integration of data from an IMU, or the performance of geometric matching between
consecutive images or laser scans. However, odometry is not a sufficient approach
due to drift. Consequently, loop closure detection is crucial for monitoring a robot’s
trajectory, quantifying its displacement and orientation between successive time
points (comparison between consecutive images or laser scans).

The ability of mobile robots to navigate effectively in both known and unknown
indoor and outdoor environments depends on the reliability of their localization
systems [14]. While Global Positioning System (GPS) technology provides accurate
outdoor localization, it is not suitable for indoor applications. There are a number
of alternative indoor localization methods, including Bluetooth, Wi-Fi and Inertial
Measurement Units (IMU) sensors. However, these have limitations, including
infrastructure requirements, reduced accuracy and cumulative errors.

The selection of sensors is of paramount importance in the design of the SLAM
front-end. LiDAR and cameras are the most commonly used sensors, particularly
in generic SLAM applications, where the environment lacks distinctive features [15].

In the context of LiDAR odometry, the utilization of scan-matching serves
to establish the relative position and orientation of scans or point clouds. The
deployment of LiDAR sensors in LiDAR-SLAM facilitates the acquisition of highly
accurate distance measurements, conferring advantages such as precise range detec-
tion, straightforward error modelling, and dependable performance in a spectrum
of environmental conditions [2].

The various LiDAR odometry methods are generally categorized in accordance
with the point cloud registration techniques employed [10]:

• Point-based registration utilizes a distance-based approach to identify corre-
spondences between the reference cloud and the target cloud.

• Distribution-based registration transforms the point cloud into a voxel grid
with a continuous probability density function.

• Feature-based registration extracts geometric features from points to improve
the efficiency and accuracy of registration.
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Simultaneous Localization and Mapping

Cameras play a significant role in SLAM, offering a variety of options, includ-
ing monocular, binocular and RGB-D cameras, which are suitable for different
environments. The principal categories of visual SLAM algorithms are visual-only,
visual-inertial (comprising cameras and an inertial measurement unit, or IMU) and
RGB-D. Cameras offer a number of advantages, including the provision of detailed
data, affordability and a compact form factor [2]. Nevertheless, there are certain
limitations, including the influence of variable lighting conditions, perspective
distortion and the extraction of precise 3D data, particularly in environments
characterized by inconsistent lighting and a lack of texture. Recent advances in
V-SLAM have focused on the improvement of lighting models and the develop-
ment of more robust feature learning methods through the application of deep
learning techniques, with the objective of enhancing the system’s performance and
stability, particularly in scenarios characterised by changing lighting conditions. In
Subsection 2.2.1 there is an overview of visual SLAM. Barròs et al. [16] offer a
comprehensive review of visual-SLAM algorithms.

Additionally, there are other sensors, such as sonar and ultrasonic sensors. How-
ever, they are employed in particular environments and specialised settings, for
example, underwater.

Furthermore, IMUs are employed to augment SLAM systems by measuring ac-
celeration and angular velocity, thereby enhancing the precision of pose estimation
and motion tracking [15]. These measurements are integrated with cameras or
laser inputs, thereby providing resilience to issues associated with lighting changes,
texture-less environments, and rapid motion. However, IMUs are susceptible to
cumulative errors due to their integration over time, and therefore cannot be utilised
as a standalone sensor.

According to Ahmed et al. [6], approximately 62% of the articles utilizes LiDAR,
28% employ RGB cameras, and the 19% rely on RBG-D cameras.

2.2.1 Visual SLAM
Visual-based SLAM techniques employ one or more cameras as the principal sensor,
utilising 2D images as the primary source of data, as evidenced in the review of
visual SLAM techniques [17]. The input data may be comprised of purely 2D
images (visual-only), a combination of 2D images and IMU data (visual-inertial), or
a combination of 2D images and depth data (RGB-D). In the initialization phase,
global coordinates are established, and an initial map is created, which serves as
the foundation for the subsequent tracking and mapping processes. The tracking
phase involves the continuous estimation of the sensor’s pose by matching the
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current image frame with the map in 2D–3D space. Mapping, in contrast, concerns
the computation and extension of the 3D structure as the camera moves, with the
method for calculating depth data depending on the algorithm employed.

Visual-only SLAM systems rely on processing two-dimensional images. Indeed,
these algorithms are compatible with monocular or stereo cameras. The former are
characterised by affordability, straightforward calibration and low power consump-
tion. However, they are unable to estimate depth. In contrast, stereo cameras are
capable of capturing depth in a single frame; however, they necessitate a larger
sensor and more processing power. Visual-only SLAM can be categorized into two
distinct methods: feature-based and direct.

Feature-based algorithms concentrate on the identification of keypoints across a
series of images. These algorithms are more commonly utilised in the implementa-
tion of embedded systems. In environments characterised by a paucity of texture,
they may encounter challenges, resulting in the generation of a sparse map.

The direct method processes raw sensor data without prior pre-processing,
utilising pixel intensity values to minimise photometric error. The density of the
reconstruction affects real-time performance, with dense reconstructions potentially
being more computationally expensive.

The first monocular visual-only SLAM has been developed by Davison et al.
and its name is MonoSLAM [18]. In the Visual-Only SLAM history, important
algorithms are also PTAM [19], ORB-SLAM [20] and DTAM [21].

Conversely, SLAM systems utilising RGB-D data offer a cost-effective solution
for real-time depth sensing. RGB-D sensors integrate a monocular RGB camera
with a depth sensor, enabling the capture of precise depth data without the necessity
for extensive pre-processing. These systems frequently employ the Iterative Closest
Point (ICP) algorithm to merge depth maps and reconstruct environments. This
algorithm is particularly well-suited for indoor environments due to its simplicity
and ability to operate in real time. However, it requires substantial memory and
power resources. An illustrative example of RGB-D SLAM is SLAM++ [22].

2.2.2 LiDAR SLAM
LiDAR, an acronym for stands for Light Detection And Ranging, it belongs to
the category of Time of Flight (ToF) sensors. These sensors emit laser pulses and
measure the time taken for them to return [23]. Figure 2.4 illustrates a typical
LiDAR sensor.
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Figure 2.4: The internal structure of a LiDAR sensor. The key components are the
rotating mirror, motor with angle encoder, IR-transmitter diode and photo diode
receiver. The outgoing beam and reflected echo show the measure process [23].

The following equation is used to calculate the distance travelled by a light
particle to and from an object:

D = c · FT
2 (2.2)

where D is distance, c is speed of light, FT is flight time.

Two-dimensional (2D) LiDAR sensors employ a single axis of laser beams to
capture both the X and Y coordinates. In contrast, 3D LiDAR sensors operate in
a similar manner but incorporate supplementary measurements along the Z-axis,
thereby facilitating the acquisition of 3D data. This third dimension is typically
recorded by utilising multiple lasers set at varying angles or through longitudinal
projections. Despite the enhanced accuracy and resolution offered by 3D LiDAR in
comparison to 2D LiDAR, the associated cost is considerably higher. Consequently,
3D LiDAR is particularly beneficial for detailed visualisations and in-depth analysis
of complex structures, such as the assessment of bend radius in technological
applications.

The most commonly utilized LiDARs are mechanical devices, which offer a broad
field of view (FOV) and provide coverage of up to 360 degrees [14]. This results
in a horizontal panoramic scan through continuous rotation. Mechanical LiDAR
can be either 2D or 3D. The 2D LiDAR sensor is employed in SLAM algorithms
such as FastSLAM (2002) [24], Gmapping (2007), [25], KartoSLAM (2010) [26],
HectorSLAM (2011) [27], Cartographer (2016) [28] and SLAM Toolbox (2021) [29].
In contrast, examples of 3D LiDAR applications in SLAM are LOAM (2014) [30],
LeGO-LOAM (2018) [31], LIO-SAM (2020), [32], BALM (2021) [33] and F-LOAM
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(2021) [34].

LiDAR is a technology that collects data on the distance, height and angle
of obstacles by analysing the reflected laser light. In mechanical LiDAR, angle
measurement is achieved through horizontal rotational scanning, which creates a
2D polar coordinate system. x = d cos θ

y = d sin θ,
(2.3)

where d is the distance to the scanned point and θ the beam angle. Mechanical
LiDARs are renowned for their rapid scanning speed, resilience to light interfer-
ence, and sophisticated SLAM algorithms [14]. However, despite these advantages,
they have some limitations, too. These include high costs, the presence of bulky
mechanical components, and sensitivity to vibration.

Conversely, a solid-state LiDAR functions without the necessity for moving
mechanical components, relying on solid-state technology, instead. This renders it
more cost-effective and durable than mechanical LiDARs [14]. However, it typically
exhibits a reduced field of view (FOV). Recent research has led to the development
of multi-channel solid-state LiDARs, which integrate data to achieve a field of view
(FOV) that is comparable to that of mechanical LiDAR. There are a number of
different typologies of solid-state LiDAR. Flash LiDAR (which scans the entire
scene with a single flash), Phased Array LiDAR (which uses a micro-array of
antennas to direct laser beams in any direction by adjusting signal timing), and
MEMS LiDAR (which employs micro-electro-mechanical systems with multiple
mirrors) are the three main types of solid-state LiDAR. An illustrative example of
solid-state LiDAR SLAM is Livox-SLAM [35]. Table 2.1 provides a summary of
the specific parameters of mechanical and solid-state LiDARs.

Traditionally, LiDAR SLAM employed mechanical LiDAR systems. However,
the advent of low-cost, lightweight solid-state LiDARs has prompted the devel-
opment of novel SLAM methodologies tailored to these systems. Zhou et al.[14]
report a comparative analysis of SLAM algorithms for mechanical and solid-state
LiDAR. The mechanical examples include LOAM [30] and LeGO-LOAM [31], while
the solid-state example is Livox mapping [35]. The algorithms BALM [33] and
MULLS [36] are analyzed for both mechanical and solid-state LiDAR.

Despite the advancements in LiDAR-SLAM, existing systems still encounter
challenges due to the unordered, sparse, and limited information inherent in point
clouds [2]. In particular, 3D SLAM presents more significant algorithmic difficulties
compared to 2D SLAM, given the larger data volume, complex spatial feature
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Solid-state Mechanical
Point clouds per second 105 − 1.5 · 106 3 · 105 − 3.5 · 106

Range-finding capabil-
ity

250 − 350m 100 − 200m

FOV Horizontal
15 deg −120◦ / Ver-
tical 8◦ − 70◦

Horizontal 360◦ / Verti-
cal 22.5◦ − 105.2◦

Ranger accuracy 2cm 2 − 3cm
Price 599 − 1200$ 2400 − 150000$
Weight 0.7 − 1.5Kg 0.8 − 14Kg

Table 2.1: Technical parameters of Solid State LiDAR and Mechanical LiDAR [14].

matching, and higher positioning accuracy requirements. However, 3D SLAM
remains a crucial area of research for several reasons, including the ability to
mitigate point loss in non-localised environments using 3D positional data and the
capacity to perform relatively well in complex terrains.

An example of front-end agnostic modular LiDAR SLAM is SC-LiDAR-SLAM.
The SLAM algorithm presented in [37] is constituted by a triad of elements:
odometry, place recognition (front-end) and pose-graph optimisation. The SC-
LiDAR-SLAM algorithm is structured into three main components: keyframe
selection, pose-graph construction, and loop detector. The initial pose graph is
constructed using a stream of input data, and the Loop Detector subsequently adds
a set of constraints to the pose graph through the use of ICP (Iterative Closest
Point).

2.2.3 Multi-sensor SLAM

The growing demand for SLAM has brought to light shortcomings in single-sensor
SLAM systems, particularly those that rely exclusively on LiDAR sensors [2].
These limitations have their origins in a number of factors, including low vertical
resolution, sparse point clouds, sensitivity to movement, degradation issues and
challenges in SLAM. To overcome these challenges and enhance SLAM performance
in terms of both speed and accuracy, it is crucial to adopt multi-sensor-aided SLAM
approaches. The combination of data from multiple sensors, including LiDAR,
cameras, inertial measurement units (IMUs), and odometry, enables the utilisation
of complementary information, thereby enhancing mapping accuracy, robustness,
and responsiveness across a broader range of environmental conditions. This
integration facilitates the handling of dynamic environments, the compensation for
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the limitations of individual sensors, and the delivery of more reliable and efficient
performance, collectively enhancing the overall performance of multi-sensor SLAM.

Inertial-LiDAR SLAM

The concept of Inertial Measurement Units (IMUs) was initially designed to combine
multiple inertial measurements between key frames into a single relative motion con-
straint [2]. IMUs comprise a gyroscope and accelerometer, and provide inertial data.
The formalisation of preintegration theory further enhanced this by introducing ro-
tation noise, which facilitated the development of incremental smoothing algorithms.

The estimation of joint poses using LiDAR and IMU sensors can be categorised
into two approaches: loosely coupled fusion and tightly coupled fusion. In the first
approach, employed in LOAM, LiDAR and IMU estimates are treated separately.
This approach is efficient, but with lower accuracy, and thus is more suited to
real-time applications. In the second approach, used in LIO-SAM (explained in
Section 2.3), there is a direct integration of LiDAR and IMU measurements.

Visual-inertial SLAM

The visual-inertial SLAM approach integrates visual data with inertial measure-
ments (obtained from the IMU) to estimate both the configuration of the environ-
ment and the orientation of the sensor [17]. The integration of an IMU serves to
enhance the accuracy of the system, but it also increases the complexity of the
initialisation phase. Furthermore, visual-inertial SLAM algorithms are classified
according to whether they are loosely or tightly coupled.

Visual-LiDAR SLAM

Vision-based methods are particularly effective in recognising scenes and textures,
while LiDAR provides accurate distance measurements. The combination of these
sensor types in SLAM systems allows for the utilisation of complementary data,
with vision providing detail and texture, LiDAR offering spatial accuracy, and
IMU facilitating scale and attitude recovery. Binocular camera-LiDAR setups use
visual odometry to estimate motion, which is then refined through LiDAR frame
matching. V-LOAM [38] employs IMU motion prediction and visual-inertial fusion
for motion estimation, followed by LiDAR scan matching to enhance precision.

2.2.4 Loop Closure Detection
Loop closure detection is the ability of a robot to recognise when it has returned to
a previously visited scene. This allows the robot to match the currently generated
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one with the previously generated map, effectively closing the loop [11]. This
process has a great impact, as a successful loop detection can markedly reduce the
accumulation of errors, thereby enabling the robot to avoid obstacles with greater
accuracy and efficiency. It is therefore evident that loop detection is a crucial
aspect of mapping extensive areas or constructing maps in large environments.
Errors in SLAM typically originate from three primary sources: observation errors,
odometry errors, and errors stemming from incorrect data associations. According
to Yue et al. [10], loop closure detection typically involves two steps:

1. Position recognition, where the system identifies a point in the database that
corresponds to the current observation.

2. Pose graph optimization, which adjusts the estimated pose to correct for errors
when a loop is detected.

At present, two predominant methodologies exist for loop closure detection: bag-
of-words models and techniques that identify potential frames based on disparity
and keyframe link relationships [11]. The technique of loop closure detection is
dependent on the type of sensor employed. In the case of LiDAR SLAM, the
reliance is on geometric features derived from point clouds. ICP is a technique that
matches point clouds from different poses. Visual SLAM is based on the analysis
of visual features. This technique employs feature-based methods, such as SIFT,
SURF and ORB, which are used to identify and match features across different
frames, thus enabling the closure of the loop.

Lajoie et al. [39] includes loop closure detection in the front-end, while other
authors include this phase in the back-end.

2.3 Back-end
The back-end component is the responsible for optimizing and refining the map
and the robot’s trajectory based on the data collected by the front-end. The back-
end is charged with the processing of information, with the objective of ensuring
global consistency and improving the accuracy of the estimated map and poses.
The back-end methods can be classified into two principal categories: filter-based
approaches, which include the Extended Kalman Filter and the Particle Filter, and
smoothing-based approaches, which encompass graph optimisations and Bundle
Adjustment [40].

Extended Kalman Filter (EKF) and particle filter-based SLAM techniques are
more frequently employed than pose-graph or graph-based SLAM approaches. The
former constitute 54% of the total, while the latter account for 45% [6].
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2.3.1 Filters-based SLAM
Bayesian filtering approaches are frequently utilized in real-time scenarios where
the objective is to estimate the robot’s current pose, with previous poses effectively
disregarded at each time step [39]. In this approach, the estimation of the robot’s
state at a specific moment is contingent upon the state estimation from the previous
moment and the most recent measurements.

Two distinct categories of filters can be identified: parametric filters (includ-
ing Gaussian filters), which utilize a pair of values (mean and covariance), and
non-parametric filters (including particle filters), which employ a set of randomly
sampled state particles [13].

By assuming the Bayesian full probability rule and the Markov assumption, the
mathematical model for the localization task can be derived using a Bayesian filter
method.

B(xt) = p(xt | z1:t, u1:t) (2.4)
= p(xt | z1:t−1, zt, u1:t)
= η · p(zt | xt, z1:t−1, u1:t) · p(xt | z1:t−1, u1:t)
= η · p(zt | xt) · p(xt | z1:t−1, u1:t)
= η · p(zt | xt) ·B(xt),

with η = 1
p(zt | z1:t−1,u1:t) a normalized constant, and

B(xt) =
Ú
p(xt | z1:t−1, u1:t) · p(xt−1 |z1:t−1, u1:t) dxt−1 (2.5)

=
Ú
p(xt | xt−1, ut) ·B(xt−1) dxt−1

the prior of the robot pose at time t.
Thus, the Bayesian algorithm can be divided into two steps:

1. prediction step (the algorithm estimates the state xt)

B(xt) =
Ú
p(xt|xt−1, ut) ·B(xt−1) dxt−1, (2.6)

2. update step (the algorithm corrects the estimated error)

B(xt) = η · p(zt|xt) ·B(xt). (2.7)
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Gaussian filter-based

EKF methods are based on Gaussian filters (in particular, the Kalman filter) and lo-
cal linear approximation, and are designed to address the issue of nonlinearities [15].
This kind of approach assumes that the robot’s estimated state can be represented
by a multivariate Gaussian distribution. It employs parameters such as the mean
and covariance to characterize the robot’s state, and the Gaussian filter updates
these parameters in order to predict the robot’s future state [13].

This kind of approach yields favourable outcomes with respect to the estimation
of the robot’s pose and the construction of the map. However, it may encounter
challenges in the presence of high noise levels, which could result in inconsistencies.
Furthermore, a high degree of uncertainty leads to an inaccurate estimation of the
mean and covariance in the Gaussian function, resulting in a potential deviation
between the estimated pose and the actual pose. Additionally, the computational
demands of EKF-SLAM increase as the number of feature points increase. Despite
these potential limitations, EKF offers significant advantages, such as the ability to
directly access the covariance matrix without additional computation, which is par-
ticularly useful for tasks like feature tracking or active exploration, and its reliability.

The mathematical model of the Kalman filter takes into account the following
parameters:

• At ∈ Rn×n describes the evolution from state t− 1 to t.

• Bt ∈ Rn×m represent the control evolution from state t− 1 to t.

• Ct ∈ Rk×n describes the mapping of the state xt to an observation zt

• The random variables ϵt, δt represent the process and measurement noise,
respectively. These are assumed to be independent and multivariate normally
distributed with covariance Rt and Qt, respectively.

• The mean and covariance of the state vector x at time t are represented by µt

and Σt, respectively.

The Kalman filter algorithm can be divided into the following three principals
steps:

1. The prediction step, which corresponds to (2.6):

µt = Atµt−1 +Btut, (2.8)
Σt = AtΣt−1A

T
t +Rt (2.9)
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2. Optimal gain computation:

Kt = ΣtC
T
t (CtΣtC

T
t +Qt)−1 (2.10)

3. The update step, which corresponds to (2.7):

µt = µt +Kt(zt − Ctµt) (2.11)
Σt = (I −KtCt)Σt (2.12)

Nevertheless, the Kalman filter relies on the assumption of linearity in both
the state and measurement equations. Consequently, the Extended Kalman filter,
which accounts for nonlinearity in both equations, has been developed:

xt = g(ut, xt−1) + ϵt (2.13)
zt = h(xt) + δt (2.14)

where (2.13) is the nonlinear state transition equation, whereas (2.14) is the
nonlinear measurement equation.

Particle filter-based

The particle filter (PF) apporach operates by representing potential position as
a set of discrete particles [15]. In a manner analogous to the Gaussian filter, the
particle filter-based approach recursively estimates the robot’s current state (xt)
based on its previous state (xt−1), thereby adhering to the fundamental principles
of Bayesian filtering [13]. The state of each particle is predicted for the subsequent
time step by utilizing odometry data. The algorithm then evaluates the likelihood
of each particle based on observed landmarks. Subsequently, the algorithm assesses
the probability of each particle based on the observed landmarks. The system
performs resampling in accordance with the assigned weight, whereby particles with
a higher weight are more likely to be sampled. This process continues recursively,
with particles becoming increasingly concentrated around the true position of the
robot. This approach can be employed in nonlinear motion models, as it does not
assume linearity. Additionally, the computational complexity of this approach is
dependent on the number of particles.

The Rao-Blackwellized Particle Filters (RBPF) approach, as detailed in [41],
combines particle filters with the Extended Kalman Filter [39]. This approach
employs the Rao-Blackwell factorization of B(xt), which divides the localization
and mapping problems into two new distinct, new problems.

B(xt) = p(xt,m | u1:t, z1:t) (2.15)
= p(m | u1:t, z1:t) · p(xt, | u1:t, z1:t).
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In this algorithm, particles are used to the potential states of the robot. This
hybrid method enhances the efficiency of the SLAM process and improves the
overall accuracy of the state estimates. Nevertheless, the generation of accurate
maps necessitates the utilization of a considerable number of particles. Accordingly,
in order to identify an optimal balance between accuracy and computational
complexity, the most prevalent algorithm employed in particle filters is Sampling
Importance Resampling (SIR), which is comprised of four distinct stages: prediction,
correction, resampling, and map estimation [42]. One of the most frequently utilized
RBPF-SLAM algorithms is Gmapping [25], which employs an adaptive sampling
strategy that reduces the number of required particles, and determines whether to
perform resampling using a threshold [13]. Gmapping is renowned for its efficiency
and effectiveness in real-time solutions. These algorithm employs a 2D mechanical
LiDAR as a front-end.

2.3.2 Smoothing-based SLAM
A Smoothing-based method (or Graph optimization-based) SLAM algorithm em-
ploys a pose graph, wherein each node represents the robot’s pose at a specific
time and the edges between nodes represent spatial constraints based on sensor
data (such as odometry and landmark observation) [15]. This algorithms operate
by optimizing the entire trajectory of the robot, rather than just the current pose.
They take into account all measurements and poses simultaneously in order to
create a globally consistent trajectory of the robot. Thus, the goal of the algorithm
is to find the configuration of poses (and map) that best satisfies all the constraints:
this is framed as a nonlinear least square optimization problem.

According to [39] and [43], the prevailing approach to smoothing-based SLAM is
the Maximum A Posteriori (MAP) estimation. For the purposes of this discussion,
we will assume that X represents both the landmarks (that is to say, the map)
and the robot’s state. The measurements acquired by the moving robot can be
expressed as a set, denoted by Z = {zk : k = 1, . . . ,m}. Every measurement can
be expressed as a function of the state variables X, as zk = hk(Xk) + ϵk, where
Xk is subset of X, hk(·) is the observation model (a known function), and ϵk is
the measurement noise. The objective is to maximize the probability distribution
p(X|Z), that is, the belief over X given a measurement:

X∗ = arg max
X

p(X|Z) (2.16)

= arg max
X

p(Z|X) · p(X).

In this context, the likelihood of the measurements, denoted by Z, given a
particular state X, is represented by the function p(Z|X). The prior distribution
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over the robot’s motion state, represented by the function p(X), is constant if there
are no a priori knowledge is available.

If the measurements are independent (i.e., the noises are uncorrelated),

X∗ = arg max
X

p(X)
mÙ

k=1
p(zk|X) (2.17)

= arg max
X

p(X)
mÙ

k=1
p(zk|Xk).

The probability distribution p(zk|Xk) and p(X) are factors, i.e., they are proba-
bilistic constraints on a subset of nodes.

If we assume that ϵk is zero-mean, then:

p(zk|Xk) ∝ exp(−1
2 ||hk(Xk) − zk||2Ωk

) (2.18)

where Ωk is the inverse of the covariance matrix.
In conclusion, the MAP estimate is a nonlinear least square problem:

X∗ = arg min
X

− log(p(X)
mÙ

k=1
p(zk|Xk)) (2.19)

= arg min
X

mØ
k=0

||hk(Xk) − zk||2ΩK

The solution to this optimization problem is typically achieved through the
application of Gauss-Newton method, Levenberg-Marquardt method, or Ceres
solver. Another mathematical model of the optimization graph based SLAM is
provided by [13].

The constraints in the graph are calculated as residual errors, and the sum of
these residual errors can be expressed as follows:

F (xt,m) = xT
0 ωx0 +

Ø
t

[xt − g(ut, xt−1)]TR−1
t [xt − g(ut, xt−1)]+ (2.20)

+
Ø

t

[zt − h(m,xt)]TQ−1
t [zt − h(m,xt)],

where:

• xT
0 ωx0 is an anchor constraint that sets the robot initial position to (0,0,0)T .
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• g(ut, xt−1) is a nonlinear state transition function that captures the robot’s
motion dynamics from xt−1 to xt.

• h(m,xt) is a nonlinear measurement function that links the robot’s pose to
observed landmarks.

Figure 2.5 illustrates the fundamental principles of graph optimization.

Figure 2.5: Graph-based optimization - The poses of the robot are represented by
triangles, and the landmarks are represented by stars. These poses and landmarks
serve as nodes in the graph. Solid lines in the graph, either blue (measurements) or
orange (controls), denote edges that impose constraints on the SLAM system [13].

Furthermore, in this formulation, the optimal values x∗
t , m∗, can be obtained by

minimizing the objective function F (xt,m) using nonlinear optimization techniques,
such as the Gauss-Newton algorithm and the Levenberg-Marquardt algorithm. To
reduce the residual errors, these techniques update iteratively the variables.

At the present time, the graph-based approach is the most commonly used.
KartoSLAM [26] addresses the sparse linear system through non iterative Cholesky
matrix decompositions [44]. The systems generates a front-end graph through
the scanning and matching of LiDAR data, while simultaneously detecting loop
closures. The back-end then computes the nonlinear optimization, which updates
the poses. The algorithms introduces an efficient optimization technique called
Sparse Pose Adjustment (SPA), which facilitates scan matching and loop closure
detection. It is crucial to maintain a balance between computational efficiency and
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precision. In fact, KartoSLAM offers several advantages, including an accurate
solution, robustness, fast convergence and complete non-linearity. Figure 2.6 depicts
the KartoSLAM framework.

Figure 2.6: Karto SLAM framework [44].

Another optimization-based algorithm is LiDAR Odometry and Mapping (LOAM)
[30]. The system comprises a three-dimensional inertial measurement unit (IMU)
and a three-dimensional mechanical light detection and ranging (LiDAR) sensor.
The principal characteristic of this system is its capacity for real-time 3D local-
ization and mapping. Consequently, LOAM is frequently employed in contexts
where the generation of precise 3D maps is of paramount importance. Additionally,
there are enhanced versions of LOAM: V-LOAM [38] and F-LOAM [34]. The first
approach integrates visual and LiDAR data. On the other hand, the second one
uses a non-iterative two-stage distortion compensation technique, thereby offering
enhanced computational efficiency and a more precise framework for real-time
mapping. Moreover, LeGO-LOAM [31] builds upon the LOAM algorithm by re-
fining the extraction of feature points and optimizing the back-end processing in
order to reduce the computational time. The core components of the algorithm
are segmentation, feature point extraction, LiDAR odometry and mapping. Ad-
ditionally, Livox mapping [35] is an advanced version of the LOAM algorithm
developed for solid-state LiDAR, as discussed in Section 2.2. It enhances accuracy
and robustness by considering low-level physical characteristics of the LiDAR sensor
during front-end processing.

A significant SLAM method employed in expansive indoor settings is Cartogra-
pher, developed by Google [28]. It is a real-time loop closure in 2D LiDAR SLAM,
designed to operate under constrained computational resources. Cartographer
effectively balances the computational cost and accuracy of the system. It is
efficient, operates in real-time on limited hardware, and is suitable for large-scale
indoor mapping. This is accomplished through a branch-and-bound methodology
that effectively computes the transformation from the scan to the submap. The
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estimation of relative pose changes is a common application of scan-to-scan match-
ing in laser-based SLAM techniques (2.2.2). Nevertheless, relying exclusively on
scan-to-scan matching may result in the rapid accumulation of errors over time. In
the event that an up-to-date grid map is a prerequisite, submaps can be generated
and refreshed solely when necessary. This method is referred to as scan-to-submap.
A submap is defined as a grid of probability values, representing the likelihood that
a given area is occupied. Cartographer employs a combination of local and global
SLAM techniques to optimize the LiDAR scans. Local SLAM utilises odometry
and IMU data to compute the trajectory and estimate the robot’s pose, while
global SLAM handles loop-closure detection and optimization. A submap is only
included in the loop closure process once it has been fully populated with scans.
The optimization problem for loop closure is formulated as a non-linear least
squares problem, whereby the system continuously optimizes the poses of both the
scans and the submaps. Figure 2.7 provides a representation of the Cartographer
framework.

Figure 2.7: Cartographer framework [2].

Bundle adjustment is typically employed in visual SLAM to mitigate the effects
of drift. Conversely, bundle adjustment with local mapping (BALM) [33] is a B.A.
method tailored for LiDAR, utilizing local mapping techniques. This approach
relies on point-to-line and point-to-plane correspondences, diverging from the point-
to-point correspondences commonly observed in visual SLAM.

Multi-level LiDAR SLAM (MULLS) [36]) is a three-dimensional LiDAR SLAM
system designed to accommodate a range of LiDAR specifications in complex
environments (mulls). The system employs a single LiDAR sensor.

Modern solvers, such as g2o ([45]) or Ceres ([46]), exploit the sparsity of the
pose graph, whereby only a small subset of the poses are directly connected, thus
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accelerating the optimisation process. In real-time operations, there is an incremen-
tal version of smoothing algorithms, namely iSAM ([47]). This approach updates
the solution incrementally as new data arrive, rather than re-solving the entire
problem from scratch.

Figure 2.8: The system structure of LIO-SAM. Four types of factors are introduced
to construct the factor graph: (a) IMU preintegration factor, (b) LiDAR odometry
factor, (c) GPS factor, and (d) loop closure factor [32].

As previously outlined in Subsection 2.2.3, tightly-coupled LiDAR inertial
odometry via smoothing and mapping (LIO-SAM) [32] represents an algorithmic
approach to real-time SLAM involving the integration of diverse sensors. In
contrast to loosely-coupled fusion algorithms, tightly-coupled fusion methods engage
directly with the sensors in the optimization process. To perform SLAM, the
algorithm integrates data from LiDAR, IMU and, where available, GPS. LIO-
SAM constructs a factor graph model to integrate multiple sensor inputs into a
unified optimization framework, thereby enhancing the accuracy and robustness
of trajectory estimation. The algorithm is structured in four distinct phases: pre-
integration of the IMU, LiDAR odometry, construction of the factor graph and
optimisation. The data obtained from the IMU is used to provide estimates of
motion, which serve to de-skew the LiDAR point clouds. The pre-integration
process assists in estimating the robot’s motion between successive LiDAR scans,
a result that is further refined during the graph optimisation stage. Conversely,
LIO-SAM extracts pertinent features from LiDAR point clouds and identifies the
keyframe. A scan matching procedure is conducted between the LiDAR keyframes
with the objective of estimating the robot’s relative motion. The key innovation of
LIO-SAM is the utilization of a factor graph, which models the entire system’s state
as nodes and sensor measurements as constraints (i.e., factors). This encompasses
IMU pre-integration, LiDAR odometry, GPS and loop closure. Eventually, when
the factors are added to graph, the system executes the incremental smoothing
using iSAM2 [48]. Figure 2.8 illustrates the LIO-SAM process.
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In conclusion, the examination of the entire trajectory demonstrates that
smoothing-based SLAM algorithms reduce errors. Furthermore, they provide
a global, consistent map and flexibility.

2.4 Mapping
According to Chen et al. [11], the mapping process can be categorized into five
distinct functions: positioning, navigation, obstacle avoidance, reconstruction and
interaction. In addition, there are three principal categories of map: sparse, dense
and semantic. Sparse maps are constituted by a minimal set of points and lines.
The aforementioned methods utilize minimal memory and can be generated in
real time. However, they are not appropriate for complex environments, such as
navigation and obstacle avoidance. Conversely, dense map models encompass all
visible elements, yet demand greater computational resources and are unsuitable for
real-time applications. Ultimately, semantic maps employ semantic segmentation
to partition images into visual, object, and concept layers. They are utilized in
SLAM systems for autonomous driving. These maps facilitate enhanced accuracy,
real-time performance, safety, and robustness in vehicle localization in SLAM
applications.
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Chapter 3

Active Collaborative SLAM

This chapter addresses a more intricate problem than that of single-agent SLAM,
namely collaborative SLAM, which is discussed in Section 3.1. Here, a state-of-the-
art analysis is provided, along with the mathematical formulation. In section 3.2,
the problem of active SLAM is presented. In this case, the robot actively decides
its path, which introduces complications to the classic SLAM problem but also
offers significant advantages. The paragraph concludes with a discussion of the
combined problem, which is presented as the Active Collaborative SLAM.

3.1 Collaborative SLAM
In recent years, the field of SLAM methods for single robots has witnessed a signif-
icant advancement, culminating in the development of several highly sophisticated
systems [15]. However, a single robot map may accumulate several errors over
time. Furthermore, mapping an environment performed by one agent could take a
considerable amount of time. Consequently, researchers developed collaborative (or
cooperative) SLAM techniques for multi-robot systems. Through communication
and cooperation, multiple robots work together to map the environment. Addi-
tionally, a single robot operates from a local perspective, while C-SLAM requires
maintaining a global perspective across all robots [12].

The utilization of two or more robots to perform simultaneous SLAM has been
demonstrated to enhance the quality of the result, improve the robustness and
efficiency of the system. However, C-SLAM introduces several challenges, such as
map overlays and exchanging data between agents with limited communication
bandwidth [12]. Lazaro et al. [49] present a multi-robot SLAM method that has
been specifically developed to address the communication and computational chal-
lenges inherent to the technology. It employs condensed measurements to facilitate
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the exchange of map information between the robots. These measurements can
effectively compress significant areas of a map into minimal data, thereby enhancing
the robustness and efficiency of the system.

In their study, Krinkin et al. [50] delineate the numerous advantages of multi-
agent SLAM. The environment can be explored more rapidly, as the platforms are
capable of moving in different directions, thereby increasing efficiency. In the event
of a malfunction in one platform, the others can continue the mission, thus enhanc-
ing resilience. When two platforms follow intersecting paths, they can enhance the
accuracy of the map and their trajectories by merging their observations, thereby
reducing measurement errors and improving results.

According to Filatov et al. [51], there are multiple ways to classify multi-agent
SLAM algorithms. One potential approach is to group algorithms based on their
treatment of data. This could include considerations such as communication
channels, data sharing (if the data are raw or processed), data distribution (cen-
tralized, decentralized or distributed), and data processing (back-end algorithm,
such as EKF). Another avenue for categorisation is based on the size of the team,
communication topology, and communication range, as seen in C-SLAM approaches.

In a centralized approach, the estimation problem is solved from a global per-
spective [39]. An agent is a mobile sensor that gathers data from its surrounding
environment and subsequently transmits it to a central server (with or without
preliminary processing). Furthermore, the core of the system is equipped with
a comprehensive view and complete knowledge of the entire team data. In the
event of the server becoming unavailable or out of range, the entire communication
system will fail, thereby rendering this topology highly vulnerable to disruption [6].
Consequently, the principal issues associated with this approach are the potential
for a single point of failure and the communication constraints that may arise when
the number of team members is increased. Furthermore, the use of a SLAM with
a large number of robots in the team could prove to be impractical. As outlined
in [11], examples of Centralized multi-agent SLAM are PTAMM [52], CSFM [53],
CCM-SLAM [54], CVI-SLAM [55] and CVIDS [56].

On the other hand, in a decentralized approach, each agent has access only to
its own data, and there is no central server [39]. A robot constructs a local map by
integrating its own data with the partial information obtained from neighbouring
robots, in an iterative process. Consequently, each robot develops its own local
solution, which gradually converges towards a global, consistent outcome. This
approach avoids the potential for a single point of failure and reduces commu-
nication requirements, though it is more complex than the other. Indeed, the
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system necessitates high bandwidth and augmented network traffic, as each robot
is required to communicate with the others [12]. Furthermore, each robot needs
more power. In addition, Filatov et al. [51] report that in decentralized algorithms,
the relative orientation of the agent may be either known or unknown (i.e., there
are no assumptions regarding the initial position of the agents). In this latter
case, the performance of the system is enhanced when applied to real-life problems.
Approximately half of the selected articles employ this topology, as reported by
Ahmed et al. [6]. Co-SLAM [57], DOOR-SLAM [3], LAMP 2.0 [58], VIR-SLAM
[59], SWARM-SLAM [60], mrg-slam [4] , DCL-SLAM [61], DPGO [62] and DiSCo-
SLAM [63] are examples of decentralized approaches.

DCL-SLAM represents a case study of a decentralized back-end system. The
framework is modularized into three main parts, namely a single-agent front-end,
distributed loop closure and distributed back-end. The latter exploits a front-end
agnostic framework, whereby the front-end is not a limiting factor in the frame-
work’s functionality. The distributed back-end is responsible for gathering odometry,
intra-robot loop and inter-robot loop measurements. The DCL-SLAM back-end is
composed of two submodules: the outlier rejection module, which identifies and
discards false positive loop closures, and the Pose Graph Optimisation module.
The latter estimates the trajectories of the robots by solving a maximum likelihood
problem.

x∗ = arg max
x

Ù
ϕ(x) (3.1)

where ϕ(x) = ψ(zaibj
|x) with x = [xα, xβ, . . .] trajectory of robots and zaibj

measurements. The optimal trajectory is reached using a two-stage DGS method
to obtain consensus on the pose graph.

DOOR-SLAM (Distributed, Online, Outlier Resilient SLAM) is distinguished
by its reliance on Stereo Visual Odometry (a single agent front-end), Distributed
Loop Closure Detection (also a single agent front-end), Distributed outlier rejection
(a distributed back-end), and Distributed Pose Graph Optimization (a distributed
back-end).

DPGO (Distributed Pose Graph Optimization) proposes a distributed back-end
comprising the implementation of a distributed pose graph optimization, which
serves to reduce communication costs and accelerate the convergence speed of the
algorithm.

The SWARM-SLAM (Sparse Decentralized Collaborative SLAM) algorithm is a
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relatively recent development, having been introduced in 2024. This approach is
compatible with a range of sensors, necessitates minimal communication, proposes
a selection of candidate inter-loop closures based on pose sparse graph theory and
is fully decentralized. The front-end is composed of two types of loop closure
detection: intra-robot and sparse inter-robot. The former is organised into local
matching and global matching, while the latter is a novel approach that aims to
approximate the complete graph with fewer edges by removing redundant edges
that do not provide new information during the estimation process. This technique
is particularly useful in long-term operations.

Additionally, the C-SLAM system can also be distributed [39]. This concept is
distinct from the other two, as the adjectives centralised and decentralised indicate
the presence or absence of a central server, respectively. The term ’distributed’
implies that the computational load is shared among different robots. It should be
noted that both the centralized and decentralized approaches can be distributed.
A system can be considered both centralized and distributed if the central node is
responsible for merging maps, while each robot performs a portion of the computa-
tion. This allows the robots to contribute to the overall process beyond their role
as sensors. A review of the literature by Ahmed et al. revealed that the distributed
approach was utilized in approximately 62% of the articles [6].

The primary classification is based on two distinct approaches: those that adapt
single-agent SLAM algorithms for use in a multi-agent scenario and those that are
designed from the outset for use in a multi-robot context. In terms of the back-end,
there are three principal multi-agent laser SLAM approaches: feature-based, multi-
hypotheses and graph-based. Extending feature-based SLAM and multi-hypothesis
to a multi-agent scenario presents significant challenges. In contrast, graph-based
SLAM is relatively straightforward. Updating a graph-based map in a multi-agent
approach is not substantially different from the single-agent approach. A new
observation can be added with a new node or by updating a previous one. However,
the map merging process can be complex. In fact, the graph-based SLAM is the
preferred method in almost 68% of multi-agent implementation [6].

A Collaborative SLAM system comprises two principal components: the front-
end (Section 3.1.2) and back-end (Section 3.1.3) [64]. The front-end component
encompasses the processes of data collection, landmark estimation, and loop-closure
detection. In contrast, the back-end component, which includes bundle adjustment
and pose graph optimization, utilises the front-end data to estimate the robot
states and the map.

Saeedi et al. [7] investigate the potential challenges associated with multi-agent
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SLAM. One of the key difficulties is the integration of local maps generated by
each robot, as the necessary transformations for alignment are frequently unknown.
This problem is closely linked to the uncertainty in the relative poses of the robots,
which is influenced by model errors and sensor noise. To address this uncertainty,
maps and poses require coordinated updates.

A further challenge is posed by direct observations between robots, which have
the potential to enhance pose estimation when they are within each other’s line
of sight. Furthermore, the issue of loop closure represents a significant challenge
that necessitates the collaborative efforts of multiple robots. The computational
complexity of multi-robot SLAM represents a significant challenge, as algorithms
must be designed to operate efficiently in real-time, particularly when robots are
required to exchange information in environments with limited communication
capabilities. The use of heterogeneous robots with different sensors can facilitate the
generation of more comprehensive environmental maps; however, the integration of
data from diverse sources represents a significant challenge. Another crucial issue
pertains to the synchronization of data, which must be accurate at both the local
(robot-level) and global (system-level) scales. Finally, performance measurement
is essential for evaluating the reliability of the SLAM system, particularly when
robots are required to perform autonomous tasks.

3.1.1 Problem Formulation

A simple formulation of the multi-agent SLAM is the generalization of what
illustrated in Section 2.1, as explained in [7]. For two robots, a and b, the formulation
is:

p(xa
1:t, x

b
1:t,mt|za

1:t, z
b
1:t, u

a
1:t, u

b
1:t, x

a
0, x

b
0) (3.2)

On the other hand, Lajoie et al. [39] report that collaborative SLAM problem
may be regarded as an extension of the single-robot SLAM maximum a posteriori
(MAP) problem. We consider a scenario involving two robots, designated A and B.
Let us define the state variables to be estimated for robots A and B as XA and
XB, respectively. Conversely, the sets of measurements collected independently by
robots A and B, respectively, are denoted as ZA and ZB. The set of inter-robot mea-
surements, ZAB, links the maps of both robots and contains relative pose estimates
between one pose of robot A and one pose of robot B in their respective trajectories.

The solution of the problem (X∗
A, X

∗
B) is:
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(X∗
A, X

∗
B) = arg max

XA,XB

p(XA, XB|ZA, ZB, ZAB) (3.3)

= arg max
XA,XB

p(ZA, ZB, ZAB|XA, XB) · p(XA, XB)

In the absence of a known starting location and orientation for the robots,
the initial estimation of the robots’ states, represented by the probability density
function p(XA, XB), is not determinable [39]. This results in an infinite number
of potential initial alignments between the trajectories of multiple robots. In the
absence of a prior distribution, the C-SLAM problem can be reduced to a Maximum
Likelihood Estimation (MLE) problem.

(X∗
A, X

∗
B) = arg max

XA,XB

p(ZA, ZB, ZAB|XA, XB) (3.4)

3.1.2 Front-end
In C-SLAM, the front-end plays a pivotal role in the collection and processing of
sensory data from multiple robots engaged in collaborative mapping of unknown
environments. The C-SLAM front-end is designed to achieve the same objectives
as the single-agent front-end, including the extraction of features from images and
LiDAR data. The most commonly employed sensors are monocular, stereo, 2D
LiDAR and IMU.

In a centralized approach, a multi-agent front-end is responsible for the fusion
of data from multiple agents, ensuring the integration of information in a coherent
manner to enhance mapping accuracy. In this scenario, the front-end is a single
entity managed by the central server. Indeed, the single robot operates akin to a
sensor, focusing solely on navigation and odometry, while the server oversees the
remainder of the SLAM process.

Conversely, the key idea of the decentralized approaches is that each robot gen-
erates its own map. Consequently, the front-end of a multi-agent SLAM algorithm
is similar to the single agent scenario, wherein each robot operates independently.
Indeed, odometry measurement and intra-robot loop closure are conducted on a
single robot.

Loop Closure Detection

As outlined in Section 2.2, loop closure detection is employed to mitigate the effect
of odometry drift. In contrast to the front-end of a single-robot SLAM algorithm,
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in a multi-agent approach the loop closure is divided into two distinct phases:
intra-robot loop closure, which identifies instances where a single robot revisits
a previously observed location and facilitates the correction of odometry errors,
and inter-robot loop closure, which enables the recognition and management of
interactions between robots (e.g., the identification of shared landmarks or instances
of overlap in their observations).

On the other hand, inter-robot loop closures involve correlating the trajectories
of different robots [39]. These loop closures serve as the connecting points that
merge the estimates from multiple robots, integrating individual local maps into
a unified global understanding of the environment. The generation of inter-robot
loop closures is a key focus of front-end development in C-SLAM systems and is
crucial for maintaining consistent estimates across the entire multi-robot network.
Inter-loop closures can be divided into two main categories: direct and indirect.
The initial category encompasses physical encounters and direct sensing, which are
employed to compute relative poses. This occurs when two robots physically meet
and utilise direct sensing to ascertain their relative position, thereby offering high
accuracy but being constrained by the necessity for proximity. The latter category
employs retrospective map analysis to identify overlaps and estimate transforma-
tions, thereby providing enhanced accuracy and scalability but necessitating greater
resources and sophisticated data handling.

3.1.3 Back-end and Map Merging
A significant challenge in C-SLAM is the integration of disparate maps, which
represents a fundamental aspect of the back-end of a multi-agent SLAM algorithm.
The solution of this problem depends on the algorithm [50]. According to Saeedi et
al. [7], a SLAM algorithm comprises three essential components: sensors (front-
end), data processing (back-end, where filtering, smoothing, and AI are employed),
and map representation. The following six types of map are distinguished:

• A grid or location map represents a world section with a binary random
variable indicating the probability of an object being in a given cell.

• The feature or environment is represented with a global position of the feature
extracted.

• The topological model is an abstract model with path and intersections (an
example is the Voronoi graph).

• The semantic model contains functional and relational information.
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• The appearance model, where different pictures (nodes) are linked in an
undirected graph.

• Hybrid.

In a straightforward centralized approach there is only a single copy of the
map in the central server: each agent is responsible for updating this unique
map. On the other hand, in decentralized approach, agents operate independently
and communicate directly with one another. As a result, there is a possibility of
conflicts arising. Each map represents a particular robot’s point of view, as it is
the result of a combination of local data and data from other agents, which may
or may not include all maps. There are multiple methods for sharing information
between agents. The most prevalent approach is to update the local map upon
encountering another agent (i.e., when an agent meets another agent). However,
cooperative SLAM can also entail assigning each agent a specific area to explore,
with map updates occurring subsequently. The primary objective is to achieve
consensus between agents. In graph-based models, there is a well-established theory
on consensus between nodes.

Filatov et al. [51] identify three main challenges in the merging phase:

• The nature of the information to be shared, whether as a whole map or only
a portion thereof.

• The resolution of discrepancies between maps.

• The calibration of a robot’s confidence in a foreign environment.

Saeedi et al. [7] explain that map merging is comprised of two principal stages:
firstly, determining the alignment between the maps, and secondly, integrating
the information from the aligned maps into a unified map. Map merging can be
approached in four scenarios: known initial poses, rendezvous, relative localization,
relying on overlaps. In the initial approach, the initial poses of the robots are
known. In this instance, the relative poses can be determined at any given
moment, thus facilitating the merging of the maps. Nevertheless, this assumption
is seldom applicable in practical scenarios, thereby limiting its utility. In the
second approach, which is particularly prevalent, the robots meet at a common
point, thereby enabling them to calculate their relative poses and merge the maps.
However, the coordination of the rendezvous introduces an additional layer of
complexity to the problem. The third approach involves a robot localizing other
robots within its map without meeting them directly. This approach necessitates
the presence of the other robots within the mapping robot’s field of view. The
final approach utilizes overlapping areas between the maps to compute the relative
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transformation. While the challenge lies in identifying the overlaps, this method
eliminates the necessity for robots to meet or remain within each other’s maps. In
this scenario, each robot is autonomous.

3.2 Active SLAM
In the field of autonomous robotics, mobile robots are designed with the objective of
exploring unknown and intricate environments. Traditional SLAM algorithms are
passive in nature, guiding robots towards predefined waypoints. The primary goal
of these algorithms is to map the environment and determine its localisation within
the map, without the control of the robot’s movement [5]. In contrast, Active SLAM
(A-SLAM) incorporates active decision-making, whereby navigation strategies that
reduce uncertainty in map and pose are proactively proposed, thereby facilitating
fully autonomous navigation and mapping [64].

Active SLAM is inherently a decision-making problem [43]. A number of frame-
works have been developed to assist in these decisions, including the Theory of
Optimal Experimental Design (TOED), which selects actions based on predicted
map uncertainty, and information-theoretic approaches that focus on information
gain. Other approaches rely on control theory, such as Model Predictive Control,
and computational methods like Bayesian Optimization and Gaussian beliefs prop-
agation. The field of A-SLAM is currently the subject of considerable interest
among researchers. Indeed, the number of publications on the topic has increased
markedly in recent years, from 53 in 2010 to over 660 in 2022 [5].

The primary challenge within A-SLAM is to achieve an equilibrium between the
objectives of exploration (enhancing environmental understanding) and exploitation
(revisiting areas to achieve loop closure), as outlined in [6]. In traditional SLAM
systems, the trade-off is managed by optimizing map estimation and localization.
However, in autonomous navigation, this necessitates a dynamic approach, whereby
the robot must continuously determine when to explore new areas and when to
exploit known areas in order to achieve the optimal map accuracy.

3.2.1 A-SLAM example using a TurtleBot3 Burger
Escobar-Naranjo et al. [65] present a comprehensive review of the latest research
on the design and implementation of control systems using reinforcement learning
based on Deep Q-Networks (DQN). They demonstrate that this approach offers
significant improvements in navigating sharp turns compared to the Pure Pursuit
Control (PPC) algorithm. Furthermore, they address the topic of robot learning,
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particularly in dynamic environments, and the challenges of information processing
in mobile robotics.

The article presents a case of study with a TurtleBot3 Burger, which employs a
2D LiDAR sensor to detect obstacles within a 360-degree range. In the Gazebo
simulation, 11 LiDAR points are employed to facilitate training while ensuring
effective obstacle localization. The robot’s state is defined by 13 values: 11 derived
from the sensor and 2 from the angle and distance to the target, calculated using
odometry. These values are transmitted via ROS. Figure 3.2 illustrates the potential

Figure 3.2: Possible actions of the TurtleBot3 Burger. Action 0 needs an angular
velocity of −1.5 rad/s, Action 1: −0.75 rad/s, Action 3: 0.75 rad/s and Action 4:
1.5 rad/s. [65]

actions that the TurtleBot3 Burger may undertake during its interaction with the
surrounding environment. The robot maintains a constant linear speed of 0.15 m/s,
while the angular speed varies in accordance with the selected action.

The TurtleBot3 is programmed to receive a reward following the completion of
each action. Upon reaching the designated goal, the robot is granted the maximum
positive reward. Conversely, in the event of a collision with an obstacle, the robot
is subject to the maximum negative penalty. In the remaining scenarios, the reward
is as follows:

R = Rθ ·Rd (3.5)

where Rθ = 5
θ

is the reward based on the angle θ between the robot and the goal,
and Rd = 2 · Da

Dc
is the reward based on the current distance Dc between the robot

and the goal compared to the absolute distance Da from the starting point to the
goal.
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3.2.2 Problem Formulation
The A-SLAM problem can be defined as a Partially Observable Markov Decision Pro-
cess (POMDP), which can be described by a seven-tuple (X, A, O, T , ρ0, β, γ) [6]:

• X is the robot’s state space,

• A is the action space,

• O is the observations space,

• T (x, a, x′) is the state transition function (i.e., the probability of transitioning
from state x to x′ given action a),

• ρ0(x, a, o) is the sensing uncertainty (i.e., the probability of observing o given
the new state x′ and action a,

• β is the reward associated with actions taken in specific states,

• γ ∈ (0,1) is set to balance between immediate and future rewards.

In the absence of direct observation, the robot maintains a belief state, denoted
by bt, which represents a probability distribution over all possible states [5]:

bt(xt) = p(xt|o1:t, a1:t−1) (3.6)

The belief space B(X) of probability density function over the sets X is:

B(X) = {b : X −→ R|
Ú
b(x)dx = 1, b(x) = 0} (3.7)

The optimal policy, denoted by α∗, is defined as the value that maximizes the
expected reward for every state-action pair. Considering that belief is a sufficient
statistic, an optimal policy α∗ can be found by solving an equivalent continuous-
space Markov Decision Process (MDP) over B(X) [5]. This problem is defined
by the 5-tuple (B, A, T , β, γ). In this formulation, the belief-dependent reward
function is:

β(bt, at) =
Ú

S
bt(xt) · β(xt, at)dxt (3.8)

At time t, the robot has to choose the optimal policy:

α∗(b) = arg max
α

∞Ø
t=0

E[γtβ(bt, α(bt))] (3.9)

Although this approach is widely used, it is considered to be computationally
expensive [6]. Consequently, in order to create an A-SLAM architecture, it is
sufficient to add three sub-systems: waypoint planning, trajectory planning and
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a controller (as depicted in Figure 3.3). A traditional SLAM algorithm processes
sensor data in the front-end and the back-end to generate a map and estimate
the robot’s pose. The A-SLAM algorithm extends this workflow by incorporating
waypoint planning, trajectory planning and a controller.

The waypoint planning function is responsible for selecting the desired goal
position in its current map, which may be a location for exploration or exploitation.
The frontier-based exploration is one of the most frequently employed techniques
for identifying goal positions, whereby the frontier is the boundary between the
known and unknown regions of the map.

The trajectory planning function connects these waypoints over time to create a
feasible path for the robot. This is achieved by computing the cost of reaching the
goal and determining the utility of visiting each location. The cost function is based
on metrics derived from information theory (such as Entropy or Kullback-Leibler
divergence) or theory of optimal experimental design (such as A-optimality, D-
optimality or E-optimality). To create a trajectory, there are two main approaches:
geometric and dynamic methods.

The controller issues commands to the robot’s actuators to follow the specified
path, selecting and executing the action with the highest utility. In order to complete
these tasks, there are three main approaches: Probabilistic Roadmaps (such as
Rapidly Exploring Random Trees, D∗ and A∗), the Optimal Controllers (such
as Linear Quadratic Regulator or Model Predictive Control) and Reinforcement
Learning. According to the study by Ahmed et al. [6], path-planning approaches
such as A∗ and D∗ (as global planner) are employed in 19% and 25% of cases,
respectively. Conversely, continuous space-planning methods, including MPC, TEB
and DWA/DWB (as local planners) are used in only 11% of cases.

In the execution of an active SLAM algorithm, it is optimal for a robot to
evaluate each potential action within the limits of its operational and mapping
space [43]. However, the exponential increase in computational complexity with the
size of the search space renders this approach impractical for real-world applications.
Consequently, a smaller subset of locations is selected through of methodologies such
as frontier-based exploration. In order to compute the utility of a particular action,
the robot would ideally be able to predict how its pose and map might evolve by
accounting for both future actions and potential future measurements. If the joint
probability distribution for this were known, information-theoretic measures, such
as information gain, could be employed to rank the actions. However, calculating
this joint probability is infeasible. Therefore, in order to solve this problem,
approximations are frequently used.
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Figure 3.3: Architecture of SLAM (blue dotted lines) and A-SLAM (red dotted
lines) [6].

3.2.3 Active Collaborative SLAM
Active Collaborative SLAM (AC-SLAM) builds upon the foundations of traditional
SLAM and Active SLAM to create a new paradigm for collaborative multi-robot
systems [6]. In AC-SLAM multiple robots work in concert, sharing information
to enhance their localization precision and map the environment with greater
efficiency. In this approach, the robots not only collaborate in mapping, but also
actively plan their future trajectories and actions to optimize the exploration of the
unknown environment. The collaborative nature of AC-SLAM introduces a new set
of challenges, including the management of computational resources, the handling of
communication bandwidth, and the assurance of resilience against network failures.
In order to guarantee that all robots within the system are aligned with regard
to the map and their respective poses, it is essential that efficient information
exchange is facilitated. The key parameters that are exchanged between robots
include entropy, localization information, visual features and frontier points.

Furthermore, in these methodologies, robots can alternate between processes
of self-localization and the provision of assistance to other robots. In A-SLAM,
achieving an equilibrium between exploration (maximising the area covered) and
exploitation (revisiting known areas for loop closure) is crucial for accurate estima-
tion of both the robot’s and landmarks’ poses. This, in turn, facilitates enhanced
localization and mapping performance. In AC-SLAM, the existence of more than
one robot, allows to the swarm to reach this equilibrium.

There are two significant challenges in this field: the development of collaborative
multi-robot exploration techniques, whereby robots must coordinate their actions
to efficiently and effectively explore diverse regions, and collaborative multi-robot
active estimation, where robots perform actions to actively reduce uncertainty over
relevant random variables [5].
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Chapter 4

The Robot Operating
System

4.1 ROS Concepts
ROS (Robot Operating System) is an open-source framework designed for the
development of robotic software. It should be noted that, despite its designation, it
is not an actual operating system in the traditional sense, but rather a middleware
solution. It provides a set of tools, libraries and several abstraction layers, thereby
affording scalability, flexibility and a modular construction of robotic applications.
The ROS framework has been pivotal for research for a considerable period of time,
since its initial development by Willow Garage and subsequent maintenance by
the Open-Source Robotics Foundation (OSRF) [66]. The rapid growth of ROS is
attributable to its open-source nature and extensive libraries, which are beneficial
for a wide range of robots. The robust ecosystem of algorithm packages for sen-
sors, control, and communication has significantly enhanced the productivity and
functionality of the ROS framework.

The objective of ROS is to facilitate the organization of heterogeneous sys-
tems and tasks across a diverse range of robotics applications. This enables the
simulation and execution of intricate control, planning and coordination tasks.
ROS is structured around the concept of Node, which represents a single-purpose
process executing a specific task within the robotic system. These nodes perform
computations, manage data and communicate with each other through a messaging
system composed of topics, services and actions. Nodes are designed to be modular
and can operate independently, allowing for distributed processing across multiple
machines or devices. Furthermore, the framework supports parallel and distributed
processing, enabling robots to perform complex tasks in dynamic environments.
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Currently, there are two versions of ROS: ROS1 and ROS2. ROS1 was first
released in 2007, while ROS2 was subsequently released in 2017 as an evolution of
ROS1. To avoid any confusion regarding the acronym, in this chapter, ROS will
refer to the general middleware, while ROS1 and ROS2 will refer to the specific
versions.

4.1.1 ROS Filesystem
ROS [67] employs a structured approach to the organization of codes and resources,
with the objective of facilitating the development, reuse and sharing of software
packages. These packages constitute the fundamental unit of organisation in ROS.
A ROS workspace is a directory where packages are developed and compiled. The
workspace contains sub-directories, including:

• src, containing packages

• build for compiled code

• install for installed package

• log for logging info.

In ROS1, the command catkin_make is employed for building the workspace.
In ROS2 the analogous command is colcon_build. A package is organized in
the sub-directories, such as config, include, launch, src, and contains the files
package.xml and CMakeList.txt. The package.xml file serves to guarantee the
correct construction and incorporation of packages into the broader ROS ecosystem.
It contains metadata and dependencies. The CMakeList.txt file contains instruc-
tions for the construction of the package, including details of the compilation and
linking processes, as well as information on the dependencies required. A launch
file is employed to initiate the execution of multiple nodes concurrently. They
facilitate the automation of complex system startup by specifying nodes to run,
parameters, and additional configurations. The param and config file are written
in YAML format and store parameters that can be loaded to customize node behavior
without modifying the code. The source files (src) implement the functionality of
the nodes that interact in the system. These files are written in Python or C++
and are stored within packages.

4.1.2 ROS Communication system
A representation of the ROS communication systems can be visualized as a graph,
wherein the nodes represent the vertices and the edges connecting them. The ROS
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framework offers a variety of communication patterns, including topics, services,
and actions. Topics facilitate asynchronous communication between nodes [68].
A publisher-subscriber paradigm with a strongly typed interface is employed to
ensure clarity and reliability. Messages are exchanged between nodes in the form of
message files with the (.msg) extension, which specify the types of data that can
be sent, including integers, floats, and arrays. In this model, a node that wishes to
publish to a topic takes on the role of the publisher, while all the other nodes that
wish to receive communication from that topic take on the role of subscribers. The
publish() method is used to send messages to the topic. Figure 4.1 illustrates the
communication process over a given topic.

Figure 4.1: An asynchronous communication over Topics. Node 2 publishes
messages to Topic A, which are received by Node 1 and Node 3, as subscriber. At
the same time, both Node 3 and Node 4 publish messages to Topic B, with Node 2
and Node 3 subscribe to this Topic. This setup allows a node to send messages to
itself [68].

In contrast, services represent a synchronous request-response communication
pattern. They are employed for tasks that necessitate confirmation of completion
or receipt of information. A node utilising a service is not required to block or
wait during a call. A service file (.srv) is structured into two sections: the request
and response. Figure 4.2 shows communication between a client and server over a
Service.

Actions are designed for the execution of asynchronous, goal-oriented tasks that
necessitate the provision of periodic feedback. They are employed in the context of
long-running tasks and operate in a non-blocking manner. The format of an action
is defined within a text file with the .action extension. An action is characterised
by three messages. Figure 4.3 illustrates the process of synchronous communication
over an action.
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Figure 4.2: A client-server communication over Services. Node 0 functions as a
server, while Node 1 and Node 2 operates as clients [68].

Figure 4.3: A synchronous communication over an Action. Node 0 is the server,
and Node 1 is the client. An action is composed by a Goal Service, a Feedback
Topic and a Result Service. The client sends goal requests to the server, which
continuously publishes messages to the topic. Eventually the server ends this
communication by sending the result response to the client [68].

4.2 ROS2 as the evolution of ROS1
The use of ROS1 in industrial robotics persists. However, ROS1 has a number of
limitations, including the lack of real-time execution capabilities, limited support
for various operating systems, a lack of built-in security measures, process synchro-
nisation, and its status as a centralised system, which introduces the potential issue
of a single point of failure. In order to address the limitations of ROS1 and to meet
the needs of the industry and the wider community, Open Robotics released ROS2
in 2018, following an initial announcement in 2014 [66]. The community opted
to undertake a complete redesign of the middleware from scratch. The primary
distinction is the alteration of the network protocol, which shifted from TCP/UDP

41



The Robot Operating System

to Data Distribution Service (based on UDP). This modification has enhanced
efficiency, security, and fault tolerance, while also offering support for real-time
and embedded systems, multi-robot communication, and reliable operation in
challenging networking conditions.

The design of ROS2 is based on a set of four principles and requirements, which
have been developed with the objective of creating a robust and flexible framework
for robotics [69].

The first principle is the Distribution. ROS2 addresses robotics challenges by
decomposing them into distributed systems. Each individual task is represented by
a node, which is a single thread and is isolated into its own independent compo-
nent. These components operate independently and communicate with one another
during operation, thereby ensuring that the system remains decentralized and
secure. Examples of nodes include the management of device drivers, the handling
of perception systems, and the control of different robotic functions.

The ROS2 framework provides support for Abstraction. Communication be-
tween components is guided by well-defined interface specifications, which delineate
the manner in which data should be exchanged and interpreted. The objective is
to achieve a balance between the level of detail displayed and the ability to replace
components with alternatives without being excessively specific or tailored to a
particular application.

ROS2 systems communicate in an Asynchronous manner, whereby messages
are sent and received independently without requiring a response. This creates an
event-driven environment where different components can operate at their own pace.

ROS2 is, in essence, an extension of the UNIX philosophy of decomposing a
complex problem into a series of more straightforward sub-problems. A modular
system, in this context, is one that has been designed to break itself down into
smaller, more focused pieces, whether these be library APIs, message structures,
command-line tools, or the overall software ecosystem.

ROS2 facilitates the development of robotics applications by providing libraries
that utilize fundamental programming utilities (e.g., lock/mutex), thereby simpli-
fying the creation of tools for concurrent computing in distributed systems [68].
This process reduces the occurrence of identical or similar components and ensures
the consistency of interfaces, thereby enhancing compatibility across applications
developed by practitioners in both industry and academia. The integration of code
into ROS2 applications is achieved by developers through the utilization of client
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libraries, including rclpy for Python and rclcpp for C++. ROS2 applications are
characterised by a structured architectural approach, wherein application code is
encapsulated within Node modules. Technically, a Node represents a class provided
by rclcpp and rclpy. It is feasible to inherit from the class Node, thereby gaining
access to the non-private methods (which facilitate both inter-node and intra-node
communications). This necessitates the implementation of a modular structure,
whereby the code is divided into discrete units, enabling the concurrent execution
of disparate components of the application.

In ROS2, both the libraries provide the class Executor, which manages the
execution of callback functions across one or more threads. The executor can be
configured as single-threaded or multi-threaded, the latter being the more prevalent
approach for achieving effective parallel execution.

In this instance, it is recommended that callback functions assigned to spe-
cific callback groups. This approach enables the concurrent execution of different
functions, thereby providing flexibility and control over parallel execution. There
are two types of groups: mutually exclusive groups, in which functions within
the same group cannot run in parallel, and reentrant callback groups, in which
functions within the same group can run in parallel. The intermediate interface
is provided by the rcl library. The ROS Client Library, written in C, provides
common functionality to all client libraries [69]. The middleware abstraction layer,
designed as rmw, defines the communication interfaces within ROS2. This abstrac-
tion facilitates the switching between different DDS implementations, including
cyclone_dds, fast_dds and connext_dds. The layer enables the user to select the
optimal middleware solution for their use case without substantial modifications to
the application. Figure 4.4 provides an overview of the ROS2 Client Library API
Stack. In Table 4.1 there is a summary of the differences between ROS1 and ROS2.

The ROS distribution employed in this thesis work is ROS2 Humble Hawksbill
(2022), representing the eighth ROS2 release. It is based on Ubuntu 22.04 (Jammy).
ROS2 Humble is not the last version of ROS2 (which is ROS2 Jazzy Jalisco) but it
is still supported (at least until May 2027).

4.3 Software Utilities

ROS2 offers a comprehensive set of algorithms, including those for perception,
SLAM, planning and other robotic tasks. It provides a multitude of tools for
various aspects of development [69].
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Figure 4.4: ROS2 Client Library API Stack, composed by the User Application,
the API C++/Python, the C API, the middleware and the DDS [69].

Category ROS1 ROS2
Network transport TCP/UDP DDS
Network architecture Client-server roscore Peer-to-peer
OS support Linux Linux, macOS, Windows
Node vs process Single node per process Multiple node per process

(threads)
Threading model Callback queues and han-

dlers
Swappers executor

Node state management None Lifecycle nodes
Embedded systems Minimal support Supported: micro-ROS
Paramter types Type inferred when as-

signed
Type declared and en-
forced

Table 4.1: Differences between ROS1 and ROS2 [69].

4.3.1 RViz2
RViz2 [70] is a three-dimensional visualisation tool developed for ROS2. The
software allows developers to visualize sensor data, robot models and a plethora
of information pertinent to a robot’s environment and operations in real time.
RViz2 is capable of supporting a wide range of visual elements, including point
clouds, laser scans, robot states, and maps. This versatility makes it an invaluable
tool for debugging and developing complex robotic systems, both in simulation
and in the real world. The user is able to interactively configure displays, adjust

44



The Robot Operating System

parameters and monitor robot status, thereby facilitating the process of designing
and testing algorithms such as navigation, perception and path planning. The
flexibility and integration with ROS2 topics facilitate the seamless visualisation
of a robot’s environment and behaviour. In the context of SLAM, RViz provides
developers with the ability to observe and analyze the way in which the SLAM
algorithm is constructing a map and localizing the robot in real-time. This visual
feedback facilitates debugging and fine-tuning of SLAM algorithms by highliting
potential issues. RViz enables the visualization of the robot’s trajectory, landmarks
and obstacles. RViz can be employed during both simulation and real-world tests.

4.3.2 Gazebo
The Gazebo simulator is a three-dimensional environment that is employed for
modelling and evaluation of the performance of sophisticated robotic systems [1].
Gazebo enables developers to assess the performance of robotic designs within vir-
tual environments, incorporating data from a range of sensors. Users can construct
models of robots, environments and dynamic interactions, such as collisions or
sensor noise, to verify algorithms prior to deployment on actual hardware. Different
environments can be selected, or a new one created (the definition is done in .world
file). It is also possible to simulate multiple robots simultaneously. In the context
of SLAM, Gazebo allows developers to simulate a robot moving through a virtual
environment while generating realistic sensor data, including LiDAR scans, depth
cameras, and IMU readings. This data can be used by the SLAM algorithm to
build a map of the environment, and localize the robot within it. Gazebo’s physics
engine ensures that sensor readings reflect real-world conditions, including noise
and dynamic interactions, making it an effective platform for validating SLAM
approaches. The robots uses an XML file format designed as Universal Robot
Description Format (.urdf file), which delineates the configuration and structural
aspects of the robot.

4.3.3 Nav2
Nav2 [71] represents the second generation of the ROS Navigation Stack. It has
been designed with the objective of enabling the deployment of advanced tech-
nologies from autonomous vehicles into mobile and surface robotics. Nav2 is a
robust, production-grade navigation framework that offers a comprehensive range
of capabilities, including perception, planning, control, localization, and moreover,
to facilitate the development of highly reliable autonomous systems. The system
enables autonomous path planning, navigation and obstacle avoidance in complex
environments, both known and unknown. Thanks to the ROS2’s modular architec-
ture, Nav2 is adaptable to various robot platforms and configurations, regardless
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of robot kinematics. It includes key components, such as global and local planner,
costmap, behavior trees for decision-making. The inclusion of multiple behavior
trees allows robots to perform complex, varied tasks efficiently. The core of naviga-

Figure 4.5: Nav2 Architecture, composed by the Local Planner, Global Planner,
the Behavior Server, the smoother [71].

tion tasks is comprised of planners, controllers, smoothers, and recovery servers.
These entities share an environmental representation, such as a cost map, which
they utilise to process their respective tasks. A global planner computes paths or
routes based on a global environmental representation and sensor data. The path
can be computed in different ways, depending on the task. The smoothers improve
the globally planned path by reducing sharp turns and ensuring safer distances from
obstacles. The local planner (or controller) is used to adapt the globally computed
path to the real world, avoiding dynamic obstacles. The robot’s perception of its
environment is stored in a cost map, a two-dimensional grid representing free space,
obstacles, and unknown areas.

In Nav2, there are various transformations: map −→ odom provided by the global
position system (such as SLAM), odom −→ base_link provided by an odometry
system, and finally base_link −→ sensor frames of the robot.

4.3.4 Computational Graph Visualization
As explained in 4.1.2, ROS2 can be visualized as a graph, wherein the nodes
represent vertices and the edges serve to connect them. Computational graph
visualization is the process of graphically representing the network of nodes and
their interconnections within a ROS system. The visualization is a useful tool
for understanding how the nodes interact and exchange information across topics,
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services, and actions. The tool rqt_graph generates these visualizations, allowing
developers to debug and optimize their systems.

4.3.5 TF2 - The Second Generation of the Transform Li-
brary

In order to perform a task, such as moving robot’s arm to grasp a moving object, a
robot must be able to ascertain its position relative to the surrounding world, as well
as that of the object itself [72]. In the field of robotics, this relationship is represented
through the use of coordinate frame transformations. As the complexity of robotic
systems increases, the manual management of reference frame transformations
becomes an increasingly error-prone task, particularly when data are sourced
from multiple sensors or devices distributed across multiple compute nodes. This
challenge has prompted the development of the tf library, which automates the
management of reference frames, thereby enhancing efficiency and reducing the
probability of error.

The library is comprised of two principal components. The role of the broadcaster
is to disseminate information about transformations. It is the function of this
component to disseminate information regarding transformations. When a system
component is aware of the relationship between two frames, for instance, the
sensor frame and the robot base frame, it transmits updates on the status of the
transformation on a regular basis. Broadcasters are then tasked with disseminating
this information. The listener is a component that receives messages sent by
broadcasters and stores them in a chronologically ordered list. It is capable of
responding to queries that require the transformation between two frames at a
given time, interpolating the data in the case of partial information.

The representation of transformations between frames can be achieved through
the use of a directed graph, wherein the nodes represent coordinate frames and the
edges depict the transformations. To avoid ambiguity, the graph must be acyclic
and organized as a tree. This design choice enables rapid lookups and dynamic
management of relationships between frames, facilitating changes to the graph
without data loss or the necessity to recalculate the entire structure. A timestamp
is associated to each transformation, allowing the maintenance of a historical record
of transformations and the retrieval of past data. Consequently, it is possible to
ascertain both the current and historical connections between frames.

In ROS2, tf was succeeded by tf2. These concepts are intrinsic to tf, but they
can be adapted to /tf. In addition to the /tf topic, the /tf_static topic has
been introduced in ROS2. This is structurally similar to tf, but it only tracks
transformations that do not change over time, i.e., static transformations.
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TurtleBot3 Burger Overview

The ROBOTIS TurtleBot3 Burger [73] is a two-wheel differential drive system
designed for educational, research, and product prototyping contexts. It can be
customized by modifying its mechanical components or adding optional parts,
such as computers and sensors. The TurtleBot3 Burger’s principal competencies
encompass SLAM navigation, and manipulation, rendering it eminently suitable
for domestic service robots. It is able to utilize SLAM to map environments and
to navigate autonomously within them. The TurtleBot3 Burger can be controlled
remotely via a laptop, joypad, or an Android smartphone, and is capable of tracking
and following people as they walk.

The TurtleBot3 Burger is equipped with a 360-degree 2D LiDAR LDS-02 sensor,
an OpenCR microcontroller (ARM cortex-M7) with integrated sensors (including
a 3-axis gyroscope, accelerometer, and magnetometer), a Raspberry Pi 4, and
servomotors to control the wheels [74]. The maximum linear velocity is 0.22m/s,
while the maximum angular speed is 2.84rad/s. Table 5.1 provides an overview of
the hardware specifications of the TurtleBot3 Burger.

According to [75], the TurtleBot3 Burger’s LiDAR exhibits high accuracy in
the detection of obstacles at varying distances and angles, with an average error
rate of 2.389%. Upon detecting an obstacle directly in front of the robot at a
distance of 10 − 15 cm, the robot ceased its movement to avoid a potential collision.
However, the study revealed that the LiDAR sensor was unable to detect obstacles
within a distance of less than 10 cm, which could result in collisions. Despite this
limitation, the LiDAR-based obstacle avoidance system demonstrated effectiveness
in preventing collisions at greater distances.

In order to successfully launch the robot’s functionality within the ROS frame-
work, it is essential to execute the following command on the robot terminal:
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Figure 5.1: The TurtleBot3 Burger with its hardware components, such as the
LiDAR, the SBC, the OpenCR, the Motors and the battery [73].

Maximum translation velocity 0.22m/s
Maximum rotational velocity 2.84rad/s
Maximum payload 15kg
Size (L×W ×H) 138 × 178 × 192mm
Weight (SBC, Battery, Sensors) 1kg
Expected operating time 2h30m
SBC Raspberry Pi
Board OpenCR1.0
MCU 32-bit ARM Cortex®-M7 with FPU

(216 MHz, 462 DMIPS)
LDS (Laser Distance Sensor) 360 LiDAR LDS-02
Camera -
IMU Gyroscope 3 Axis, Accelerometer 3 Axis
Motors 2 DYNAMIXEL XL430-

W250executable-T

Table 5.1: Hardware specifications of TurtleBot3 Burger [73].

ros2 launch turtlebot3_bringup robot.launch.py

Upon successful completion of the process, certain nodes and topics will be
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initiated [76]. The following topics have been configured and are ready for use:

• /battery_state contains a comprehensive account of the battery’s charac-
teristics, including voltage levels, charge percentage, and the voltages of its
individual cells.

• /imu presents data on linear and angular accelerations in relation to the local
reference frame.

• The topic /magnetic_field contains information regarding the measured
magnetic field.

• /joint_state provides information regarding the position and velocity of
each wheel.

• /scan presents a detailed account of the distances to objects detected in the
surrounding environment by each beam of the LiDAR sensor.

• /odom presents the position of the robot in relation to a reference point that
is established at the initialization of a node.

• /cmd_vel is a topic where linear and angular velocity commands can be
published.

• /sensor_state presents data regarding the number of ticks generated by each
motor as the robot traverses its path, employing information obtained from
the left and right encoders.

Figure 5.2 illustrates the ROS2 communication network of the TurtleBot3
Burger.

Figure 5.2: rqt_graph after the TurtleBot3 Burger initialization [76].
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5.1 Kinematic Model
The kinematic model elucidates the interrelationships between the system’s control
inputs, velocities, and resultant behavior within a state-space representation [76].

The TurtleBot3 Burger is a mobile differential drive vehicle that moves in a
bidimensional plane. Consequently, the pose is defined by three variables: the 2D
coordinates X(t) and Y (t), which are relative to the external coordinate system,
and the angular orientation, which is represented by the variable θ(t). In order
to perform the function of navigation, the robot employs of odometry, Inertial
Measurement Unit (IMU) and LiDAR. The determination of the robot’s pose is
dependent upon a number of key operations, including the reading of encoder
values, the calculation of movement and turning angles, and the correction of
errors that may be caused by skidding or mechanical issues. The IMU assists in
the reduction of errors by utilizing the data obtained from the accelerometer, gy-
roscope, and magnetometer to refine the calculations of position and orientation [74].

The kinematic model of the a mobile differential drive vehicle is equivalent to
the unicycle kinematic model:


˙X(t)
˙Y (t)
˙θ(t)

 =

cos θ
sin θ

0

 v +

0
0
1

ω (5.1)

where v denotes the linear velocity and ω indicates the angular velocity. The real
inputs of the mobile differential drive vehicle are the velocity of the two wheels,
denoted as ωr and ωl.

5.1.1 Odometry
The odometry employs wheel encoders to measure angular displacement of the
wheels. The distance traversed is calculated by taking into account the wheel radius
and accounting for skidding. By integrating the total angular displacement of each
wheel, the robot’s position is determined with respect to its initial position. The
rotational speed of the wheels is:

ωl = Elc − Elp

Te

· π

180 (5.2)

ωr = Erc − Erp

Te

· π

180 (5.3)
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where Elc, Erc are the current encoder values, Elp, Erp are the previous encoder
values and Te is the elapsed time.

The linear speed of the robot is:

v(k) = ωl + ωr

2 · r (5.4)

where r is the radius of the wheels. On the other hand, the angular speed of the
robot is:

ω(k) = (ωr − ωl)
D

· r (5.5)

where D is the distance between the wheels.
Runge-Kutta formula allows to calculate the approximate robot’s pose as:

X(k + 1) = X(k) + ∆s(k) cos(α(k) + ∆α(k)
2 ) (5.6)

Y (k + 1) = Y (k) + ∆s(k) sin(α(k) + ∆α(k)
2 ) (5.7)

α(k + 1) = α(k) + ∆α(k) (5.8)

where ∆s(k) = v(k) · Te is the traveled distance and ∆α(k) = ω(k) · Te is the
turning angle.

5.1.2 Inertial Navigation

Given the robot’s initial pose [X(0), Y (0), α(0)] and the initial speed [Ẋ(0), Ẏ (0), ω(0)],
IMU continuously measures the acceleration with accelerometer ax(t), ay(t). It is
necessary to transform measured accelerations ax(t), ay(t) into the external coordi-
nate systems: aX(t), aY (t). Integrating the acceleration is useful to determine the
velocities and updated position:

VX(t) = VX(0) +
Ú t

0
aX(t)dt (5.9)

X(t) = X(0) +
Ú t

0
VX(t)dt (5.10)

VY (t) = VY (0) +
Ú t

0
aY (t)dt (5.11)

Y (t) = Y (0) +
Ú t

0
VY (t)dt. (5.12)
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5.2 ROS2 Reference Frames
In order to visualize the standard TF tree of the TurtleBot3 Burger, the following
command may be executed on the terminal:

ros2 run tf2_tools view_frames.py

The results of this commands are depicted in Figure 5.3. The odom frame is
the reference frame used by a robot to determine its position, thanks to its own
odometry system. The frame origin is at the point where the robot is initialized.
The base_footprint represents the projection of the robot’s base on the ground.
The base_link is a frame attached to the base of the robot. Finally, there is a
reference frame for each wheel and for each sensor.

Figure 5.3: Standard TF tree

Since the odom frame can drift over time, SLAM algorithms usually also have a
map frame. This is the world fixed frame and is used as a long-term global reference.

5.3 ROS2 Namespacing
In order to effectively manage a project involving multiple robots, it is essential
to clearly identify and differentiate the various agents. In the context of ROS, it
is possible to add a namespace to nodes, topics, and reference frames. This can
be achieved by modifying the original launch files and remapping the topics. It is
imperative to conduct this operation on both the server and client sides. From the
robot perspective, it is of paramount importance to modify the robot.launch.py
launch file within the turtlebot3_bringup package (Figure 5.4). Furthermore,
in order to accurately publish the LiDAR data on the /scan, it is also necessary
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to modify the file ld08.launch.py (Figure 5.5). Finally, it is required to add the
remapping of the reference frames in the launch file turtlebot3_state_publisher
(Figure 5.6).

1 return LaunchDescription ([
2 Node (
3 package =’turtlebot3_node ’,
4 executable =’turtlebot3_ros ’,
5 namespace =’tb3_0 ’,
6 parameters =[ tb3_param_dir ],
7 arguments =[’-i’, usb_port ],
8 output=’screen ’,
9 remappings =[( ’/ battery_state ’,’/tb3_0/

battery_state ’),
10 (’/ cmd_vel ’,’/tb3_0/ cmd_vel ’),
11 (’/imu ’,’/tb3_0/imu ’),
12 (’/ joint_states ’,’/tb3_0/

joint_states ’),
13 (’/ magnetic_field ’,’/tb3_0/

magnetic_field ’) ,(’/odom ’,’/tb3_0/
odom ’),

14 (’/ robot_description ’,’/tb3_0/
robot_description ’),

15 (’/ sensor_state ’,’/tb3_0/
sensor_state ’),

16 (’/tf’,’/tb3_0/tf’) ,(’/ tf_static ’,’
/tb3_0/ tf_static ’),

17 ]),

Figure 5.4: Modified robot.launch.py file
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1 return LaunchDescription ([
2 Node (
3 package =’ld08_driver ’,
4 executable =’ld08_driver ’,
5 name=’ld08_driver ’,
6 output=’screen ’,
7 remappings =[( ’/scan ’,’/tb3_0/scan ’),
8 (’/tf’,’/tb3_0/tf’),
9 (’/ tf_static ’,’/tb3_0/ tf_static ’)],

Figure 5.5: Modified ld08.launch.py file

1 return LaunchDescription ([
2 Node(
3 package =’robot_state_publisher ’,
4 executable =’robot_state_publisher ’,
5 output=’screen ’,
6 namespace =’tb3_0 ’,
7 remappings =[( ’/tf’,’/tb3_0/tf’) ,(’/ tf_static ’,’

/tb3_0/ tf_static ’)])
8 ])

Figure 5.6: Modified turtlebot3_state_publisher.launch.py file
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Chapter 6

Implementation of an
Autonomous Collaborative
SLAM approach

The successful navigation of an autonomous robotic system is dependent upon the
completion of three principal activities [77]:

1. Mapping and modeling of the environment, performed by a SLAM algorithm.

2. Planning of a route, executed by a global path planner.

3. The control of the robot’s movement, realized by a path tracker and/or a
local planner.

This chapter presents the theoretical and technical details of the implementation
of an AC-SLAM approach. The collaborative SLAM approach is centralized, in
the sense that each robot is capable of functioning as a mobile sensor. From
the perspective of an individual robot, the objective is to perform SLAM locally,
whereby the map is produced from the robot’s point of view. Consequently, the
individual agent is unaware of the presence of other robots, resulting in a minimal
front-end computational load, as the majority of the processing is conducted on
the central server. Conversely, the back-end involves the real-time merging of the
local maps on the central computer, resulting in the generation of a global map.

Nevertheless, this approach is also active. It is distinguished by the auton-
omy of navigation exhibited by individual robots. It is notable that during the
SLAM operation, no human operator directly controls the robots; rather, the
agents autonomously determine the optimal trajectory to pursue. The approach is
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client-server, given that it is the central computer that determines the route to be
followed, while the agent’s role is merely that of executing the instructions it receives.

The following chapter illustrates the selection of the SLAM algorithm as the
front-end, elucidates the methodology employed for the implementation of the back-
end (i.e., map merging), and offers an in-depth analysis of the robot’s autonomous
mobility. It provides a comprehensive account of the implementation details
pertaining to the path planning and path tracker. The following paragraphs are
based on the assumption that two robots are involved in the system, although the
software architecture is designed in such a way as to allow for the involvement of a
greater number of robots.

The initial structure of this approach was derived from a GitHub repository [78],
which served as the foundation for subsequent implementation and customization.

The approach structure described in this paragraph is summarized in the graph
depicted in Figure 6.1.

GLOBAL
PLANNER

PATH
TRACKER

SLAM
TOOLBOXMERGE MAP

/tb3_i/cmd_vel

/tb3_i/path

/merge_map

/tb3_i/map

Figure 6.1: AC-SLAM approach graph. The squares represent the ROS nodes,
while the ovals represent the ROS topics. An arrow leaving a node is indicative of
the node’s role as a publisher, whereas an arrow entering a node is indicative of the
node’s role as a subscriber. The prefix /tb3_i denotes the namespace introduced
for generic robot i.

Given that this approach is ROS-based, it can be seen that the communication
structure is based on nodes and topics. The main nodes, which are illustrated in
detail in the remainder of this chapter, are:
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• The employed front-end for the local SLAM on the single agent is the
slam_toolbox package (Subsection 6.1.1).

• The C-SLAM back-end is managed by the package merge_map, which is utilized
for the real-time integration of the disparate local maps (Subsection 6.1.2).

• The global path planner selected for this purpose is A∗, which generates a path
that enables the robot to safely navigates around static obstacles (Section
6.2).

• In an autonomous approach, the path tracker is responsible for calculating
the linear and angular velocity required for the robots to follow the path
determined by the global planner. In this approach, the assumed path tracker
is the Pure Pursuit algorithm (Section 6.3).

6.1 Collaborative SLAM Setup

6.1.1 Front-end: SLAM Toolbox
SLAM Toolbox is an open-source package built on the foundation of Open Karto,
where a number of important updates have been made [29]. The main difference
is that the existing Sparse Bundle Adjustment optimization interface has been
replaced with Google Ceres, which provides faster and more flexible optimiza-
tion options. It has also been selected as the default SLAM provider for ROS2,
replacing GMapping. The SLAM Toolbox is integrated into the Nav2 project,
enabling real-time localization in dynamic environments for autonomous navigation.

The SLAM Toolbox operates in synchronous mode, establishing a ROS Node
that subscribes to laser scan and odometry topics. The SLAM Toolbox algorithm
has three stages:

1. Laser and odometry acquisition

2. Data processing, which includes publish transforms, graph construction, scan
matching, loop closure detection and optimization.

3. Mapping

The function laserCallback() gets odom and scan and pushes an object
PosedScan into the queue. Such information is used to compute the transfor-
mation from the odom frame to the base frame. In addition, the pushed data is
then popped by the addScan function. It calls setTransformFromPoses to calcu-
late the odom to map transform, and it calls Process, which is the module that
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handles the main flow of data. It operates on the last scan, works to construct the
graph, performs scan matching to improve the estimate, looks for loop closure and
updates the last scan. The scan matching compares subsequent scans, looking for
the best match for each current scan compared to the previous one. This process
is essential to locate the robot relative to the map created.

The graph construction phase is composed of the following functions:

• addEdges and addNode, which handle the construction of the scan graph (i.e.,
the topology of the map).

• LinkScan links scans together, updating the graph with new scan information
and adding constraints to the edges of the graph.

• AddConstraint adds nodes to the graph to ensure that poses are consistent
over time. This feature is critical for improving map accuracy and pose
correction.

Loop closure detection is performed by two functions TryCloseLoop and Correct
Pose. The former one selects loop closure candidates and tries to close loops by
detecting whether the robot returns to a previously visited position. If a loop is
found, the latter applies corrections to the poses identified, while closing the loop,
to maintain consistency in the global map. In addition, after the loop closure is
detected and corrected, the SetCorrectedPoseAndUpdates function updates the
robot pose estimate and map constraints. CorrectPose calls the Ceres nonlinear
solver to optimize the pose graph. It corrects global errors in the map and reduces
accumulated errors.

To sum up, a map is constructed and subsequently published, utilizing the laser
scans that are associated with each pose within the pose graph. The mapping
process may be either synchronous or asynchronous. In the former case, the map
quality is of crucial importance, and all measurements are stored in a buffer, with
processing occurring offline. In the latter case, the processing is done on a best-effort
basis. The new measurements are processed only after the previous ones have been
fully processed and certain update criteria are satisfied. This system is useful for
real-time (online) applications as it reduces delays. The disadvantage is that some
measurements may be lost.

There is another mode of operation, the pure localization mode. It is not
designed to permanently record changes in the environment. Instead, it maintains
a rolling buffer. An interesting consequence of this mode is its ability to function
as effective LiDAR odometry when no previous mapping data is available.

Figure 6.2 summarized the SLAM Toolbox architecture.
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Figure 6.2: SLAM Toolbox framework [79]

In order to successfully initialize the online asynchronous mode of SLAM Toolbox,
it is sufficient to execute on the central server the command:

ros2 launch slam_toolbox online_async_launch.py

However, in the multi-agent scenario it is crucial to add a namespace and to
remap the various topics. The updated SLAM Toolbox launch file is reported in
Figure 6.3.

Ceres Solver

Ceres Solver [46] is an open-source C++ library for modeling and solve large,
complex optimization problems. It is particularly suited to solving robust-bounded
nonlinear least squares problems:

arg min
x

1
2 ||F (x)||2 (6.1)

s.t. L ≤ x ≤ U

where x ∈ Rn is a n-dimensional vector of variables, F (x) = [f1(x), . . . , fm(x)]T
is a m-dimensional function of x, L and U are vector lower and upper bounds of x,
respectively.

This general formulation is an intractable problem. Consequently, the objective
is not to identify a global minimum, but rather a local one. The conventional
methodology for addressing non-linear optimization problems is to apply a sequence
of approximations to the initial problem, thereby reducing its complexity. Let
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1 start_async_slam_toolbox_node = Node(
2 package = ’slam_toolbox ’,
3 executable =’async_slam_toolbox_node ’,
4 name=’slam_toolbox ’,
5 namespace =’tb3_0 ’,
6 remappings =[( ’/map ’,’/tb3_0/map ’),
7 (’/ map_metadata ’,’/tb3_0/ map_metadata ’)

,
8 (’/ slam_toolbox / feedback ’,’/tb3_0/

slam_toolbox / feedback ’),
9 (’/ slam_toolbox / graph_visualization ’,’/

tb3_0/ slam_toolbox / graph_visualization
’),

10 (’/ slam_toolbox /update ’,’/tb3_0/
slam_toolbox /update ’),

11 (’/ slam_toolbox / scan_visualization ’,’/
tb3_0/ slam_toolbox / scan_visualization ’
),

12 (’/tf’,’/tb3_0/tf’),
13 (’/ tf_static ’,’/tb3_0/ tf_static ’) ,],
14 output=’screen ’)

Figure 6.3: Modified SLAM Toolbox launch file with the insert of namespace

F (x + ∆x) ≈ F (x) + J(x)∆x be a linearization of the original cost function,
where J(x) is the Jacobian of F (x) and ∆x is a correction to the vector x. This
transformation allows to express the problem in the form of a linear least squares
problem:

arg min
∆x

1
2 ||J(x)∆x+ F (x)||2 (6.2)

The naive approach of solving a sequence of these problems and updating x may
prove to be an ineffective method for guaranteeing convergence. In order to achieve
convergence, it is necessary to introduce a trust region. This approach constitutes
an optimization technique whereby the objective function is approximated by a
simplified model function within a restricted area of the search space. If the model
is shown to effectively reduce the true objective function within this region, the
trust region is expanded. Conversely, if the model is unable to improve the objective
function, the trust region is reduced, and the optimization problem is solved again
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with the updated region size. A basic trust region algorithm is defined by the
following equation:

arg min
∆x

1
2 ||J(x)∆x+ F (x)||2 (6.3)

s.t. ||D(x)∆x||2 ≤ µ

L ≤ x+ ∆x ≤ U

where µ is the trust region radius and D(x) = J(x)TJ(x) is a non-negative
diagonal matrix. In this context, the Levenberg-Marquardt algorithm is employed
by Ceres to solve the optimization problem. The problem can be formulated as an
unconstrained optimization problem of the form:

arg min
∆x

1
2 ||J(x)∆x+ F (x)||2 + 1

µ
||D(x)∆x||2 (6.4)

In the context of the SLAM Toolbox, the Ceres Solver is employed for the
purpose of correcting the poses and updating them.

6.1.2 Back-end: The MergeMap Node
The objective of the back-end is to merge occupancy maps from various robots.
Each map is received on a specific topic, and when all the maps are available, they
are merged into a single map that is then published. The merging process takes
into account the coordinates of the maps, the resolution, and the overlap. The cells
of a map are copied in the merged global map only if they have not already been set
by the other maps. The architecture of the back-end is simple and it is composed
only by the function merge_map(maps) and the class MergeMapNode(Node)

The function merge_maps(maps) combines multiple maps, which are occupancy
grid objects, into a global map (merged_map), which is also an occupancy grid
object. Firstly, the minimum and maximum extents (boundaries) of all maps are
calculated in order to determine the overall size of the merged map, thereby ensur-
ing that merged map is capable of fully encompassing all input maps. Secondly,
the function sets the map’s resolution to the smallest resolution among the input
maps, thus retaining as much detail as possible. Thirdly, the merged map’s data is
initialized with unknown values (−1), indicating unobserved areas.

For each cell in the input maps, the function merge_maps(maps) calculates
the corresponding position in the merged map’s coordinate system. This involves
translating the coordinates from the original map’s frame to the merged map’s
frame. In the event that the corresponding cell in the merged map is unobserved,
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the cell data from the input map is copied over; otherwise, existing data in the
merged map are given precedence. The result is a cohesive occupancy grid that
includes data from all input maps, while resolving overlapping cells based on the
order of processing.

The ROS2 node MergeMapNode(Node) is responsible for the merging of maps.
It publishes OccupancyGrid objects on the topic /merge_map, and also subscribes
to the various map topics.

This class presents a single method for each map, designated as map_callback.
Once a map is received from one of the robots, it is stored in self.maps[index].
In the event that all maps have been received, the merge_maps function is invoked
to merge the maps and the resulting map is published.

6.2 Path Planning
Path planning is a fundamental topic in robotics, pivotal to autonomous navi-
gation [77]. Navigation is the process of determining and following a route for
an autonomous robot to move safely from one location to another. Autonomous
robots must be able to plan optimal, collision-free routes from start to destination,
handling uncertainties in sensor data and interactions with obstacles.

Path planning is a category of problem that is classified as non-deterministic
polynomial-time (NP-hard) [80]. The inherent degrees of freedom in the system
contribute to the complexity of this category of problem. Path planning can be
classified into local or global categories:

• Global path planning is concerned with determining an optimal path using
comprehensive environmental information, rendering it particularly well-suited
to static and fully known environments. In this scenario, the algorithm
generates a complete path from the initial position to the final position before
the robot begins to follow the planned trajectory. Global path planning does
not consider dynamical obstacles.

• Local path planning is typically employed in situations where the environment
is either unknown or dynamic. This type of planning occurs while the robot
is in motion, utilizing data from local sensors to create new paths in response
to changes in the environment, such as dynamical obstacles.

Consequently, a global planner determines the trajectory from a starting point
to a destination, whereas a local planner is responsible for modifying the selected
path to accommodate dynamic obstacles that may arise. Although an application
may function without a local planner, it is only advisable to employ one in static
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environments, which are free of dynamic obstacles. In the context of SLAM, such
as the specific application in this thesis, the environment can be assumed to be
static, as dynamic obstacles do not need to be considered for the map creation
process.

6.2.1 Global Planner: The A∗ Algorithm
The global path planning approach is founded upon two fundamental elements:
firstly, the robot’s representation of the environment, which is referred to as C-
space, and secondly, the selected algorithm [77]. C-space representations include
Voronoi diagrams, occupancy grids, cones, quad-trees and vertex graphs. These
maps indicate the locations of free and obstructed areas within the workspace. A
range of algorithms is employed to explore and manipulate environmental maps,
including graph search methods, genetic algorithms, potential field methods and
roadmap strategies.

A variety of path planning and pathfinding algorithms exist [80]. The specific
conditions under which they can be applied are dependent on a number of factors,
including the kinematics of the robot, the dynamics of the surrounding environment,
the availability of computational resources and the data provided by the robot’s
sensors.

The A∗ algorithm represents a widely used method for path planning, partic-
ularly in the context of graph traversal. The A∗ algorithm operates in a manner
similar to that of Dijkstra’s algorithm, which is employed to find the shortest path
between a source vertex and all other vertices in a graph. The A∗ algorithm is
particularly effective in identifying near-optimal solutions based on the available
dataset or node information. It is commonly used in static environments, although
it has also been successfully applied in dynamic settings. A∗ offers a compromise
between speed and accuracy. Users can reduce the algorithm’s time complexity by
increasing the amount of memory allocated or alternatively, allocate more memory
to conserve speed, thus ensuring that the shortest path is still identified.

The A∗ algorithm is composed of three principal elements: an open list, a closed
list, and a heuristic function [81]. The open list comprises nodes that have yet to
be evaluated, whereas the closed list contains nodes that have already been visited.
The heuristic function calculates the distance from a given node to the goal. As a
best-first search (BFS) algorithm, A∗ assesses each cell within the configuration
space based on its associated fitness function:

f(n) = g(n) + h(n) (6.5)
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where g(n) represents the cost from the start node to node n, whereas h(n)
denotes the heuristic estimate of the cost from node n to the goal. The algorithm
assesses each adjacent node in relation to the current one, and identifies the one
with the lowest f(n) value as the point of departure for further exploration.

A∗ is considered to be a computationally simpler and less resource-intensive
algorithm than others, rendering it well-suited for embedded systems and resource-
constrained environments [80]. A variety of heuristic functions may be utilized
to facilitate the search process, including those based on the Euclidean distance
(
ñ

(x1 − x2)2 + (y1 − y2)2), Manhattan distance (|x1 − x2| + |y1 − y2|), or diago-
nal/octile distance (max |x1 − x2| + |y1 − y2|).

Expansions distance

The traditional A∗ algorithm may generate paths that are in close proximity to
obstacles, which presents a significant risk of collision [81]. Expansion distance is a
key factor in ensuring safety, as it involves maintaining additional space around
obstacles. In the context of path planning, robots employ grid-based maps, wherein
the expansion distance is applied by extending the grid around obstacles in an
outward direction. In practical applications, the expansion distance is frequently
set to the radius of the robot’s model. This distance serves to guarantee both
the dependability of the path and the minimization of travel space expended
unnecessarily. Figure 6.4 illustrates the concept of expansion distance.

Figure 6.4: Example of expansion distance. The original path, shown in blue, is
depicted on the left. The improved path, shown in orange, incorporates the concept
of expansion distance, which is represented by the gray squares [81].
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Path Smoothing: B-spline

The traditional A∗ algorithm generates a path comprising a series of nodes inter-
connected by polyline segments. This type of structure presents three principal
disadvantages [81]. Firstly, the algorithm priorities the minimization of path length
over the reduction of sharp turns or irregular segments, frequently resulting in a
compromise between smoothness and the shortest distance. Secondly, the resulting
path is discontinuous. Furthermore, right-angle turns necessitate a sudden deceler-
ation of the robot, which compromises both speed and path robustness. In order
to address these issues, it is necessary to apply a smoothing process to the path
produced by the conventional A∗ algorithm. Figure 6.5 illustrates the discrepancy
between a planned path that has been smoothed and one that has not undergone
this process.

Figure 6.5: The illustration on the left depicts a path generated without the
smoothing phase, whereas the path on the right was generated by a generic smoothed
A∗ algorithm [81].

A B-spline, also known as a basis spline, is a piecewise polynomial function.
According to [82], B-splines are employed in practical applications for three main
reasons: local control, flexibility, and continuity. Firstly, each segment of the curve
is influenced by a limited number of control points, thereby enabling a particular
part of the curve to be modified without affecting the rest. Secondly, B-spline
curves facilitate the modeling of more complex and adaptive shapes. Furthermore,
B-splines ensure continuity between segments. Each segment of a B-spline curve
is a polynomial of degree p, which depends on p+ 1 control points that influence
the overall shape of the curve. The area over which a given segment is active is
determined by the arrangement of the nodes, which are defined as {t0, . . . , tn}.
These nodes divide the area of the curve into sub-intervals and determine the
structure of the curve. The general formula for a B-spline of degree p is:

C(t) =
nØ

i=0
PiNi,p(t) (6.6)
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where Pi are the control points, and Ni,p are the basic functions. The latter can be
defined recursively:

Ni,0(t) =
1 if ti ≤ t < ti+1

0 otherwise
(6.7)

Ni,p = t− ti
ti+p − ti

Ni,p−1(t) + ti+p+1 − t

ti+p+1 − ti+1
Ni+1,p−1(t) (6.8)

6.2.2 The Exploration Node
Path planning is performed by the Exploration ROS2 Node, which is the global
path planner and it constitutes the core of autonomous navigation. It is designed
to be performed by one or multiple robots navigating an unknown environment,
as well as exploring and mapping new areas. The function takes as input a set of
parameters describing the map, the robot’s position, and the robot’s identifier, in
order to support multi-robot behavior. The algorithm is organized in various steps.

The initial step entails the invocation of the costmap() function, which serves
to extend the boundaries of the occupancy map in order to provide a safety buffer
zone around potential hazards. The costmap() function is employed to identify
all the cells that contain walls. Subsequently, the obstacles are expanded by the
specified expansion size in eight directions around each wall. The costmap is
transformed into a binary map, where cells with values greater than a predefined
threshold (representing obstacles or walls) are marked as inaccessible. Conversely,
cells with values below the threshold are marked as accessible. The cell of the
costmap corresponding to the robot’s current position is set to zero, indicating that
the robot is situated in a free and accessible area.

The subsequent stage of the process is the calculation of frontiers, which is
performed by the function frontier_cells(). Frontiers represent the boundaries
between areas that have been explored and those that remain unexplored or un-
known. In an autonomous SLAM context, robots search for these areas with the
objective of expanding the explored map, while avoiding the intrusion into areas
that have not yet been explored and therefore classified as free or occupied. The
identified boundaries are then organized into groups through the utilization of a
depth-first search (DFS) algorithm, and finally sorted in accordance with their
respective sizes.

The final phase of the process involves the formulation of a route to the nearest
frontier group, taking into account the robot’s current location, the map resolution,
and the origin coordinates. This stage employs the A∗ algorithm as a global path
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planner to identify the optimal subsequent exploration point. The planned path is
then smoothed by the B-spline algorithm.

The Exploration node subscribes to the /merge_map topic in order to receive
the global map, and the node also subscribes to the /odom topics. The route
is designed in consideration of these two factors. Furthermore, it subscribes to
velocity (/cmd_vel) topics, one for each robot. The computed path is delivered to
the PathTracker ROS2 Node via the /path topics.

6.3 Path Tracker: The Pure Pursuit Algorithm
Pure Pursuit was introduced by Campbell in 2007 [83]. In the context of vehicle
motion, the term Pure Pursuit is used to describe a process, in which the vehicle
follows or pursues a point on a given path that is located a distance ahead of the
vehicle’s current position [84]. Pure Pursuit employs basic geometry principles to
determine the required curvature for steering a robot to a specified point on a given
path [85]. The algorithm is designed to calculate the linear and angular velocity
required for a robot to follow a predefined path. In the majority of implementations,
a constant velocity is used as the default setting, making this algorithm suitable
for robots that do not require particularly high safety constraints. Pure Pursuit
and its variants do not account for the dynamic effects of the vehicle. Since the
algorithm is purely geometric, it does not incorporate vehicle dynamics into the
path tracking process.

It considers a path P as an ordered sequence of points P = {p0, p1, ..., pn}, where
each point pi = (xi, yi) lies on the path. The algorithm defines a function f that
calculates the linear and angular velocities required to follow a reference path Pt at
time t:

(vt, ωt) = f(Pt). (6.9)

The algorithm first identifies the closest point pr on Pt to the current position of
the robot. Then, using a predefined lookahead distance L, it selects the lookahead
point pl as the first point pi that is at least at L distance from pr:

d(pi) =
ñ

(xr − xi)2 + (yr − yi)2 (6.10)
pl = pi, (6.11)
d(pi) ≤ L (6.12)

Once the lookahead point pl has been found, the curvature of the circle connecting
the robot to this point can be calculated using basic geometry. In the robot’s local
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coordinate frame P ′
t , the curvature κ can be calculated as:

κ = 2y′
l

L2 (6.13)

where κ is the curvature required to guide the robot to the lookahead point. The
key parameters of the Pure Pursuit algorithm are the robot’s maximum linear
speed and the lookahead distance used to select the lookahead point. In its
standard formulation, the lookahead distance is tuned to achieve a balance between
minimization of oscillations around the path (at shorter distances) and faster
convergence to the path (at longer distances). Typically, the linear velocity is
constrained when the steering angle is excessively large, a phenomenon that can be
attributed to the necessity of avoiding overly acute steering.

Figure 6.6: Geometric explanation of pure-pursuit. The red line represents
the route that the vehicle is required to follow. The vehicle (a quadricycle) is
represented by two black rectangles (i.e. the wheels). Its length is represented by
L, and its distance between the rear wheels is b. (XCV , YCV ) is the current position
of the vehicle, while (xla, yla) is lookahead point. R is the radius of the circle, and
δ is the steering angle [84].

6.3.1 The PathTracker Node
The PathTracker node has the responsibility of managing the Pure Pursuit algo-
rithm. In fact, it is a subscriber to the /path topic, from which it receives the
path calculated by the Exploration node. Furthermore, the PathTracker node is
a subscriber to the /odom topic and is a publisher to the /cmd_vel topic, sending
to the Exploration node linear and angular velocity information.
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Chapter 7

Experiments and Results

The following chapter presents the experimental results obtained through the
approach outlined in Chapter 6. The experiments are structured in three principal
phases. The first phase includes SLAM operations conducted on a guided TurtleBot3
Burger (Section 7.1), with the objective of establishing a ground truth. The second
phase encompasses experiments on the AC-SLAM approach, executed in simulation
(Section 7.2) and in the real world (Section 7.3). Although the AC-SLAM approach
is applicable to a variable number of robots, all experiments are conducted with
two robots.

7.1 Experimental Setup and Ground Truth

In the preliminary phase of the investigation, the SLAM Toolbox was selected as
the front-end, and experiments were conducted with the objective of evaluating the
robot’s autonomous navigation abilities and its capacity to perform SLAM. Once the
algorithm’s correct functionality was established on a single robot, the experiments
were conducted on two robots, both in simulation and on the real robot. The ob-
jective was to evaluate the effectiveness of the Active Collaborative SLAM approach.

All the simulation experiments were conducted using Gazebo, specifically within
the TurtleBot3 House environment, which is depicted in Figure 7.1. This envi-
ronment was selected due to its similarity to an office setting, which provides
various obstacles and spaces that closely replicate real-world indoor environments.
By conducting tests in this simulated environment, it was possible to assess the
performance of SLAM in a controlled yet realistic setting before proceeding to
physical experiments with the actual robot.
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Figure 7.1: TurtleBot3 House environment in a Single-Agent scenario

All of the real-world experiments were conducted in the Robotics Laboratory and
in the corridor of the Department of Electronics and Telecommunications (DET)
on the third floor of Politecnico di Torino. The indoor environment is analogous to
an office space, and thus exhibits structural similarities to the intended operational
environment of the TurtleBot3 House. The controlled nature of the laboratory
provided an ideal setting for preliminary testing with a single robot. Given the
relatively limited size of the laboratory, the corridor was also explored to assess
the potential benefits of collaborative mapping between two robots. This multi-
agent scenario aimed to evaluate whether such collaboration could lead to a more
comprehensive and efficient map of the extended environment, compared to mapping
solely within the confined space of the laboratory.

Figure 7.2 presents the SLAM Toolbox ground truth of the House environment,
while Figure 7.3 depicts the real-world ground truth.
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Figure 7.2: Ground truth of the TurtleBot3 House environment.

Figure 7.3: Ground truth for the real-world tests.
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7.2 Simulations Experimental Results
The objective of the Active Single-robot algorithm test conducted in Gazebo was
to fine-tune key parameters, namely the lookahead value (a hyper-parameter of
the Pure Pursuit algorithm), the expansion size (a hyper-parameter of A∗) and the
robot’s maximum achievable speed. Table 7.1 presents the optimal parameter set-
tings obtained during this tuning process. The optimal values were selected through
a trial-and-error approach. Based on these optimized values, experiments involving
two robots were subsequently conducted out to further assess the algorithm’s
performance in a multi-robot context.

Hyper-parameter Value
Speed 0.15m/s
Lookahead distance 0.2m
Expansion size 4

Table 7.1: Optimal Values used in the Simulation tests

Figure 7.4 illustrates the initial settings of the House environments with two
robots.

Figure 7.4: TurtleBot3 House environment in a Multi-Agent scenario

The algorithm demonstrated satisfactory performance in the simulation, enabling
the autonomous navigation of a single robot within the environment without
collisions with static obstacles. Additionally, it successfully executed local SLAM.
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Furthermore, the map merging process also worked correctly. Two principal
challenges were identified with this approach: the presence of low obstacles and
the necessity to account for dynamic obstacles. An illustrative example of a low
obstacle is provided in Figure 7.5. The depicted table has a base that is significantly
lower than the robot’s bidimensional LiDAR sensor, which precludes the robot
from detecting and avoiding the obstacle. The table base is situated at a distance
from the robot that is sufficient for the sensor to fail to register it. The second
issue concerns dynamic obstacles, specifically the other mobile robot in this case.
The algorithm does not include a local planner, as SLAM algorithms are generally
designed to account for static obstacles only, not dynamic ones.

Figure 7.5: Example of a table with a low base

The two local maps are reported in Figure 7.6.

Figure 7.6: Local Maps of the House environment. On the left, the map produced
by Robot 1, on the right the map generated by Robot 2.
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With the exception of a minor irregularity in the map produced by Robot 1,
which was caused by the extended runtime of the algorithm, resulting in the map
being overwritten, both maps are of an adequate standard and accurately reflect
the environment.

Figure 7.7 depicts the global map, which corroborates the comprehensive success
of the experiment. This outcome substantiates the effectiveness of the mapping
process, with the robots effectively capturing the pivotal characteristics of the
environment. Furthermore, the global maps exhibit no substantial irregularities,
thereby underscoring the advantages of a multi-agent approach over a single-agent
one.

Figure 7.7: Global map of the House environment.

7.3 Real-World Experimental Results

7.3.1 Single-Agent Scenario
The transition from simulation to real-world testing was not immediate. Indeed,
some factors contributed to the relatively smooth testing experience in Gazebo.
These included the precisely known starting positions of the robots, the idealized
shape of obstacles, and the consistently controlled environment (such as the House
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model). As a result, testing in Gazebo was largely free of significant issues, aside
from those already discussed in the previous section.

The initial stage of the process entailed the assessment of the implemented
methodology on a solitary robot in order to ascertain its operational efficacy and
calibrate the hyper-parameters. The final values, established through a process of
trial-and-error, are presented in Table 7.2.

Hyper-parameter Value
Speed 0.08m/s
Lookahead distance 0.15m
Expansion size 4

Table 7.2: Optimal Values used in the Real-world tests

Initially, the robot’s velocity was decreased. This alteration was imperative due
to the incompatibility of the elevated speed utilized in Gazebo with the actual
operational conditions, as the robot frequently collided with stationary obstacles.

An attempt was made to reduce the expansion size to 3. However, as anticipated,
the real robot was more prone to approach obstacles in a closer manner, frequently
resulting in collisions. Consequently, the expansion size was increased to 5, thereby
ensuring a safe margin from obstacles. Nevertheless, due to the confined and
obstacle-dense environment in which the algorithm was tested, the robot exhibited
a tendency to either remain in the same area or consistently explore only certain
parts, thereby avoiding navigation toward the corridor.

With regard to the lookahead distance, a reduction to 0.15 was implemented in
order to facilitate the robot’s ability to traverse paths that are more aligned with
the characteristics of the test environment. Once the tuning phase was complete,
experiments were conducted to validate the approach. The results are presented
in Figure 7.8. As can be seen, the outcome closely resembles the ground truth
(Figure 7.3). Therefore, the approach that utilizes only SLAM and autonomous
path planning has been demonstrated to be effective.
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Figure 7.8: Map obtained in an Autonomous Single-Robot SLAM scenario.

The experiments confirmed both the strengths and limitations of the autonomous
SLAM approach. While the ability to automate this process offers significant
advantages, in terms of timing and optimality, the robot does not always make
choices that would be considered ideal by a human operator. Furthermore, the time
required to complete SLAM is considerably longer than in a manually controlled
scenario, given the same robot speed.

7.3.2 Multi-Agent Scenario
The most significant challenge was encountered in the multi-agent scenario. While
the autonomous path planning process was relatively straightforward, the initial
merging of the two maps presented a significant challenge. In the simulation,
the quality of map merging was consistently high, due to the ideal nature of the
environment and the high positional accuracy of both robots and the origin of the
reference frame. However, in the real world, the primary issue is the misalignment
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of the two robots’ origins, which can lead to two potential issues. For instance,
if the initial positions of the robots are set at a distance of approximately five to
ten centimeters from each other, the maps will exhibit a degree of overlap (an
illustrative example of this behaviour can be observed in Figure 7.9). Conversely,
if the initial positions are farther apart, the result will be an image with two
completely disconnected maps. An effective solution was to position the two robots
in close proximity (approximately 4 cm apart), in a side-by-side configuration with
identical orientation, and initiate the exploration process from the corridor. This
configuration yielded results that can be considered satisfactory.

Figure 7.9: Global Map with overlaps

In order to demonstrate the capabilities of AC-SLAM in terms of both map
quality and time efficiency, it would be optimal to assign one robot to explore
the corridor while the other explores the laboratory. This approach would require
approximately half the time of a single active SLAM approach. However, the
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near-identical initial conditions of the two robots and the absence of a human
or artificial supervisor result in the non-deterministic nature of path selection.
Consequently, the two robots occasionally traverse the same area, exploring the
environment in formation. While this enhances the precision of the map quality, it
does not result in any time improvement. In this scenario, the global map is of a
high quality, but the two local maps are almost identical.

Despite the aforementioned issues, the experiments yielded optimal outcomes,
with the two robots successfully navigating to the designated areas. Figure 7.10
depicts the local maps generated by the robots, while Figure 7.11 illustrates the
finalized global map. In this test, Robot 1 explored the corridor of the DET, while
Robot 2 concentrated on navigating in the laboratory.

It is noteworthy that the optimal time for a comprehensive exploration of the
environment was approximately two minutes, which underscores the remarkable
potential of AC-SLAM.

Figure 7.10: Local Maps of the AC-SLAM approach test. The corridor map,
explored by Robot 1, is displayed on the left, while the laboratory map, explored
by Robot 2, is displayed on the right. The blue line represents the path traversed
by the robot, and the red circle indicates the robot’s starting point.
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Figure 7.11: Global Map of the AC-SLAM test.
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Chapter 8

Conclusions and Future
Works

The objective of this thesis was to develop a ROS-based prototype solution to
the problem of SLAM in the context of multi-agent cooperation. To this end, an
autonomous and centralized approach was presented. The methodology was tested
and validated using the ROS2 framework and the TurtleBot3 Burger platform.
This was done both in simulation via the Gazebo environment and in real-world
indoor environments.

The application of a multi-agent approach to the problem of SLAM represents a
significant advancement over traditional single-agent SLAM. Indeed, a collaborative
mapping system could provide more rapid and precise results than a single robot,
thereby overcoming many of the limitations associated with the use of a single
agent. In order to implement a multi-agent structure, a centralized approach has
been developed. Each robot produces its local map with SLAM Toolbox, as a
single-agent approach. The global map is generated by the central server back-end,
which merges all the local maps into a single and comprehensive map.

The multi-agent approach presented in this thesis is distinguished by the auton-
omy of the robots. This is a fundamental aspect, as it enables robots to operate in
uncharted environments without the need of human intervention. This autonomous
approach has been developed in a centralized setting, with the central server com-
puting a path for each robot. The A∗ algorithm has been employed as global
planner, while the Pure Pursuit has been used as path tracker.

Potential improvements for future research include the integration in the active
part of machine learning and robot learning techniques, which may facilitate the
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dynamic adaptation of exploration parameters and enhance the robots’ capacity for
autonomous decision-making in real-time, particularly in more complex scenarios,
such as an outdoor environment. Furthermore, the effectiveness of multi-agent
exploration may be augmented through the incorporation of a supervisory ele-
ment (either human or artificial), tasked with the oversight of exploration regions
across multiple robots, with each robot designated to a single area. Indeed, the
A∗ algorithm is insufficient for assigning a specific area to a robot, as it relies
solely on free, occupied, or unknown spaces. To enhance the optimization of path
planning, a frontier-based approach could be an effective solution, as each robot is
inclined to the boundaries of the known map. In fact, the lack of supervision limits
the trade-off between exploration and exploitation. For example, in the results
presented in Chapter 7, not all of the corridor was explored, as the robots preferred
to return rather than explore an unknown area.

Further enhancement could be the inclusion of a local planner into the software
architecture. In the context of the SLAM application within an office-like environ-
ment, the requirement for such a role may be limited, given that the environment in
question is essentially static. Conversely, the involvement of a local planner could
prove to be of paramount importance in SLAM scenarios that are more complex
and realistic.

Moreover, despite the encouraging merging results observed in the simulation
were promising, the transition to actual settings revealed some technical constraints
and significant challenges. In the real world, minor discrepancies in the positions
and orientations of the agents resulted in map misalignment, with fusion results
frequently exhibiting overlaps or, in extreme cases, duplicated sections. The initial
positioning of the robots can have a significant impact on the overall mission
outcome. By positioning them in close proximity and with the same orientation at
the outset of the mission, the probability of accumulated errors is reduced. While
this technique has been demonstrated to be effective, it may be less practical
in larger or more dynamic environments where robots must start from different
locations or where the movements of the agents are not synchronized. Incorporating
an inter-robot loop closure into the merging algorithm could prove essential in
addressing these challenges.

Finally, the implementation of a decentralized architecture may prove beneficial
in enhancing the performance of the system, particularly in light of the potential
issues associated with a centralized approach. These include the risk of a single
point of failure and the computational overhead. In this scenario, the management
of mapping and data fusion would permit each agent to contribute independently to
the final result, thereby reducing the system’s dependency on initial configuration
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and the necessity for synchronization. Furthermore, this approach would enhance
the scalability of the system, facilitating the addition of new robots without
significant alterations to the communication network or the overall architecture.
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