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Abstract 
 

Energy storage systems are essential for the deployment of renewable energy at large scale 

and the use of CO2 as working fluid has experienced a significant boost in recent years due to 

its unique thermo-physical properties. This thesis presents a conceptual large scale 

thermoelectrical energy storage system based on a reversible heat pump that works with CO2 

in transcritical conditions. An exergo-economic analysis of the base close system is performed 

to determine the thermodynamic and economic feasibility of this kind of technology. Then, 

different possible integration scenarios for the base case are proposed and analysed; an open 

cycle that stores CO2 and performs a geological injection of it; low and high temperature 

storage integrations to maximize the performance of the base case.   
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1. Introduction 
 

Since the beginning of civilization renewable energy sources have played a crucial role in 

human history allowing social and technological development. Nowadays the choice of 

investing on renewable energy to meet the present energy demand is justified by 

environmental reasons, particularly with the aim of reducing local and global atmospheric 

emissions [1]. Although often commercially available, most are still at an early stage of 

development and not technically mature and only few renewable energy technologies can 

actually compete with conventional fuels on cost. But substantial cost reductions can be 

achieved for most renewables, closing gaps and making them more competitive.  

The development of renewable energy is strongly connected to the implement of efficient  

ways to store energy to correct the mismatch between supply and demand of energy. The 

focus in this thesis is on sensible TES that allows to store thermal energy to be used 

subsequently for producing electricity. In order to do that a reversible HP that works with CO2 

is used. The choice of this working fluid is justified by its unique thermo-physical properties 

and the need for limiting its emissions from the use of fossil fuels. To achieve this goal, other 

feasible options are represented by the capture and the storage of CO2 in geological formation. 

The main idea so, is to develop a cross-sectoral technology for the energy transition, combining 

a renewable energy storage system based on the transcritical CO2 cycle, CO2 storage in 

geological formations and geothermal heat extraction. In Europe the CEEGS (CO2 based 

electrothermal energy and geological storage system) project has the objective to provide 

scientific proof of the techno-economic feasibility of this technology, raising the current low 

Technology Readiness Level (TRL) from 2 to 4 by addressing gaps in the interface between 

surface trans-critical cycle and the subsurface CO2 storage. 

Different studies have been carried out to meet the objective of the CEEGS project, in 

particular the work executed by A. Carro, R. Chacartegui, C. Ortiz, J. Carneiro and J.A. Becerra 

presents an energy storage system based on transcritical CO2 cycle. The system proposed is 

based on the concept of electrothermal energy storage and its integration with geological 

CO2 storage. The paper develops the concept and analyses the different modes of operation 
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by carrying out a dimensioning of the plant. Mosty of the input parameters used for the 

modelling part of this thesis are taken from this study [2]. 

The aim of this thesis is to model and analyse a close cycle based on a reversible HP that works 

with transcritical CO2. This system stores thermal energy in the charge cycle that can be used 

in the discharge one to produce electrical energy. An exergo-economic analysis of the system 

is performed to highlight the total system costs in monetary terms and any thermodynamic 

analysis of the system, including the initial investment and maintenance costs of the 

assessment [3]. It is crucial to the design and operation of a cost-effective system. In fact, it 

provides extra information than exergy analysis for the design of cost-effective energy systems, 

as an exergy-aided cost-reduction method, by associating costs with exergy losses. It aims to 

calculate separately the costs of each product generated by a system having more than one 

product, to understand the cost-formation process and the flow of costs in the system, to 

optimize specific variables in a single component, or to optimize the overall system. 

In addition, different integration scenarios are proposed to improve the power production or 

to solve some technical limitation of the base case. The first integration suggested is an open 

cycle based on a reversible HP that works with transcritical CO2, paired with geological storage. 

Then two different LT scenarios are presented. In the first one various refrigerants are 

compared using the base case configuration to find the most suitable one. In the second one 

the base case configuration is paired with and absorption chiller cycle that works with NH3-

H2O solution. Lasty, for the HT scenario a configuration based on a cascade HP with a 

transcritical bottom cycle and a transcritical top cycle for the charge part is presented. 
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2. Electrothermal energy storage using 

transcritical CO2 cycles 
 

Energy storage is used to decouple the power supply from the power demand maintaining grid 

frequency and power quality and allowing a flexibility in the choice of fuels and primary energy 

sources [4]. Different storage technologies are used in electric power systems such as 

chemical, electrochemical, mechanical, electromagnetic, or thermal storage. In this 

classification, the conversion step before the storage is defined as direct or indirect, depending 

on if source energy has been converted to other forms of energy before storage [5]. 

An electrothermal energy storage system, during period of excess of electricity generation, in 

the so-called charge phase, converts electric energy into thermal energy, storing it in insulated 

tanks. On the other hand, during the discharge phase, in periods of electricity deficit, the 

thermal energy is extracted and converted into electric energy. The thermal storage (TES) can 

be based on sensible, latent (PCM) or thermo-chemical (TCS) heat storage [6].  

To store thermal energy, in the system under analysis, a reversible HP is used, and it is 

composed by two cycles indirectly connected by the heat storage tanks. Each cycle is a 

supercritical one with CO2 as working fluid and it can be closed or open. In open case the cycle 

is coupled with an underground geological storage to store the carbon dioxide in such a way 

that it cannot escape into the atmosphere [7].  

 

2.1 Transcritical or supercritical cycle 
 

The transcritical or supercritical cycle is a cycle with a maximum pressure higher than the 

critical one [8].  

According to the study effectuated by Feher [9], it is characterized by high thermal efficiency,  

low volume to power ratio, no blade erosion in the turbine, no cavitation in the pump, single 

stage turbine and pump, single phase fluid in the heat rejection process, and insensitivity to 

compression efficiency.   
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The use of supercritical CO2 as a working fluid is a choice that was popular in the first twenty 

years of the 20th century especially for refrigerant purposes. But due to poor technology at the 

time, the physical properties of this fluid (the very low critical temperature, 31.1 °C and the 

high critical pressure, 7.37 MPa) and the typology of cooling medium, usually low temperature 

groundwater or seawater, it results in low refrigeration efficiency and a subcritical cycle for 

CO2 system. It was replaced then by synthetic refrigerants [10].   

In the last years the interest through this fluid has grown. In fact, the 2015 Paris Agreement 

and the 2018 Intergovernmental Panel on Climate Change (IPCC) have focused their attention 

on the atmospheric concentration of greenhouse gases and their effects on the global warming 

increase. The disastrous consequences on the environmental habitats, due to an increase in 

temperature above 2 °C, have been investigated and compared to a 1.5 °C increase [11]. Many 

solutions are presented in Hawken’s book to reverse global warming and an important role is 

played by refrigerants. The most diffuse are chlorofluorocarbons gases (CFCs), that have a 

deleterious effect on the ozone layer, and hydrofluorocarbons (HFCs), that have a capacity to 

warm the atmosphere that is thousands to nine thousand greater than that of CO2.  The 

Montreal Protocol on Substances That Deplete the Ozone layer bans CFCs and the 2016 Kigali 

Amendment to the Montreal Protocol, adopted from more than 170 countries, phases out 

HFCs by 2028. Substitutes to these refrigerants are already present on the market, as natural 

refrigerants such as propane, carbon dioxide or ammonia [12].  

The use of CO2 as a working fluid for supercritical cycle is also justified by its unique thermo-

physical properties because it has both the characteristics of gas and liquid.  The low critical 

temperature makes this material adapt to work in cycles with water and the high density leads 

to a compact equipment and a large power density. It is also characterized by a low surface 

tension which is responsible for a reduction of the cavitation effect in the machinery and the 

low compression ratios required, near to the critical point, leads to higher efficiency of the 

machinery [13]. Moreover, due to the high value of compressibility, a small change in pressure 

causes large changes in density that affects diffusivity, viscosity, and other properties so the 

chemical reaction rates can be easily controlled [14]. Also, the environmental properties are 

excellent because it is non-flammable and non-toxic [15]. 

The closed-loop supercritical CO2 cycles can have application in fossil, nuclear and 

concentrating solar power plants, as well in waste heat recovery and marine systems [16]. 
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2.2 Reversible heat pump 
 

A HP is a machine that transfers heat from a LT source to a HT one, using a refrigeration cycle. 

In this cycle a refrigerant is firstly compressed with a compressor, then it is condensed releasing 

heat to the outside and expanded though an expansion valve before entering an evaporator 

where the heat is absorbed by the outside.  

Usually, the HP is used for heating or conditioning an ambient by transferring heat to a space 

to be heated during winter season and by extracting heat from the same space to be cooled 

during the summer period [17].  

In the system under analysis based on transcritical CO2, the HP is used to convert the electrical 

energy in thermal one during the excess of electricity generation and as HE to convert the 

thermal energy into electrical one during deficit of electricity generation. So, it is composed by 

two closed cycles, respectively the charge cycle and the discharge one, indirectly connected 

through the insulated reservoirs. In Figure 1 it is shown the working scheme of the HP (1-2-3-

4) and the HE (5-6-7-8). To ensure a high efficiency of the system and to minimize the exergy 

losses in the heat exchange process is necessary to have close, and if it is possible parallel,  

curves between the heat exchange process and the storage tanks.  

 
Figure 1. Reversible heat pump energy storage system with well-integrated temperature profile 



15 
 

The operation conditions and working fluid properties allows that the thermal energy is stored 

as sensible heat in water in the HT side. The theoretical cycle reported in Figure 1 uses latent 

heat in the LT side to evaporate or to condense the CO2 but, in the reference system, sensible 

heat is used due to impossibility of the modelling software, Aspen Hysys®, to work with solid 

material in the heat exchangers. In fact, H2O has a very high heat capacity and consequently a 

high energy density of the storage in both volume and mass. Moreover, it has excellent heat 

transfer and transport properties and optimal chemical properties such as toxicity,  

flammability, corrosiveness.  
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3. Physical structure of the system  
 

In Figure 2 is reported the scheme of the reference system composed of a closed cycle in 

charge and discharge operation, taken from [2],  with all the components and the streams. The 

charge cycle is located at the left of the scheme while the discharge cycle on the right.  

The charge cycle is composed of the following components: 

• COMPR - Compressor: it compresses the CO2 coming from the evaporator increasing 

the pressure and the temperature values to reach the high-pressure level of the cycle. 

• COND-C - Condenser: it condenses the hot CO2 exchanging heat with the H2O. The H2O 

enters the cold side of the heat exchanger receiving the heat released from the CO2. At 

the end it is stored in a HT tank to be used in the discharge cycle. 

• VALVE - Valve: it expands the CO2 to reach the low-pressure level of the cycle. At the 

exit the fluid is constituted by a vapour and a liquid phase.  

• EVA-C - Evaporator: it evaporates the CO2 until reaching the saturation condition. In 

this way it is possible avoid damage to the compressor due to liquid droplets [18].  The 

H2O enters the hot side of heat exchanger and releases sensible heat to the CO2. Then 

it is stored in a LT tank to be used in the discharge cycle.  

Figure 2. Scheme of the reference system 
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The discharge cycle is composed of the following components: 

• PUMP - Pump: it increases the pressure and the temperature of the CO2, coming from 

the condenser, to reach the high-pressure level of the cycle. 

• EVA-D - Evaporator: it evaporates the CO2 absorbing the heat released by the H2O. The 

H2O comes from the HT tank, and it enters the hot side of the heat exchanger. At the 

end it is released in the environment.  

• TURB - Turbine: it expands the CO2 to reach the low-pressure level of the cycle. 

• COND-D - Condenser: it condenses the CO2 to the saturation condition releasing heat 

to the H2O. In fact, the water coming from the LT storage, enters the cold side of the 

heat exchanger and it is heated up.  

In order to proceed with the analysis of the plant a CV has to be defined to underline the part 

of the system of interest. In fact, the exergo-economic analysis is performed on the part of the 

system comprised inside the CV. The CV can be chosen arbitrarily. For the system under 

investigation the choice is justified by the successive change of the refrigerant fluid used for 

storage and by a willingness to simplify reducing the number of analysed streams. In Figure 3 

is reported a scheme of the closed cycle in which the CV is highlighted. 

 

 

Figure 3. Scheme of the reference system highlighting the control volume 
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After the definition of the CV it is possible to identify the streams that interact with it and the 

components comprised inside it. In order to describe the structure of the system (the one 

comprised inside the CV) the incidence matrix 𝐴 is defined. It is a (𝑛 × 𝑚) matrix where 𝑛 is 

the number of components and 𝑚 is the number of the total streams, both energy and mass 

ones. For the system considered the number of components 𝑛 is equal to 8 while the number 

of streams 𝑚 is equal to 15. The number of streams, beyond considering the mass ones, 

considers also the power needed by the compressor and the pump, the power released by the 

turbine and the heat flux absorbed or released by each heat exchanger.  

This incidence matrix, reported in Table 1, is built on the following rules: 

• If the considered stream enters the component, then the value for that component is 

equal to 1. 

• If the considered stream exits the component, then the value for that component is 

equal to -1. 

• If the considered stream doesn’t enter or exit the component, then the value for that 

component is equal to 0.  

Table 1. Incidence matrix of the considered system 

 

In steady state conditions the balance of mass (Formula 1), energy (Formula 2) and exergy 

(Formula 3) are expressed in matrix form as follows.  

 

𝐴 × 𝑀 = 0 (1) 

𝐴 × 𝑈 = 0 (2) 

𝐴 × 𝐸 = 𝐼 (3) 

 
Mass Streams Energy Streams 

 
1 2 3 4 5 6 7 8 W-COMPR W-PUMP W-TURB Φ-COND-C Φ-EVA-C Φ-EVA-D Φ-COND-D 

COMPR 1 -1 0 0 0 0 0 0 1 0 0 0 0 0 0 

COND-C 0 1 -1 0 0 0 0 0 0 0 0 -1 0 0 0 

VALVE 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 

EVA-C -1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 

PUMP 0 0 0 0 1 -1 0 0 0 1 0 0 0 0 0 

EVA-D 0 0 0 0 0 1 -1 0 0 0 0 0 0 1 0 

TURB 0 0 0 0 0 0 1 -1 0 0 -1 0 0 0 0 

COND-D 0 0 0 0 -1 0 0 1 0 0 0 0 0 0 -1 
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Where: 

• 𝐴 is the (𝑛 × 𝑚) incidence matrix. 

• 𝑀, 𝑈, 𝐸 are (𝑚 × 1) vectors containing respectively the values of mass flow rate, 

energy and exergy for each stream. 

• 𝐼 is the (𝑛 × 1) irreversibility vector defined for each component.  
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4. Productive structure of the system 
 

In order to perform a complete definition of the system under analysis the productive structure 

is investigated. The productive model of the plant considers the productive purposes of the 

process units with the definition of the fuels and products and the distribution of the resources 

throughout the plant. The definition of these quantities is not unique and it depends, for each 

component, from its operational role in the process and from the identified CV. Resources and 

products can be defined as the sum or difference of physical flows, both mass and energy ones.  

The system under investigation has the purpose, on the charge side, to store the sensible heat 

in a HT and LT tank and, on the discharge side, to convert the stored heat in electrical energy. 

With this assumption the Table 2 is built reporting the productive purpose of each component. 

Table 2. Productive structure of the whole system 

Component Resource Product Loss 

COMPR 𝑊𝐶𝑂𝑀𝑃𝑅  𝐸2 − 𝐸1 / 

COND-C 𝐸2 − 𝐸3  Φ𝐶𝑂𝑁𝐷−𝐶 / 

VALVE 𝐸3 𝐸4 / 

EVA-C 𝐸4 − 𝐸1 ΦEVA−C / 

PUMP 𝑊𝑃𝑈𝑀𝑃  E6 − E5 / 

EVA-D Φ𝐸𝑉𝐴−𝐷 E7 − E6 / 

TURB 𝐸7 − 𝐸8  WTURB / 

COND-D Φ𝐶𝑂𝑁𝐷−𝐷 E5 − 𝐸8 / 
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5. Aspen Hysys® modelling 
 

The steady state simulation is executed with Aspen Hysys® a software that uses sequential-

modular approach for solving the flowsheet, in which each unit operation is considered as a 

separate block and calculated sequentially [19].  

Starting with some input data, reported in Tables 4 and 5, and specifying an appropriate 

property method, Aspen Hysys® predicts the outputs for a designed process, defining the 

thermodynamic state for each node of the model.  

The property methods selected for each fluid are shown in the Table 3.  

Table 3. Property methods used for each fluid 

Fluid Property Method 

CO2 PENG-ROB 

H2O PENG-ROB 

 

The most important characteristics of the chosen method are reported [20]: 

• PENG-ROB: it uses the Standard Peng-Robinson cubic equation of state for all the 

thermodynamic properties except liquid molar volume and the API method for liquid 

molar volume of pseudocomponents and the Rackett model for real components. This 

method is indicated for nonpolar or mildly polar mixtures such as hydrocarbons and 

light gases, such as carbon dioxide, hydrogen sulphide and hydrogen. It can be used at 

all temperatures and pressures and it is consistent in the critical region even if the 

results are least accurate in the region near the mixture critical point. 

For the selection of the input data, a pressure range of 140 to 200 bar is chosen as the most 

suitable for high CO2 pressure values in the transcritical cycle. This selection is based on the 

principle that higher pressure during the charging phase results in a higher compressor outlet 

temperature, which significantly influences the turbine inlet temperature during the discharge 

cycle. This temperature, along with the discharge pressure, determines the available enthalpy 

change. At lower pressures, a CO2 saturation temperature of 0 °C corresponds to a pressure of 

about 35 bar. Regarding system performance relative to low-pressure values, the highest 

feasible low-pressure value during charging minimizes the work of the compressor, while the 
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lowest feasible pressure during discharge maximizes the output of the turbine. Therefore, the 

low-pressure operating range should balance these conditions and ensure efficient heat 

exchange with the LT tank. By establishing a minimum temperature difference of 4 °C in the 

heat exchanger and neglecting the pressure drop, the selected low-pressure range is 30–40 

bar. This range sets the maximum vaporization pressure of CO2 during charging at 30 bar and 

the minimum condensation pressure of CO2 during discharge at 40 bar, optimizing system 

performance.  

The system is constructed adding all the components explained before and inserting the input 

parameters that are summarized in Tables 4 and 5.  A “break point” is considered in the model 

for the cycle input conditions and it is inserted at state points 1 and 5.  

Table 4. Main assumptions, inputs and hypothesis on the modelling of the charge cycle for the base case 

Input parameters charge cycle 

COMPR 

Isentropic Efficiency 0,86 - 

Inlet Vapor fraction 1 - 

Inlet Pressure 30 bar 

Power 1 MW 

Outlet Pressure 200 bar 

COND-C 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Cold Side 30 °C 

Inlet Pressure Cold Side 12 bar 

VALVE Inlet Temperature 70 °C 

EVA-C 
 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Hot Side 10 °C 

Inlet Pressure Hot Side 5 bar 
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Table 5. Main assumptions, inputs and hypothesis on the modelling of the discharge cycle for the base case 

Input parameters discharge cycle 

PUMP 

Isentropic Efficiency 0,85 - 

Inlet Liquid fraction 1 - 

Inlet Pressure 40 bar 

Power 1 MW 

Outlet Pressure 190 bar 

EVA-D 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Hot Side 161 °C 

Outlet Temperature Hot Side 30 °C 

Inlet Pressure Hot Side 12 bar 

TURB 
Isentropic Efficiency 0,88 - 

Outlet Pressure 40 bar 

COND-D 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Cold Side -1,046 °C 

Inlet Pressure Cold Side 5 bar 
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6. Energy analysis 
 

An energy analysis is performed for each component of the charge cycle to verify the 

coherence of the outputs and the specific thermodynamic equations are reported for the 

reference conditions. 

• Compressor: the energy balance has as an input values the isentropic efficiency and 

the power. Considering that it is known also the vapor fraction and the pressure at the 

inlet, it is possible to determine the position of the inlet point on the saturation curve 

of the CO2 obtaining all the thermodynamic properties of this point. The equations 

used are reported: 

 

𝐺1 ∙ ℎ1 + 𝑊𝑐 − 𝐺2 ∙ ℎ2 = 0 (4) 

𝛽𝑐 =
𝑝2

𝑝1
 (5) 

𝜂𝑐,𝑖𝑠 =
ℎ2,𝑖𝑠 − ℎ1

ℎ2 − ℎ1
 

(6) 

 

 

• Condenser: the hot side is the one with the CO2 while the cold one has the H2O as 

operating fluid. The energetic balance has as input values the mass flow rate at the hot 

side, the inlet thermodynamic properties at both sides and the outlet temperature at 

the hot side. Moreover, the minimum temperature difference at the pinch point is 

known and the pressure losses, that are negligible. The equations used are reported: 

 

𝐺2 ∙ ℎ2 − 𝐺3 ∙ ℎ3 + 𝐺𝑤1 ∙ ℎ𝑤1 − 𝐺𝑤2 ∙ ℎ𝑤2 = 0 (7) 

𝑇ℎ𝑜𝑡,𝑝𝑖𝑛𝑐ℎ = 𝑇𝑐𝑜𝑙𝑑,𝑝𝑖𝑛𝑐ℎ + 𝛥𝑇𝑚𝑖𝑛 (8) 

 

• Valve: the energy balance has as input values the outlet pressure and the 

thermodynamic properties at the inlet. The lamination process can be approximated 

to an iso-enthalpic expansion: 
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ℎ3 ≅ ℎ4 (9) 

 

• Evaporator: the hot side is the one with H2O while the cold one has the CO2 as 

operating fluid. The energy balance has as an input values the mass flow rate at the 

cold side, the inlet thermodynamic properties at both sides and the outlet 

thermodynamic properties at cold side. Moreover, the minimum temperature 

difference at the pinch point is known and the pressure losses, that are negligible. The 

equations used are reported: 

 

𝐺4 ∙ ℎ4 − 𝐺1 ∙ ℎ1 + 𝐺𝑖1 ∙ ℎ𝑖1 − 𝐺𝑖2 ∙ ℎ𝑖2 = 0 (10) 

𝑇ℎ𝑜𝑡,𝑝𝑖𝑛𝑐ℎ = 𝑇𝑐𝑜𝑙𝑑,𝑝𝑖𝑛𝑐ℎ + 𝛥𝑇𝑚𝑖𝑛 (11) 

 

An energy analysis is also performed for each component of the discharge cycle to verify the 

coherence of the outputs and the specific thermodynamic equations are reported. 

• Pump: the energy balance has as an input values the isentropic efficiency and the 

power. Considering that it is known also the vapor fraction and the pressure at the 

inlet, it is possible to determine the position of the inlet point on the saturation curve 

of the CO2 obtaining all the thermodynamic properties of this point. The equations 

used, considering negligible the difference in height and velocity between the inlet and 

the outlet, are reported: 

 

Δ𝐻 =
𝑝6 − 𝑝5

𝜌 ∙ 𝑔
 (12) 

𝑊 = 𝜂𝑖𝑠 ∙ 𝐺 ∙ 𝑔 ∙ Δ𝐻 (13) 
 

 

• Evaporator: the cold side is the one with the CO2 while the hot one has the H2O as 

operating fluid. The energy balance has as an input values the mass flow rate at the 

cold side, the inlet thermodynamic properties at both sides and the outlet 

thermodynamic properties at hot side. Moreover, the minimum temperature 
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difference at the pinch point is known and the pressure losses, that are negligible. The 

equations used are reported: 

 

𝐺6 ∙ ℎ6 − 𝐺7 ∙ ℎ7 + 𝐺𝑤3 ∙ ℎ𝑤3 − 𝐺𝑤4 ∙ ℎ𝑤4 = 0 (14) 

𝑇ℎ𝑜𝑡,𝑝𝑖𝑛𝑐ℎ = 𝑇𝑐𝑜𝑙𝑑,𝑝𝑖𝑛𝑐ℎ + 𝛥𝑇𝑚𝑖𝑛 (15) 

 

• Turbine: the energy balance has as an input values the thermodynamic properties at 

the inlet, the pressure at the outlet and the isentropic efficiency. The equations used 

are reported: 

 

𝐺7 ∙ ℎ7 − 𝑊𝑡 − 𝐺8 ∙ ℎ8 = 0 (16) 

𝛽ℎ𝑡 =
𝑝8

𝑝7
 (17) 

𝜂ℎ𝑡,𝑖𝑠 =
ℎ8 − ℎ7

ℎ8,𝑖𝑠 − ℎ7
 (18) 

 

• Condenser: the cold side is the one with the H2O while the hot one has the CO2 as 

operating fluid. The energy balance has as an input values the mass flow rate at the 

hot side, the inlet thermodynamic properties at both sides and the outlet 

thermodynamic properties at hot side. Moreover, the minimum temperature 

difference at the pinch point is known and the pressure losses, that are negligible. The 

equations used are reported: 

 

𝐺8 ∙ ℎ8 − 𝐺5 ∙ ℎ5 + 𝐺𝑖3 ∙ ℎ𝑖3 − 𝐺𝑖4 ∙ ℎ𝑖4 = 0 (19) 

𝑇ℎ𝑜𝑡,𝑝𝑖𝑛𝑐ℎ = 𝑇𝑐𝑜𝑙𝑑,𝑝𝑖𝑛𝑐ℎ + 𝛥𝑇𝑚𝑖𝑛 (20) 

 

The thermodynamic state at each point is obtained and the main output parameters are 

reported in Table 6. These values are considered while performing the exergo-economic 

analysis. 
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Table 6. Thermodynamic state of the mass streams for the reference system 

Stream m [kg/s] T [°C] p [bar] 
Vapour 

fraction [-] 
h [J/kg] s [J/kgK] 

1 9,525 -5,048 30 1 -9,02E+06 3,07E+03 

2 9,525 165 200 1 -8,91E+06 3,11E+03 

3 9,525 70 200 0 -9,10E+06 2,61E+03 

4 9,525 -5,046 30 0,66 -9,10E+06 2,76E+03 

w1 3,136 30 12 0 -1,59E+07 3,05E+03 

w2 3,136 161 12 0 -1,53E+07 4,63E+03 

i1 17,02 10 5 0 -1,60E+07 2,76E+03 

i2 17,02 -1,047 5 0 -1,60E+07 2,59E+03 

5 50,75 5,594 40 0 -9,24E+06 2,24E+03 

6 50,75 22,66 190 0 -9,22E+06 2,25E+03 

7 50,75 157 190 1 -8,92E+06 3,10E+03 

8 50,75 28,67 40 1 -8,99E+06 3,13E+03 

w3 26,27 161 12 0 -1,53E+07 4,63E+03 

w4 26,27 30 12 0 -1,59E+07 3,05E+03 

i3 959,8 -1,047 5 0 -1,60E+07 2,59E+03 

i4 959,8 2 5 0 -1,60E+07 2,63E+03 
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7. Exergo-economic analysis 
 

The Exergy Balance equation is written for each component 𝑗 connected to the stream 𝑘: 

 

∑ (1 −
𝑇0

𝑇𝑗

) Φ𝑗 − 𝑊𝑡,𝑗 = (
𝑑𝐴𝑗

𝑑𝑡
)

𝐶𝑉𝑗

+ ∑ 𝐺𝑘 ∙ (𝑏 + 𝜁)𝑘 + Ψ𝑗

𝑘

 (21) 

 

Where: 

• 𝑇0 is the ambient temperature and 𝑇𝑗 is the temperature of the j component. 

• Φ𝑗 is the thermal power exchanged. 

• 𝑊𝑡,𝑗 is the technical power of the j component. 

•  (
𝑑𝐴𝑗

𝑑𝑡
)

𝐶𝑉
is the variation with time of the internal exergy of the control volume. 

• 𝐺𝑘   is the mass flow rate of the 𝑘 stream. 

• 𝑏𝑘 is the specific physical exergy of the 𝑘 stream. 

• 𝜁𝑘 is the specific chemical exergy of the 𝑘 stream. 

• Ψ𝑗 is the exergy destroyed within component 𝑗 . 

The external reference environment is chosen between the temperatures at the evaporator 

and the condenser of the charge and discharge cycle, with the following conditions: 

𝑇0 = 25°𝐶  e  𝑝0 = 1 𝑏𝑎𝑟 

To use the Formula 21, it is necessary to estimate the specific physical and chemical exergy for 

each mass stream, mixture of different 𝑖 components, using Formulas 22 and 23 [21]. 

 

𝑏 = (ℎ − ℎ0) − 𝑇0 ∙ (𝑠 − 𝑠0) (22) 

𝜁 = ∑ 𝑥𝑖𝑏𝑖
𝑐ℎ,0

𝑖

+ 𝑅𝑇0 ∑ 𝑥𝑖 ln𝑥𝑖

𝑖

 (23) 
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Where: 

• ℎ and 𝑠 are respectively the enthalpy and the entropy of the considered stream. 

• ℎ0, 𝑠0 and 𝑇0 are respectively the enthalpy, the entropy and the temperature of the 

external reference environment. 

• 𝑥𝑖 is the molar fraction of the single component 𝑖 present in the considered stream. 

•  𝑏𝑖
𝑐ℎ,0 is the chemical exergy estimated at the condition of the reference environment 

of the single component 𝑖 present in the considered stream [22]. 

• 𝑅 is the universal gas constant. 

The exergy 𝐸 is a (𝑚 × 1) vector containing all the exergy flows of the system. It has a number 

of rows equal to the 𝑚 number of streams, energy and mass ones. It is reported in Table 7. 

Table 7. Exergy vector 

E [MW] 

1 6,05 

2 6,96 

3 6,55 

4 6,15 

5 33,61 

6 34,48 

7 36,83 

8 32,80 

W-COMPR 1,00 

W-PUMP 1,02 

W-TURB 3,55 

Φ-COND-C 0,35 

Φ-EVA-C -0,06 

Φ-EVA-D 2,90 

Φ-COND-D -1,13 

 

The irreversibility 𝐼 is a (𝑛 × 1) vector containing the exergy destroyed in each component. It 

has a number of rows equal to the 𝑛 number of components and it can be estimated according 

to Formula 3, reported below. 

 

𝐼 = 𝐴 × 𝐸  
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Where: 

• 𝐴 is the (𝑛 × 𝑚) incidence matrix, reported in Table 1. 

• 𝐸 is the (𝑚 × 1) exergy vector, reported in Table 7. 

The total irreversibility of the charge cycle is equal to 0,59 MW while the one of the discharge 

cycle is equal to 1,50 MW. The difference between these two values is justified mainly by the 

difference between the mass flow rates of the two cycles. The obtained irreversibility vector is 

reported in Table 8. 

Table 8. Irreversibility vector 

 

 

 

 

 

 

 

The percentages of exergy destroyed calculated for each component and referred to the total 

irreversibility for each cycle, at the reference conditions, are shown in Figure 4. 

 

I [MW] 

COMPR 0,10 

COND-C 0,06 

VALVE 0,41 

EVA-C 0,03 

PUMP 0,15 

EVA-D 0,54 

TURB 0,48 

COND-D 0,32 

Figure 4. Exergy destroyed percentages associated at each component 
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7.1 Exergy cost analysis 
 

In every energy system, the exergy of the resources is greater than or equal to that of the 

products. For both the plant as a whole as well for the single component the amount of exergy 

needed to obtain the products (𝑃) is equal to the exergy of the resources (𝐹) consumed plus 

the irreversibilities (𝐼).  

𝐹 − 𝑃 = 𝐼 > 0 

The exergy cost 𝐸∗ associated with a physical flow is the amount of exergy needed to produce 

this flow, equal to sum of exergy and all the accumulated irreversibilities produced. The exergy 

cost is related to the production process, linked to a set of internal and external conditions.  

Moreover, it is important to define the unit exergy cost 𝑘∗, obtained by the ratio between the 

exergy cost and the exergy defined for a certain 𝑖 stream. It is defined as the amount of exergy 

associated to the external resource to produce a unit exergy associated with a specific flow.   

 

𝑘𝑖
∗ =

𝐸𝑖
∗

𝐸𝑖
 (24) 

 

The exergy cost is a conservative property defined by the following balance equation: 

 

𝐴 × 𝐸∗ = 0 (25) 

 

Where: 

• 𝐴 is the (𝑛 × 𝑚) incidence matrix, reported in Table 1. 

• 𝐸∗ is the (𝑚 × 1) exergy cost vector with the number of rows equal to the number of 

streams. 

In order to compute the exergy cost of the different streams auxiliary equations are written. 

Their number is given by the difference 𝑚 − 𝑛 where 𝑚 is the number of the streams and 𝑛 is 
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the number of the components. For the system considered the number of streams 𝑚 is equal 

to 15 while the number of components 𝑛 is equal to 8. The 𝑚 − 𝑛 difference is equal to 7.  

To define them the cost allocation rules (𝑃1, 𝑃2, 𝑃3, 𝑃4) are used: 

• P1: the first rule regards the flows entering the system. In absence of specific external 

assessment, the exergy cost of inlet flows is equal to their exergy. The unit cost of 

resources then is equal to one.  

𝑘𝑖
∗ =

𝐸𝑖
∗

𝐸𝑖
= 1 

𝐸𝑖
∗ = 𝐸𝑖 

• P2: the second rule regards the discharged flows. In absence of specific external 

assessment, the exergy cost of waste flows is equal to zero.  

𝐸𝑖
∗ = 0 

• P3: the third rule regards the outlet flows of a specific component that are also partially 

a resource of that component. The unit exergy cost of the outlet flow is the same of 

the inlet one. Alternatively, it can be used when the resource of a component is defined 

as difference of two streams (𝐸1 − 𝐸2), in this case the unit exergy cost of the two 

flows is the same.  

𝑘1
∗ = 𝑘2

∗ 

𝐸1
∗

𝐸1
=

𝐸2
∗

𝐸2
 

𝐸2

𝐸1
∙ 𝐸1

∗ − 𝐸2
∗ = 0 

 

• P4: the fourth rule regards components that have products composed of several flows 

with the same thermodynamic quality. The unit exergy cost of these flows is the same. 

Alternatively, when the product of a component is defined as sum of two streams 

(𝐸1 + 𝐸2), the unit exergy cost of the two ones is the same.   

 

𝑘1
∗ = 𝑘2

∗ 
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𝐸1
∗

𝐸1
=

𝐸2
∗

𝐸2
 

𝐸2

𝐸1
∙ 𝐸1

∗ − 𝐸2
∗ = 0 

In the system under analysis these rules are used to determine the 7 additional equations 

needed considering the productive structure summarized in Table 2.  

• P1 at COMPR. The resource for this component is defined as the power delivered to it. 

The exergy cost of the inlet energy stream is equal to its exergy.  

 

𝐸𝑊−𝐶𝑂𝑀𝑃𝑅
∗ = 𝐸𝑊−𝐶𝑂𝑀𝑃𝑅 = 1,00 

 

1. P1 at PUMP. The resource for this component is defined as the power delivered to it. 

The exergy cost of the inlet energy stream is equal to its exergy. 

 

𝐸𝑊−𝑃𝑈𝑀𝑃
∗ = 𝐸𝑊−𝑃𝑈𝑀𝑃 = 1,02 

 

2. P1 at EVA-D. The resource for this component is defined as the heat delivered to it. 

The exergy cost of the inlet energy stream is equal to its exergy. 

 

𝐸Φ−EVA−D
∗ = 𝐸Φ−EVA−D = 2,90 

 

3. P1 at COND-D. The resource for this component is defined as the heat delivered to it. 

The exergy cost of the inlet energy stream is equal to its exergy and it has a negative 

value because the heat is rejected.  

 

𝐸Φ−COND−D
∗ = 𝐸Φ−COND−D = −1,13 

 

4. P3 at COND-C. The resource for this component is defined as the difference (𝐸2 − 𝐸3). 

The unit exergy cost of the outlet flow is the same of the inlet one. 

 

𝑘2
∗ = 𝑘3

∗ 
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𝐸2
∗

𝐸2
=

𝐸3
∗

𝐸3
 

𝐸3

𝐸2
∙ 𝐸2

∗ − 𝐸3
∗ = 0 

0,94 ∙ 𝐸2
∗ − 𝐸3

∗ = 0 

 

5. P3 at EVA-C. The resource for this component is defined as the difference (𝐸4 − 𝐸1). 

The unit exergy cost of the outlet flow is the same of the inlet one.  

 

𝑘4
∗ = 𝑘1

∗ 

𝐸4
∗

𝐸4
=

𝐸1
∗

𝐸1
 

𝐸1

𝐸4
∙ 𝐸4

∗ − 𝐸1
∗ = 0 

0,98 ∙ 𝐸4
∗ − 𝐸1

∗ = 0 

 

6. P3 at TURB. The resource for this component is defined as the difference (𝐸7 − 𝐸8). 

The unit exergy cost of the outlet flow is the same of the inlet one. 

 

𝑘7
∗ = 𝑘8

∗ 

𝐸7
∗

𝐸7
=

𝐸8
∗

𝐸8
 

𝐸8

𝐸7
∙ 𝐸7

∗ − 𝐸8
∗ = 0 

0,89 ∙ 𝐸7
∗ − 𝐸8

∗ = 0 

 

All the previous equations can also be written in matrix formulation: 

 

𝐴𝑐 × 𝐸∗ = 𝑌𝑒 

[
𝐴
𝛼𝑒

𝛼𝑥

] × 𝐸∗ = [
0
𝜔
0

] 
(26) 
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Where: 

• 𝐴𝑐  is the (𝑚 × 𝑚) cost matrix composed of the incidence matrix 𝐴, the matrix 𝛼𝑒  that 

contains the equations related to the P1 and P2 rules and the matrix 𝛼𝑥 that contains 

the equations related to the P3 and P4 rules. It is reported in Table 9.  

• 𝐸∗ is the (𝑚 × 1) exergy cost vector, reported in Table 11.   

• 𝑌𝑒 is the (𝑚 × 1) vector that contains the known terms of the equations, reported in 

Table 10.  

Table 9. Cost matrix of the system 
 

Mass Streams Energy Streams 
 

1 2 3 4 5 6 7 8 W-COMPR W-PUMP W-TURB Φ-COND-C Φ-EVA-C Φ-EVA-D Φ-COND-D 

COMPR 1 -1 0 0 0 0 0 0 1 0 0 0 0 0 0 

COND-C 0 1 -1 0 0 0 0 0 0 0 0 -1 0 0 0 

VALVE 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 

EVA-C -1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 

PUMP 0 0 0 0 1 -1 0 0 0 1 0 0 0 0 0 

EVA-D 0 0 0 0 0 1 -1 0 0 0 0 0 0 1 0 

TURB 0 0 0 0 0 0 1 -1 0 0 -1 0 0 0 0 

COND-D 0 0 0 0 -1 0 0 1 0 0 0 0 0 0 -1 

P1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

P1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

P1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 

P1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 

P3 0 0,94 -1 0 0 0 0 0 0 0 0 0 0 0 0 

P3 -1 0 0 0,98 0 0 0 0 0 0 0 0 0 0 0 

P3 0 0 0 0 0 0 0,89 -1 0 0 0 0 0 0 0 

 

Table 10. Vector of external assessments 

Ye [MW] 

COMPR 0,00 

COND-C 0,00 

VALVE 0,00 

EVA-C 0,00 

PUMP 0,00 

EVA-D 0,00 

TURB 0,00 

COND-D 0,00 

P1 1,00 

P1 1,02 

P1 2,90 

P1 -1,13 

P3 0,00 

P3 0,00 

P3 0,00 
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Using the inverse of the Equation 26 it is possible to obtain the exergy cost vector 𝐸∗ and the 

unit exergy cost vector 𝑘∗ with Equation 24, reported below. The values obtained are reported 

in Tables 11 and 12.  

𝐸∗ = 𝐴𝐶
−1 × 𝑌𝑒 

     

Table 11. Exergy cost vector 

E* [MW] 

1 12,82 

2 13,82 

3 13,02 

4 13,02 

5 42,16 

6 43,17 

7 46,08 

8 41,03 

W-COMPR 1,00 

W-PUMP 1,02 

W-TURB 5,05 

Φ-COND-C 0,80 

Φ-EVA-C -0,20 

Φ-EVA-D 2,90 

Φ-COND-D -1,13 

 

Table 12. Unit exergy cost vector 

k* [-] 

1 2,1 

2 2,0 

3 2,0 

4 2,1 

5 1,3 

6 1,3 

7 1,3 

8 1,3 

W-COMPR 1,0 

W-PUMP 1,0 

W-TURB 1,4 

Φ-COND-C 2,3 

Φ-EVA-C 3,3 

Φ-EVA-D 1,0 

Φ-COND-D 1,0 

7.2 Cost of components  
 

In order to proceed with the exergo-economic analysis, for each component its cost is 

evaluated. Firstly, it is necessary to estimate the cost of the base-case and then to correct it 

considering the type of the equipment, the dimension, the used material and the operating 

pressure and temperature [23]. 

The purchased cost of the equipment in the base-case 𝐶𝑝
0, at ambient operating pressure and 

using carbon steel construction is estimated with Formula 27.  

 

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2 (27) 
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Where: 

• 𝐴 is the capacity or size parameter of the equipment.  

• 𝐾1 , 𝐾2 and 𝐾3 are three constants taken from the literature that depend on the type 

of the component [24].  

The Bare Erected Cost (BEC) of the equipment 𝐶𝑏𝑒𝑐 is estimated with a cost function, a 

relationship that estimates the purchasing cost of a component using as input one or more 

reference operating conditions. For most component is used the Formula 28 while for specific 

components the Formula 29.  

 

𝐶𝑏𝑒𝑐 = 𝐶𝑝
0 ∙ 𝐹𝑝 ∙ 𝐹𝑚 (28) 

𝐶𝑏𝑒𝑐 = 𝐶𝑝
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) (29) 

 

Where: 

• 𝐶𝑝
0 is the purchased cost of the equipment in the base-case. 

• 𝐹𝑚 is the corrective factor related to the operating temperature and the used material 

of the equipment. 

• 𝐵1  and 𝐵2 are two corrective factors used for specific components. 

• 𝐹𝑝  is the corrective factor related to the operating pressure estimated with Formula 30. 

 

𝐹𝑝 = 10𝐶1+𝐶2 log10(𝑃)+𝐶3[log10(𝑃)]2
 (30) 

  

Where: 

• 𝑃 is the operating pressure of the component.  

• 𝐶1, 𝐶2 and 𝐶3 are constants that depend on the typology of the equipment and 

on the operating pressure. 
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The cost functions are defined by lower and upper limits of the independent variables. Outside 

these ranges the resulting cost could be unrealistic. A scale factor is then applied when the 

independent variables are outside the ranges using Formula 31. 

 

𝐶1

𝐶0
= (

𝑆1

𝑆0

)
𝑛

 (31) 

  

Where: 

• 𝐶0 and 𝑆0 are respectively the purchasing cost and the maximum or minimum 

equipment cost attribute in the base-case. 

• 𝐶1 and 𝑆1 are respectively the purchasing cost and equipment cost attribute in the real 

case. 

• 𝑛 is the cost exponent. For thermal process equipment its value is minor than unity, in 

fact the percentage increase in equipment cost is smaller than the percentage increase 

in equipment size. In the absence of other cost information its value is considered equal 

to 0,6 (six-tenths rule). In this analysis its value, taken by literature, is different for each 

component and reported in Table 13. 

Table 13. Cost exponent for each component [24] 

Component Cost exponent 

Compressor 0,95 

Heat-Exchanger 0,4 

Hydraulic Turbine 0,45 

Pump 0,84 

Turbine 0,65 

 

Moreover, the purchasing equipment cost, obtained with Formula 27, refers to the year 2001 

so it is important to convert this cost into one accurate for the present time that takes into 

account changing economic conditions. Specific cost indices are defined to make this 

conversion. 
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𝐶1

𝐶0
=

𝐼1

𝐼0
 (32) 

 

Where: 

• 𝐶1 and 𝐶0 are respectively the purchasing cost in the real case and in the base one. 

• 𝐼1 and 𝐼0 are respectively the cost index referred to the actual case and to the base one. 

Several cost indices can be used to adjust for the effect of time. The most used for this 

kind of analysis are the Marshall and Swift Equipment Cost Index (MSECI) and the 

Chemical Plant Cost Index (CEPCI). In this analysis, the second index is used and its 

value referred to the years 2001 and 2022 is reported.  

𝐼0,2001 = 394  

𝐼1,2022 = 815,98 

The CEPCI consists of a composite index assembled from a set of four sub-indexes: Equipment, 

Construction Labor, Buildings and Engineering & Supervision. Each index and subindex are the 

weighted sum of several components. Its value is searched for each month of the year 2022 

and then the average is calculated to obtain the final value. The values of the CEPCI for each 

month are reported in Figure 5 [25].  

Figure 5. Values of CEPCI for each month of the year 2022 
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Then the BEC is evaluated for each component of the charge and discharge cycle using the 

method explained above.  

 

7.2.1 Compressor 
 

Compressors are divided into two categories, positive-displacement and dynamic one [26].  

Positive-displacement compressors are characterized by the periodical change of the volume 

of the working chamber due to mechanical motion of the displacing elements. They can be 

further classified into two classes based on the motion of the displacer. The first group is the 

reciprocating compressor, in which the piston executes a sliding action inside the working 

chamber and the second one is the rotary compressor, whose rotor implements circular or 

near-circular motion in the working chamber.  

Dynamic compressors require the interaction between a continuous flow of working fluid and 

a set of blades to exchange energy through fluid dynamic action. They can be further classified 

into two classes according to the direction of fluid flow through the machine. The first group 

is the centrifugal compressor, that discharges flow in a radial direction and the second one is 

the axial one, that discharges flow in axial direction, parallel to the compressor axis [27]. 

The category of compressors more indicated for the considered system is the dynamic one, 

both the centrifugal and axial classes, due to the high compression ratio required. The software 

used, Aspen Hysys®, considers for the simulation only the reciprocating and the centrifugal 

type of compressor. For this reason, the centrifugal compressor is chosen.  

Typology Parameter 
Value 
[kW] 

K1 K2 K3 Min [kW] Max [kW] 

Centrifugal, 
axial and 

reciprocating 

Fluid 
power 
[kW] 

1000 2,2897 1,3604 -1,1027 450 3000 

 

The cost of the compressor is analysed using Turton cost functions. The base cost is estimated 

using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 279 666 $ 
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Considering that the parameter value, the fluid power, is inside the valid range it is not 

necessary to apply any correction for the size of the component. Only the correction for time 

is applied.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

815,98

394
) ∙ 279 666 = 579 196 $ 

The corrected factor related to the operating pressure is 𝐹𝑝 = 1 because for compressors 𝐶1 =

𝐶2 = 𝐶3 = 0. The corrected factor related to the operating temperature and the used material 

of the centrifugal compressor is reported in Table 14. 

Table 14. Corrected factor related to temperature and material for centrifugal compressor 

Material Temperature [°C] Fm 

CS <430 2,7 

SS <1200 5,7 

Ni Alloy <1000 3,8 

 

Considering that the maximum temperature reached by the working fluid is 165 °C, the used 

material for the compressor is the Carbon Steel (CS) with a corrected factor 𝐹𝑚 = 2,7. 

The BEC obtained, that considers all the corrections, is estimated using Formula 28. 

𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ 𝐹𝑚 ∙ 𝐹𝑝 = 579 196 ∙ 2,7 ∙ 1 = 1 563 829 $ 

 

7.2.2 Pump  
 

Like compressors, pumps are divided into two main categories according to their principle of 

operation, positive-displacement or dynamic. In positive displacement pumps, pressure is 

developed by trapping a quantity of liquid in a chamber and then compressing it to the 

discharge pressure. In a dynamic pump, the fluid first acquires kinetic energy which is then 

converted to pressure.  

Positive displacement pumps are further classified into two groups, reciprocating and rotary 

pumps. Rotary pumps, as contrasted to reciprocating pumps, produce a smooth-flowing 

discharge and do not require check valves at the inlet and discharge sides of the pump to 
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prevent backflow. Rotary pumps rotate at higher speeds than reciprocating pumps, and thus 

they can deliver a higher flow rate but at the expense of delivering lower pressures than 

reciprocating pumps.  

Dynamic pumps are classified into two main classes, centrifugal and peripheral pumps and are 

characterized by their ability to deliver high flow rates at low pressures [28]. 

Centrifugal pumps contain an impeller, usually having curved blades that are mounted on a 

shaft. This typology of pumps is employed where it is required to deliver a high flow rate at a 

medium pressure.  

The peripheral pumps employ a combination of mechanical impulse and centrifugal force to 

produce high heads at low flow rates.  

For cost evaluation, it is considered a reciprocating pump, because of mass flows, pressure 

ratios and characteristics. A centrifugal pump can also be selected for the application.  

Typology Parameter 
Value 
[kW] 

K1 K2 K3 Min [kW] 
Max 
[kW] 

Reciprocating 
Fluid 

power 
[kW] 

1015 3,8696 0,3161 0,122 0,1 200 

 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 174 950 $ 

Considering that the parameter value, the fluid power, is not inside the valid range it is 

necessary to also apply the correction for the size of the component as well as the correction 

for time. The value for the cost exponent is taken from Table 13.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝑆1

𝑆0

)
𝑛

∙ (
𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

1015

200
)

0,84

∙ (
815,98

394
) ∙ 174 950  = 1 417 964 $ 

The corrected factor related to the operating pressure is considered 𝐹𝑝 = 1 because the 

operating pressure, equal to 190 bar, is outside the ranges 𝑃 < 10 [bar] and 10 < 𝑃 < 100 

[bar].  The corrected factor related to the operating temperature and the used material of the 

reciprocating pump is reported in Table 15. 
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Table 15. Corrected factor related to temperature and material for reciprocating pump 

Material Temperature [°C] Fm 

Cast iron <350 1 

CS <430 1,5 

Cu alloy <600 
 

1,3 

SS <1200 2,3 

Ni Alloy <1000 3,9 

Ti <600 6,4 

 

Considering that the maximum temperature reached by the working fluid is 22,66 °C, the used 

material for the compressor is the Cast iron with a corrected factor 𝐹𝑚 = 1. 

The corrective factors 𝐵1  and 𝐵2 for reciprocating pumps are reported and the BEC, that 

considers all the corrections, is estimated using Formula 29. 

𝐵1 = 1,89      𝐵2 = 1,35 

𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) = 1 417 964 ∙ (1,89 + 1,35 ∙ 1 ∙ 1) = 4 594 202 $ 

 

7.2.3 Turbine 
 

Gas turbines are available in either the radial or axial-flow design, where the radial-flow design 

is more indicated for low flow rates and high-pressure differences and the axial-flow types for 

high flow rates and low-pressure differences (1 to 40 bar). The radial-flow expander consists 

of inflow and outflow types. In the radial-outflow type, the gas flows from the centre to 

periphery of the impeller. The radial-inflow expander is similar to a centrifugal compressor 

used in reverse, that is the gas flows radially inward from the periphery of the impeller,  

exhausting approximately axially. Similarly, the axial expander resembles an axial compressor 

where the gas flows through an annular passage in a direction that is parallel to the axis of the 

shaft.  
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When the source of high-pressure gas is a process stream, the expander is referred to as a 

turboexpander. Turboexpanders operate at pressures up to 207 bar with isentropic efficiencies 

of 75 to 88%. 

The category of turboexpanders more indicated for the considered system is the radial one 

due to the high expansion ratio required.  

Typology Parameter 
Value 
[kW] 

K1 K2 K3 Min [kW] Max [kW] 

Radial gas 
Fluid 

power 
[kW] 

3552 2,2476 1,4965 -0,1618 100 1500 

 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 332 106 $ 

Considering that the parameter value, the fluid power, is not inside the valid range it is 

necessary to also apply the correction for the size of the component as well as the correction 

for time. The value for the cost exponent is taken from Table 13.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝑆1

𝑆0

)
𝑛

∙ (
𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

3552

1500
)

0,65

∙ (
815,98

394
) ∙ 332 106 = 1 204 617 $ 

The corrected factor related to the operating pressure is 𝐹𝑝 = 1 because for turbines 𝐶1 =

𝐶2 = 𝐶3 = 0. The corrected factor related to the operating temperature and the used material 

of the turbine is reported in Table 16. 

Table 16. Corrected factor related to temperature and material for turbine 

Material Temperature [°C] Fm 

CS <430 3,5 

SS <1200 6,1 

Ni Alloy <1000 11,8 

 

Considering that the maximum temperature reached by the working fluid is 157 °C, the used 

material for the compressor is the Carbon Steel (CS) with a corrected factor 𝐹𝑚 = 3,5. 

The BEC obtained, that considers all the corrections, is estimated using Formula 28. 
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𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ 𝐹𝑚 ∙ 𝐹𝑝 = 1 204 617  ∙ 1 ∙ 3,5 = 4 216 160 $ 

 

7.2.4 Heat exchangers 
 

Heat exchangers are frequently characterized by construction features [29]. Four major 

construction types are tubular, plate-type, extended surface, and regenerative exchangers. 

Heat exchangers with other constructions are also available, such as scraped surface 

exchanger, tank heater, cooler cartridge exchanger, and others.  

The tubular heat exchangers are usually built of circular tubes, but the design is very flexible 

because the core geometry can be changed easily. They are designed for high pressure relative 

to the environment and high-pressure differences between the fluids. They are primarily used 

for liquid-to-liquid and liquid-to-phase change heat transfer applications. These exchangers 

can be further classified as shell-and-tube, double-pipe and spiral tube exchangers.  

Shell-and-Tube heat exchangers are built of a bundle of round tubes mounted in a cylindrical 

shell with tube axis parallel to that of the shell. These exchangers are classified and constructed 

according to TEMA (Tubular Exchanger Manufacturers Association) standards.  

Double-Pipe heat exchangers consist in two concentric pipes with the inner pipe plain or 

finned. Flow distribution is no problem, and cleaning is done very easily by disassembly. This 

configuration is also suitable where one or both of the fluids is at very high pressure,  but it is 

commonly used for small capacity applications where the total heat transfer area is 50 m2 or 

less.  

Spiral tube heat exchangers consist of one or more spirally wound coils fitted in a shell. The 

heat transfer rate associated with a spiral tube is higher than for a straight tube due to the 

higher heat transfer area that can be achieved with this configuration. Thermal expansion is 

no problem, but cleaning is almost impossible. 

Plate-type heat exchangers are usually built of thin plates that can be either smooth or have 

some form of corrugation, and they are either flat or wound in an exchanger. Generally, these 

exchangers cannot accommodate very high pressures, temperatures, or pressure and 

temperature differences. 
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Extended surface heat exchangers use fins with high density on one or both fluid sides to 

increase the surface area and exchanger compactness. Generally increasing the fin density 

decreases the heat transfer coefficient associated with fins. 

Regenerators are storage-type heat exchangers composed by a matrix, the heat transfer 

surface, that must be moved periodically into and out of the fixed streams of gases or the gas 

flows must be diverted through valves to and from the fixed matrix.  

The software used to model the system, Aspen Hysys®, only works with plate-type or shell-

and-tube heat exchangers. Under the same heat exchange task, plate heat exchangers have a 

higher heat transfer efficiency and so a lower heat exchange area comparing to shell and tube 

ones. Moreover, they are easier to clean, easier to disassemble and lighter.  

In order to apply the cost function for the heat exchangers, the parameter required is the heat 

transfer area 𝐴 . The Formula 33, valid for heat exchangers, is applied. 

 

A =
Φ

𝑈 ∙ Δ𝑇𝑚𝑙
 (33) 

 

Where: 

• Φ is the heat transfer rate. 

• 𝑈 is the global heat transfer coefficient. 

• Δ𝑇𝑚𝑙  is the logarithmic mean temperature difference. It is dependent on the cold and 

hot side temperatures at the inlet and the outlet of the heat exchanger.  

The values obtained as outputs from the software Aspen Hysys® for each heat exchanger are 

reported in Table 17. The only parameter calculated using Formula 33 is the heat transfer area 

𝐴. 
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Table 17. Main results for the heat exchangers 

Component 𝛥𝑇𝑚𝑙 [K] Duty [MW] U [kW/m2K] Area [m2] 

COND-C 9,8 1,8 5,5 33,5 

EVA-C 8,3 0,8 4,1 23,6 

EVA-D 11,2 15,2 24 56,9 

COND-D 5,6 12,6 45,7 49,2 

 

The values of the constant related to the operating pressure for plate-type heat exchangers,  

used to estimate the corrected factor, are reported in Table 18.  

Table 18. Pressure factor for plate-type heat exchanger 

C1 C2 C3 Pressure Range [bar] 

0 0 0 P<19 

 

The values of the corrected factor related to the operating temperature and the used material 

for plate-type heat exchangers are reported in Table 19. 

Table 19. Material factor for plate-type heat exchanger 

Material Temperature [°C] Fm 

CS <430 1 

Cu <600 1,4 

SS <1200 2,4 

Ni alloy <1000 2,7 

Ti <600 4,6 

 

To estimate the BEC for heat exchangers the Formula 29 is used and the corrective factors 𝐵1  

and 𝐵2 for plate-type heat exchangers are reported. 

𝐵1 = 0,96      𝐵2 = 1,21 
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Condenser charge cycle 
 

Typology Parameter 
Value 
[m2] 

K1 K2 K3 Min [m2] Max [m2] 

Plate type Area [m2] 33,5 4,6656 -0,1557 0,1547 10 1000 
 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 61 345 $ 

Considering that the parameter value, the heat transfer area, is inside the valid range it is not 

necessary to also apply the correction for the size. Only the correction for time is applied.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

815,98

394
) ∙ 61 345 = 127 047 $ 

The corrected factor related to the operating pressure is considered 𝐹𝑝 = 1 because the 

operating pressure, equal to 200 bar, is outside the range 𝑃 < 19 [bar], according to Table 18. 

Considering that the maximum temperature reached by the hot side working fluid is 165 °C, 

the used material for the heat exchanger, according to Table 19, is the Carbon Steel (CS) with 

a corrected factor 𝐹𝑚 = 1. 

The BEC obtained, that considers all the corrections, is estimated using Formula 29.  

𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) = 127 047 ∙ (0,96 + 1,21 ∙ 1 ∙ 1) = 275 692 $ 

 

Evaporator charge cycle 
 

Typology Parameter 
Value 
[m2] 

K1 K2 K3 Min [m2] Max [m2] 

Plate type Area [m2] 23,6 4,6656 -0,1557 0,1547 10 1000 
 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 55 391 $ 

Considering that the parameter value, the heat transfer area, is inside the valid range it is not 

necessary to also apply the correction for the size. Only the correction for time is applied.  
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𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

815,98

394
) ∙ 55 391 = 114 716 $ 

The corrected factor related to the operating pressure is considered 𝐹𝑝 = 1 because the 

operating pressure, equal to 40 bar, is outside the range 𝑃 < 19 [bar], according to Table 18. 

Considering that the maximum temperature reached by the hot side working fluid is 10 °C, the 

used material for the heat exchanger, according to Table 19, is the Carbon Steel (CS) with a 

corrected factor 𝐹𝑚 = 1. 

The BEC obtained, that considers all the corrections, is estimated using formula 29. 

𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) = 114 716 ∙ (0,96 + 1,21 ∙ 1 ∙ 1) = 248 935 $ 

 

Evaporator discharge cycle 
 

Typology Parameter 
Value 
[m2] 

K1 K2 K3 Min [m2] Max [m2] 

Plate type Area [m2] 56,9 4,6656 -0,1557 0,1547 10 1000 
 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 73 958 $ 

Considering that the parameter value, the heat transfer area, is inside the valid range it is not 

necessary to also apply the correction for the size. Only the correction for time is applied.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

815,98

394
) ∙ 73 958 = 153 169 $ 

The corrected factor related to the operating pressure is considered 𝐹𝑝 = 1 because the 

operating pressure, equal to 190 bar, is outside the range 𝑃 < 19 [bar], according to Table 18. 

Considering that the maximum temperature reached by the hot side working fluid is 161 °C, 

the used material for the heat exchanger, according to Table 19, is the Carbon Steel (CS) with 

a corrected factor 𝐹𝑚 = 1. 

The BEC obtained, that considers all the corrections, is estimated using Formula 29. 
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𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) = 153 169 ∙ (0,96 + 1,21 ∙ 1 ∙ 1) = 332 378 $ 

 

Condenser discharge cycle 
 

Typology Parameter 
Value 
[m2] 

K1 K2 K3 Min [m2] Max [m2] 

Plate type Area [m2] 49,2 4,6656 -0,1557 0,1547 10 1000 
 

The base cost is estimated using Formula 27.   

𝐶𝑝
0 = 10𝐾1+𝐾2 log10(𝐴)+𝐾3[log10(𝐴)]2

= 70 006 $ 

Considering that the parameter value, the heat transfer area, is inside the valid range it is not 

necessary to also apply the correction for the size. Only the correction for time is applied.  

𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 = (

𝐼1

𝐼0

) ∙ 𝐶𝑝
0 = (

815,98

394
) ∙ 70 006 = 144 985 $ 

C The corrected factor related to the operating pressure is considered 𝐹𝑝 = 1 because the 

operating pressure, equal to 30 bar, is outside the range 𝑃 < 19 [bar], according to Table 18. 

Considering that the maximum temperature reached by the hot side working fluid is 28,7 °C, 

the used material for the heat exchanger, according to Table 19, is the Carbon Steel (CS) with 

a corrected factor 𝐹𝑚 = 1. 

The BEC obtained, that considers all the corrections, is estimated using formula 29. 

𝐶𝑏𝑒𝑐 = 𝐶𝑝,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
0 ∙ (𝐵1 + 𝐵2 ∙ 𝐹𝑝 ∙ 𝐹𝑚) = 144 985 ∙ (0,96 + 1,21 ∙ 1 ∙ 1) = 314 617 $ 
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7.3 Techno Economic-Analysis  
 

The BEC defined for each component is not the actual cost of the plant. In order to estimate it 

the costing methodology proposed by the National Energy Technology Laboratory (NETL), U.S. 

Department of Energy is adopted [30]. This methodology defines five levels of Capital Cost: 

• Bare Erected Cost (BEC): it comprises the cost of process equipment, on-site facilities 

and infrastructure that support the plant and the direct and indirect labour required 

for its construction and installation.  

• Engineering, Procurement and Construction Cost (EPCC) : it comprises the BEC plus the 

cost of services provided by the engineering, procurement and construction contractor 

that includes a detailed design, contractor permitting and project construction 

management costs.  

• Total Plant Cost (TPC): it comprises the EPCC plus project and process contingencies.  

• Total Overnight Cost (TOC): it comprises the TPC plus all the costs that do not take into 

account interests and escalation during the construction period, denominated 

overnight costs. 

• Total As-Spent Capital (TASC): it is the sum of all capital expenditures as they are 

incurred during the capital expenditure period, including their escalation and interests.  

To estimate the TASC the percentages reported in Table 20 are considered. 

Table 20. Percentages applied on the BEC 

Cost Percentage 

Engineering, Procurement and Construction Cost (EPCC) 8% of BEC 

Process contingencies (TPC) 5% of EPCC 

Project contingencies (TPC) 15% of EPCC 

Total Overnight Cost (TOC) 20,2% of TPC 

Total As-Spent Capital (TASC) 11,4% of TOC 

 

In Table 21 the results obtained for all the levels of the Capital Cost are reported.  
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Table 21. Results from the BEC to the TASC 

Component BEC [$] EPCC [$] TPC [$] TOC [$] TASC [$] 

COMPR 156 3829 1 688 935 2 026 722 2 436 120 2 713 838 

COND-C 275 693 297 748 357 298 429 472 478 432 

EVA-C 248 935 268 850 322 619 387 789 431 996 

PUMP 4 594 202 4 961 738 5 954 086 7 156 811 7 972 688 

EVA-D 332 378 358 968 430 762 517 776 576 802 

TURB 4 216 160 4 553 453 5 464 144 6 567 901 7 316 641 

COND-D 314 618 339 787 407 745 490 109 545 982 

 

7.4 Financial Analysis  
 

The present value is the value of an expected income stream determined as the date of 

valuation. The present value is always less or equal to the future one because money has an 

interest-earning potential, a characteristic referred to as the time value of money. During times 

of negative interest rates then the present value will be less than the future one.  

For a uniform series the present value 𝑥 is estimated with Formula 34. 

 

𝑥 = 𝑦 ∙
𝑖 ∙ (𝑖 + 1) 𝑛

(𝑖 + 1) 𝑛 − 1
 (34) 

 

Where: 

• 𝑦 is the TASC of each component.  

• 𝑛 is the life of the plant. 

• 𝑖 is the real discount rate.  

Since the lifetime of the investment is quite long, in fact the life of the plant is assumed to be 

equal to 30 years, the financial analysis is performed in constant currency. In this condition the 

real discount rate is considered equal to the Weighted Average Cost of Capital (WACC). The 

estimation of the WACC is based on the financial structure of the investment, a low risk IPP 

type (Independent Power Production) investment according to NETL methodology [30]. 
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𝑊𝐴𝐶𝐶 = 𝐾𝑒 ∙
𝐸

𝐷 + 𝐸
+ 𝐾𝑑 ∙

𝐷

𝐷 + 𝐸
 (35) 

 

Where: 

• 𝐸 is the market value of equity. 

• 𝐷 is the market value of debt. 

• 𝐾𝑒  is the cost of equity, estimated with Formula 36. 

• 𝐾𝑑 is the cost of debt, estimated with Formula 37.  

The Cost of Equity 𝐾𝑒  accounts two components, the specific risk of a certain investment and 

a systemic risk, that depends on the evolution of the economy as a whole. Its value should be 

then at least equal to the systemic risk. 

 

𝐾𝑒 = 𝑅𝑓 + 𝛽 ∙ (𝑅𝑚 − 𝑅𝑓) (36) 

 

Where: 

• 𝑅𝑓 is the systemic risk of the investment (risk free) assumed equal to the government 

bond at short term since it is less risky investment [31]. 

• 𝑅𝑚 is the market return [31].  

• 𝛽 is the sensitivity of a specific investment rate of return to the market modification. 

The Cost of Debt 𝐾𝑑 is also estimated. 

 

𝐾𝑑 = 𝐼𝑅𝑆 + 𝑠𝑝𝑟𝑒𝑎𝑑  (37) 

 

Where: 

• 𝐼𝑅𝑆 is the Interest Rate Swap and it is a fixed interest rate equivalent to a variable 

interest rate [32]. 
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• 𝑠𝑝𝑟𝑒𝑎𝑑  is the increase of the interest rate depending on the capability of the investor 

to return the capital [33].  

All the values of the parameters used for the financial analysis to estimate the present value 

are reported in Table 22. They are referred to the country of Spain for the year 2022.  

Table 22. Summary of the parameters used for the financial analysis 

Parameter Value 

𝑛 30 

𝛽 1,00 

𝑅𝑓  1,25 

𝑅𝑚 − 𝑅𝑓  7,49 

𝐼𝑅𝑆 1,23 

𝑠𝑝𝑟𝑒𝑎𝑑 1,74 

𝐾𝑒 8,74 

𝐾𝑑 2,97 

𝐸 0,30 

𝐷 0,70 

𝑊𝐴𝐶𝐶 5% 

 

Using Formula 34 it is possible to estimate the present value of each component spreading the 

investment (TASC) over the life of the plant. The values obtained are reported in Table 23. 

Table 23. Present value estimated on the 30 years of life of the plant 

Component Present Value [$] 

COMPR 170 568 

COND-C 30 070 

EVA-C 27 151 

PUMP 501 093 

EVA-D 36 252 

TURB 459 860 

COND-D 34 315 
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7.5 Economic Analysis 
 

After the exergy-cost analysis, an economic evaluation of the system is performed to estimate 

the exergo-economic cost of each stream defined as the product cost in monetary term. Two 

contributions are identified: the monetary cost of the exergy entering the plant to produce 

each stream and product within the plant and the remaining cost generated in the productive 

process associated with the achievement of product.  

For a generic component the cost balance equation is written.  

  

∑ 𝑐𝑖𝑛,𝑖 ∙ 𝐸𝑖𝑛,𝑖

𝑛𝑖𝑛

𝑖=1

+ 𝑧 = ∑ 𝑐𝑜𝑢𝑡,𝑖 ∙ 𝐸𝑜𝑢𝑡,𝑖

𝑛𝑜𝑢𝑡

𝑖=1

 
(38) 

 

Where: 

• 𝑐 is the unit cost, in the case of monetary costs it is defined as the ratio between the 

cost 𝐶  and the exergy 𝐸 associated with the 𝑖 stream. 

 

𝑐𝑖 =
𝐶𝑖

𝐸𝑖
 (39) 

 

• ∑ 𝑐𝑖𝑛,𝑖 ∙ 𝐸𝑖𝑛,𝑖
𝑛𝑖𝑛
𝑖=1  is the cost of the inlet streams. 

• ∑ 𝑐𝑜𝑢𝑡,𝑖 ∙ 𝐸𝑜𝑢𝑡,𝑖
𝑛𝑜𝑢𝑡
𝑖=1  is the cost of the outlet streams. 

• 𝑧 is the cost of each component considering its availability, that is the annual 

percentage of operational hour. It is calculated for each component. 

 

𝑧 =
𝑃𝑉

ℎ𝑦 ∙ 3600 ∙ 𝐴𝐹
 (40) 
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Where: 

• 𝑃𝑉 is the acronym for Present Value. 

• ℎ𝑦 is the annual number of hours equal to 8760 h. 

• 3600
𝑠

ℎ
 is the conversion value from hours to seconds. 

• 𝐴𝐹 is the acronym for Availability Factor, it is estimated as the ratio between 

the operating hours of the plant over the total annual hours. In the analysed 

plant it is assumed, for simplicity, to be the same for both charging and 

discharging phase, equal to 0,25. The annual working hours are then 2190 h.  

The Equation 38, valid for the single component, can be written in a matrix form to consider 

the whole system. 

 

𝐴 × 𝐶 = −𝑍  (41) 

 

Where: 

• 𝐴 is the (𝑛 × 𝑚) incidence matrix, reported in Table 1. 

• 𝐶  is the (𝑚 × 1) cost vector defined for each stream. 

• 𝑍 is the (𝑛 × 1) vector containing all the cost rates for each component using Formula 

40. The results obtained are reported in Table 24. 

Table 24. Cost rates of components vector 

Z [$/s] 

COMPR 24,01 

HXW-C 25,01 

VALVE 25,01 

HXI-C 23,98 

PUMP 40,37 

HXW-D 41,37 

TURB 45,15 

HXR-D 40,37 

 

As for the exergy cost analysis 𝑚 − 𝑛  auxiliary equations are needed to find the exergo-

economic cost for each stream. It is possible to use the same propositions with some 
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modifications for the external resources. In particular the exergo-economic cost of inlet 

streams to the system is considered equal to their price.  

It is possible to redefine the matrix form, specified in Formula 38, adding the auxiliary 

equations obtained from P1, P2, P3 and P4 rules. 

 

𝐴𝑐 × 𝐶 = 𝑍𝑒  

[
𝐴
𝛼𝑒

𝛼𝑥

] × 𝐶 = [
−𝑍
𝐶𝑒

0
] 

(42) 

 

Where: 

• 𝐴𝑐  is the (𝑚 × 𝑚) cost matrix that contains the incidence matrix 𝐴, the matrix 𝛼𝑒  

related to the P1 and P2 rules and the matrix 𝛼𝑥 related to the P3 and P4 rules, reported 

in Table 9. 

• 𝐶  is the (𝑚 × 1) cost vector of the different streams. 

• 𝑍𝑒 is the (𝑚 × 1) cost rates vector that contains the cost rates for each component 𝑍, 

the cost of resources 𝐶𝑒 related to preposition P1 and the cost of both flows discharged 

into the ambient (preposition P2) and non-exhausted fuel flows (preposition P3) both 

assumed to be null.  

The resources cost vector 𝐶𝑒 is assessed considering the exergo-economic cost of the energy 

and mass streams entering the control volume equal to its cost. The streams entering to the 

plant are the ones described by the auxiliary equation P1. The cost of the energy streams 

associated with the heat exchangers is null because the energy required is furnished by the 

working fluid on the other side of the heat exchanger, outside the considered CV. Instead, the 

cost of the energy streams associated with compressor and pump is estimated considering the 

electricity cost in different periods of time. The charge cycle is used in off-peaks hours, when 

the electricity production is higher than the demand and so the electricity cost is low. On the 

other hand, the discharge cycle is used in peaks hours, when the demand for electricity is 

higher than the production and so the electricity cost is high. The electricity cost in off-peak 

hours and peak hours for each month of the year 2022 is reported in Figures 6 and 7. 
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From the Figures 6 and 7 the yearly average costs for both off-peak and peak electricity cost is 

underlined and reported below. 

𝑐𝑒𝑙,𝑜𝑓𝑓−𝑝𝑒𝑎𝑘 = 274,09 $/𝑀𝑊ℎ 
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Figure 6. Off-peak hours electricity cost for Spain in 2022 

Figure 7. Peak hours electricity cost for Spain in 2022 
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𝑐𝑒𝑙,𝑝𝑒𝑎𝑘 = 366,12 $/𝑀𝑊ℎ 

The cost of the energy streams associated with compressor and pump is then estimated. For 

the compressor is used the yearly average off-peak electricity cost and for the pump the peak 

one.  

 

𝑐 =
𝑊 ∙ 𝐴𝐹 ∙ 𝑐𝑒𝑙

3600
 (43) 

 

Where: 

• 𝑊 is the power required by the specific component, compressor or pump. 

• 𝐴𝐹 is the availability factor. 

• 𝑐𝑒𝑙 is the yearly average cost of electricity, off-peak or peak one. 

• 3600
𝑠

ℎ
 is the conversion value from hours to seconds. 

The vector 𝐶𝑒 is calculated using Formula 43 for the estimation of the energy stream cost for 

the compressor and the pump and setting equal to zero the energy stream cost for the heat 

exchangers. It is reported in Table 25. 

Table 25. Resources cost vector 

Ce [$/s] 

P1-COMPR 0,019 

P1-PUMP 0,026 

P1-EVA-D 0,000 

P1-COND-D 0,000 

 

Obtained the cost rates of components vector 𝑍, reported in Table 24, and the resources cost 

vector 𝐶𝑒, reported in Table 25, it is possible to determine the cost rates vector 𝑍𝑒, according 

to its definition expressed in Formula 42.  
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Table 26. Cost rates vector 

Ze [$/s] 

COMPR -0,022 

COND-C -0,004 

VALVE 0,000 

EVA-C -0,003 

PUMP -0,064 

EVA-D -0,005 

TURB -0,058 

COND-D -0,004 

P1 0,019 

P1 0,026 

P1 0,000 

P1 0,000 

P3 0,000 

P3 0,000 

P3 0,000 

 

With the inverse of the matrix form expressed in Formula 42 it is possible to obtain the cost 

vector of the streams. It is reported in Table 27.  

𝐶 = 𝐴𝑐
−1 × 𝑍𝑒  

Starting from the results in $/𝑠, the cost for a unit of energy for each stream is obtained using 

Formula 39. The obtained vector is reported in Table 28.  

Table 27. Cost vector 

C [$/s] 

1 0,52 

2 0,56 

3 0,53 

4 0,53 

5 0,80 

6 0,89 

7 0,90 

8 0,80 

W-COMPR 0,02 

W-PUMP 0,03 

W-TURB 0,16 

Φ-COND-C 0,04 

Φ-EVA-C -0,01 

Φ-EVA-D 0,00 

Φ-COND-D 0,00 

 

Table 28. Unit cost vector 

c [$/MWh] 

1 309,92 

2 290,72 

3 290,72 

4 309,92 

5 86,02 

6 93,20 

7 87,68 

8 87,68 

W-COMPR 68,52 

W-PUMP 91,53 

W-TURB 158,74 

Φ-COND-C 379,04 

Φ-EVA-C 691,08 

Φ-EVA-D 0,00 

Φ-COND-D 0,00 
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8. Economic Indicators 
 

The economic assessment of investment projects in the energy sector can be based on 

different methods. Discounted Cash Flow (DCF) methods are the most diffused and all of them 

rely on some considerations. 

• The rate of return of the investment should be higher than a threshold level called 

hurdle rate that is fixed by the investor. 

• The higher the risk, the higher the expected rate of return.  

• The threshold level must reflect the financial combination adopted to finance the 

investment. 

• Revenues should be evaluated basing on cash flows originated over the whole lifetime 

of the project. 

To assess the economic feasibility of the analysed system some economic indicators are 

calculated.  

 

8.1 Total Capital Expenditure of the plant  
 

The Total Capital Expenditure (CAPEX) of the plant is estimated by summing all the TASC, 

reported in Table 21, for each component.  

 

𝐶𝐴𝑃𝐸𝑋 = ∑ 𝑇𝐴𝑆𝐶𝑖

𝑁

𝑖

 (44) 

 

According to the Formula 44, the CAPEX is equal to 20 036 379 $. 
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8.2 Total Operational Cost of the plant 
 

The Total Operational Cost (OPEX) of the plant is related to the inlet energy and mass streams. 

Therefore, it takes into account only the cost related to the energy streams of the compressor 

and the pump considering that the energy required by the heat exchangers is furnished by the 

fluid on the other side. The Total Operational Cost is related to yearly basis. 

 

𝑂𝑃𝐸𝑋 = 𝐴𝐹 ∙ 8760 ℎ ∙ (𝑊𝐶𝑂𝑀𝑃𝑅 ∙ 𝑐𝑒𝑙,𝑜𝑓𝑓−𝑝𝑒𝑎𝑘 + 𝑊𝑃𝑈𝑀𝑃 ∙ 𝑐𝑒𝑙,𝑝𝑒𝑎𝑘) (45) 

 

According to the Formula 45, the OPEX is equal to 1 414 166 $/𝑦. 

 

8.3 Net Present Value 
 

The Net Present Value (NPV) is the capability to estimate the investment of the plant, giving 

as result the amount of money that the plant is able to generate at the end of the lifetime. An 

investment project is accepted once the 𝑁𝑃𝑉 ≥ 0. 

 

𝑁𝑃𝑉 = −𝐼 + ∑
𝐵𝑡

(𝑖 + 1)𝑡

𝑛

𝑡=1

 (46) 

 

Where: 

• 𝐼 is the investment cost, equal to the CAPEX. 

• 𝑛 is the lifetime of the plant.  

• 𝑖 is the real discount rate, considered equal to the WACC. 

• 𝐵𝑡  is the annual cash flow over the whole lifetime of the project.  

 

𝐵𝑡 = 𝐼𝑛𝑐𝑜𝑚𝑒𝑠 − 𝑂𝑝𝑒𝑥 = 𝑅𝑒𝑡𝑎𝑖𝑙 𝑝𝑟𝑖𝑐𝑒 ∙ 𝐸𝑔𝑒𝑛 − 𝑂𝑝𝑒𝑥  (47) 
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Where: 

• 𝐸𝑔𝑒𝑛 is the energy produced by the turbine, estimated knowing the power 

produced 𝑊𝑇𝑈𝑅𝐵 and the availability factor 𝐴𝐹. 

 

𝐸𝑔𝑒𝑛 = 𝑊𝑇𝑈𝑅𝐵 ∙ 𝐴𝐹 ∙ 8760 ℎ (48) 

 

• 𝑅𝑒𝑡𝑎𝑖𝑙 𝑝𝑟𝑖𝑐𝑒 is the price at which the electricity produced is sold in the market. 

It is assumed equal to the average electricity cost in peak hours.  

𝑅𝑒𝑡𝑎𝑖𝑙 𝑝𝑟𝑖𝑐𝑒 = 366,12 $/𝑀𝑊ℎ 

In Figure 8, the NPV trend over the whole lifetime of the plant is shown. 

 

Usually, the economic performance of TES is limited with a Payback Time, corresponding to a 

positive NPV, of always over 7 years [34]. Considering that the analysed plant is more complex 

than a basic TES and it is integrated with an electricity production system it is reasonable to 

obtain a higher value for the Payback Time than the expected one.  
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Figure 8. Net Present Value trend over the lifetime of the plant for the year 2022 
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8.4 Other economic indicators  
 

The Benefit Cost Ratio (BCR) describes the average profitability of an investment per unit of 

invested capital. 

 

𝐵𝐶𝑅 =

∑ 𝐵𝑡
(𝑖 + 1) 𝑡

𝑛
𝑡=1

𝐼
 

(49) 

 

The Internal Rate of Return (IRR) is the value of the discounted rate 𝑖 that makes the sum of 

discounted cash flow equal to the investment cost. 

 

−𝐼 + ∑
𝐵𝑡

(𝐼𝑅𝑅 + 1)𝑡

𝑛

𝑡=1

= 0 (50) 

 

 The Payback Time (PBT), expressed in years, measures the time when the 𝑁𝑃𝑉 becomes 

positive. 

 

−𝐼 + ∑
𝐵𝑡

(𝑖 + 1)𝑡

𝑛

𝑡=1

= 0 (51) 

 

The Levelized Cost of Energy (LCOE) is the price of electricity that leads to have 𝑁𝑃𝑉 = 0 

 

𝐿𝐶𝑂𝐸 =
𝐶𝐴𝑃𝐸𝑋 + ∑ 𝑂𝑃𝐸𝑋𝑡 ∙ (𝑖 + 1) −𝑡𝑛

𝑡=1

∑ 𝐸𝑔𝑒𝑛,𝑡 ∙ (𝑖 + 1) −𝑡𝑛
𝑡=1

 (52) 

 

In Table 29 the results for the economic indicators defined above are reported. 
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Table 29. Values of the economic indicators 

BCR [-] IRR [%] PBT [y] LCOE [$/MWh] 

1,14 5,86 24 343,64 
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9. Sensitivity Analysis 
 

A sensitivity analysis is performed changing some selected parameters in a precise range, 

usually ± 10%, and observing the effect on the NPV trend. For the analysed system the 

selected parameters are the AF, the electricity cost during off-peaks hours and the retail price 

of electricity. In Tables 30, 31 and 32 the ranges of change for each parameter and the 

corresponding variation of NPV are reported.  

Table 30. Sensitivity analysis to the retail price 

Range Retail price [$] NPV [$] Variation NPV 

-10% 329,51 -1 748 788 -163% 

0% 366,12 2 783 191 0% 

10% 402,73 7 315 170 163% 

 

Table 31. Sensitivity analysis to the availability 

Range Availability [%] NPV [$] Variation NPV 

-10% 0,23 957 625 -66% 

0% 0,25 2 783 191 0% 

10% 0,27 4 608 757 66% 

 

Table 32. Sensitivity analysis to the electricity cost 

Range Electricity cost [$] NPV [$] Variation NPV 

-10% 246,69 3 738 372 34% 

0% 274,09 2 783 191 0% 

10% 301,50 1 828 160 -34% 

 

The results obtained for the sensitivity analysis are shown in Figure 9 using a Spider Diagram. 

The slopes of the curves highlight in which ways the NPV trend is affected by the change of the 

selected parameters. In particular, the NPV is more affected by the change of the retail price. 
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10. 2023 scenario analysis 
 

The exergo-economic analysis is previously performed for the year 2022 but, due to various 

factors, such as the European energy shortage, the electricity cost is increased by 88% as 

compared to the average for the years antecedents [35]. The Government of Spain has taken 

measures to counteract, though not entirely stop, the increase in electricity cost. Among these 

measures are the approval of the electricity decree in 2022 with the RDL 18/2022, which 

includes bill VAT rebates, social bonus extensions, and electricity tax reductions; the Iberian 

exception, which sets a cap on the price of gas for electricity generation; and subsidies for self-

consumption and renewable energy. Starting from this specific scenario so, a different and a 

more actual one, is analysed considering the year 2023. In Table 33 the average electricity cost 

and the CEPCI for both the years are reported. 

Table 33. Comparison between electricity cost and CEPCI 

 2022 2023 

Electricity cost [$/MWh] 302,32 156,81 

CEPCI [-] 815,98 797,94 

 

In Figures 10 and 11 are reported the electricity cost in off-peak hours and peak hours for each 

month of the year 2023 and the averages for the whole year. Comparing to the year 2022 a 

decrease in both the trends is highlighted. As reported in Tables 30 and 32, the NPV is affected 

by the variation of the electricity cost in off-peak hours and peak hours. The expectation is for 

the NPV trend to strongly decrease due to the decrease of the retail price, considered equal 

to the average electricity cost in peak hours. 
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Varying only the CEPCI and the electricity cost for off-peaks and peaks hours, the trend of the 

NPV changes dramatically as expected. In fact, it never reaches a positive value for the 

estimated lifetime of the plant as shown in Figure 12.  
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Figure 10. Off-peak hours electricity cost for Spain in 2023 

Figure 11. Peak hours electricity cost for Spain in 2023 
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11. Integration scenarios for the reference 

system 
 

In this section different integration scenarios are considered to increase the performance of 

the reference system. Starting from [2] where an open cycle configuration paired with 

geological storage is presented and analysed, other configurations are proposed to match with 

the reference system and to solve some technical problems highlighted by the modelling part.    

 

11.1    Open cycle system  
 

CO2 capture and geological disposal is considered one of the most promising technologies to 

mitigate atmospheric emissions, produced by large-scale fossil fuel usage for power 

production and industries, and climate changes. Different technologies are available for 

capturing the carbon dioxide such as pre-combustion, post-combustion and oxy-fuel 

combustion carbon capture. Currently most of these technologies allows an absorption nearly  

equal to 85-95% of the CO2 produced by a power plant. After the capture the CO2 must be 

transported with pipelines, in supercritical condition, to the geological storage [36].  

Among the different CO2 storage options, geological formations are the cheapest and most 

environmentally acceptable option [37]. There are a lot of different potential geological 

reservoirs, already used in the past to store oil and gas, such as depleted and disused oil and 

gas fields, deep saline aquifers and deep unminable coal seams [38]. All these sites have been 

selected because they present an adequate storage capacity, injectivity, good confining unit or 

sealing caprock, and a stable geological environment to prevent compromising the site.  

The geological storage system includes two wells: the primary well (W-A) and the secondary 

well (W-B). The primary well is linked to the energy production pressure and the extraction 

temperature, which is influenced by the well's depth. A portion of the CO2 injected into the 

secondary well migrates out of the geological reservoir and becomes permanently 

sequestered in the geological formation. The remaining CO2 moves to the primary well due to 

the thermosiphon effect, where the fluid heats up, expands, and decreases in density. This 
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CO2 is heated throughout the process and is recovered during the subsequent discharge 

phase. To achieve the thermosiphon effect, wellhead pressure values of 5–6 MPa and 

temperatures of 10–20 °C are required. 

In Figure 13 is reported the working scheme of the open HP (0-4-1-2-3-A) and the open HE (A-

6-7-8-5-B). During energy excess production, the plant receives supercritical CO2 from a carbon 

capture facility and it converts the electrical energy into thermal one, storing sensible heat in 

the condenser at HT and using latent heat in the evaporator at LT. After the condenser, the CO2 

is transported with pipelines to the storage site, ideally a local geological storage is considered, 

and injected into W-A. During energy deficit production, the CO2 is extracted from W-A of the 

geological storage and the thermal energy is converted into electrical one using the sensible 

heat in the evaporator at HT and releasing latent heat in the condenser at LT. After the 

condenser, the CO2 is injected into W-B, located hundreds of meters from W-A, but in the same 

geological reservoir, with lower pressure and temperature comparing to its extraction. The 

theoretical cycle uses latent heat in the LT side to evaporate or to condense the CO2 but, in the 

reference system, sensible heat is used due to impossibility of the modelling software, Aspen 

Hysys®,  to work with solid material in the heat exchangers.   

 

Figure 13. Reversible heat pump energy storage system with well-integrated temperature profile, including 
geological storage 
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11.1.1 Aspen Hysys® modelling 
  

In Figure 14 is reported the scheme of the open cycle in charge and discharge operation with 

all the components and the streams. The charge open cycle is located at the left of the scheme 

while the discharge open cycle on the right. 

 

 

The charge open cycle is composed of the following components: 

• VALVE - Valve: it expands the CO2 to reach the low-pressure level of the cycle. At the 

exit the fluid is constituted by a vapour and a liquid phase.  

• EVA-C - Evaporator: it evaporates the CO2 until reaching the saturation condition. The 

H2O enters the hot side of heat exchanger and releases sensible heat to the CO2. Then 

it is stored in a LT tank to be used in the discharge cycle. 

• COMPR-C - Compressor: it compresses the CO2 coming from the evaporator increasing 

the pressure and the temperature values to reach the high-pressure level of the cycle. 

• COND-C - Condenser: it condenses the hot CO2 exchanging heat with the H2O. The H2O 

enters the cold side of the heat exchanger receiving the heat released from the CO2. At 

the end it is stored in a HT tank to be used in the discharge cycle.  

• VALVE-2 - Valve: it expands the CO2 to reach the required pressure level and 

temperature for the injection in the geological storage.   

Figure 14. Scheme of the open cycle paired with geological storage and carbon capture 
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• PIPE-AI - Pipe: it simulates the injection of the CO2 into W-A considering the heat 

exchange with the ground. It is stored to be used in the discharge cycle.  

The discharge open cycle is composed of the following components: 

• PIPE-AP - Pipe: it simulates the extraction of the CO2 from W-A considering the heat 

exchange with the ground to reach the required pressure level and temperature. At the 

exit the fluid is constituted by a vapour phase.  

• COMPR-D - Compressor: it increases the pressure and the temperature of the CO2 to 

reach the high-pressure level of the cycle. 

• EVA-D - Evaporator: it increases the temperature of the CO2 absorbing the heat 

released by the H2O. The H2O comes from the HT tank, and it enters the hot side of the 

heat exchanger. At the end it is released in the environment.  

• COOL - Cooler: it decreases the temperature of the H2O before releasing it to the 

environment.  

• TURB - Turbine: it expands the CO2 to reach the low-pressure level of the cycle. 

• COND-D - Condenser: it condenses the CO2 to the saturation condition releasing heat 

to the H2O. In fact, the H2O coming from the LT storage, enters the cold side of the heat 

exchanger and it is heated up.  

• PUMP - Pump: it increases the pressure and the temperature of the CO2, coming from 

the condenser, to reach the required pressure level for the injection in the geological 

storage.   

• PIPE-B - Pipe: it simulates the injection of the CO2 into W-B considering the heat 

exchange with the ground.  

The CO2 collected from a carbon capture plant is conveyed through pipelines and can be stored 

in either a geological formation or a steel tank to minimize supply fluctuations and optimize 

the integration of renewable energy. Steel tanks can hold up to 3000 tons of pressurized CO2. 

It is assumed that the conditions of CO2 within the steel tank and at point 0 are identical to 

those during transportation from the carbon capture plant: high pressure and ambient 

temperature. For optimal plant performance and efficient loading and unloading, CO2 should 

be maintained in a liquid or supercritical dense phase.  
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The main difference between the modelling of the close cycle and the open one is the presence 

of the pipes. This component simulates the injection in the geological storage located at 1800 

m underground. It is divided in 6 segments with the length of 300 m each and it transfers heat 

with the CO2 contained inside and the ground. For the heat exchange with the ground a 

geothermal gradient equal to 2-3 °C/100 m is considered.  

The system is constructed adding all the components explained before and inserting the input 

parameters that are summarized in Table 35 and 36. [39] 

Table 34. Main assumptions, inputs and hypothesis on the modelling of the open charge cycle 

Input parameters open charge cycle 

VALVE 
Inlet Pressure 100 bar 

Inlet Temperature 12 °C 

Outlet Pressure 30 bar 

EVA-C 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Hot Side 10 °C 

Inlet Pressure Hot Side 5 bar 

COMPR-C 

Isentropic Efficiency 0,86 - 

Inlet Vapor fraction 1 - 

Power 1 MW 

Outlet Pressure 200 bar 

COND-C 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Cold Side 25 °C 

Inlet Pressure Cold Side 12 bar 

VALVE-2 Outlet Pressure 90 bar 

PIPE-AI 

Depth of the reservoir 1800 m 

Outer diameter 140 mm 

Inner diameter 90 mm 
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Table 35. Main assumptions, inputs and hypothesis on the modelling of the open discharge cycle 

Input parameters open discharge cycle 

PIPE-AP 

Depth of the reservoir 1800 m 

Outer diameter 140 mm 

Inner diameter 90 mm 

COMPR-D 

Inlet Temperature 37,6 °C 

Inlet Pressure 83,4 bar 

Isentropic Efficiency 0,86 - 

Power 1 MW 

Outlet Pressure 200 bar 

EVA-D 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Hot Side 134,9 °C 

Outlet Temperature Hot Side 91 °C 

Inlet Pressure Hot Side 12 bar 

COOL 
Outlet Temperature 25 °C 

Pressure Drop 0 bar 

TURB 
Isentropic Efficiency 0,88 - 

Outlet Pressure 40 bar 

COND-D 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Inlet Temperature Cold Side -1,046 °C 

Inlet Pressure Cold Side 5 bar 

PUMP 
Isentropic Efficiency 0,85 - 

Inlet Liquid fraction 1 - 

Outlet Pressure 90 bar 

PIPE-B 
Depth of the reservoir 1800 m 

Outer diameter 140 mm 

Inner diameter 90 mm 

 

The thermodynamic state at each point is obtained and the main output parameters are 

reported in Table 37.  
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Table 36. Thermodynamic state of the mass streams for the open cycle 

Stream m [kg/s] T [°C] p [bar] Vapour Fraction [-] 

0 9,525 12 100 0 

4 9,525 -5,049 30 0,14 

1 9,525 -5,048 30 1 

2 9,525 165 200 1 

3 9,525 29,07 200 0 

AI 9,525 20,7 90 0 

WA-C 9,525 39,21 233,6 0 

w1 5,590 25 12 0 

w2 5,590 139,4 12 0 

i1 43,26 10 5 0 

i2 43,26 -1,049 5 0 

WA-D 32,01 92,61 258,3 0 

AP 32,01 37,6 83,4 1 

6 32,01 86,03 190 1 

7 32,01 135,4 190 1 

8 32,01 10,54 40 1 

5 32,01 5,594 40 0 

B 32,01 11,80 90 0 

WB-D 32,01 25,47 202 0 

w3 14,97 139,4 12 0 

w4 14,97 91 12 0 

w5 14,97 25 12 0 

i3 604,7 -1,049 5 0 

i4 604,7 1,693 5 0 

 

As expected, comparing these results to the ones of the reference system, due to the mass 

flow rate decrease of the discharge cycle, equal to 32,01 kg/s, and the temperature decrease 

of the HT storage, equal to 139,4°C, the turbine power decreases to 1,920 MW. Moreover, the 

issue related to the high H2O mass flow rate needed for the condenser of the discharge cycle 

is not solved with this configuration, as it is equal to 604,7 kg/s. Different scenarios based on 

latent heat exchange are presented for the low temperature part of the closed cycle to 

overcome this technical problem underlined by the modelling of both the closed and open 

cycle.  

 

11.2    Low temperature integration 
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For the reference system H2O is used to perform sensible heat exchange in the LT part of the 

charge and discharge cycle. In Figures 15 and 16 are reported the plots of the temperatures of 

hot and cold composites as function of the heat flux exchanged for both the charge and 

discharge cycle. As shown, the H2O for both the evaporator and the condenser doesn’t 

undergo a phase change and it performs only sensible heat exchange.  

  

Figure 15. Trend of temperatures as function of heat flow for the evaporator of the charge cycle 
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Figure 16. Trend of temperatures as function of heat flow for the condenser of the discharge cycle  
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The H2O mass flow rate obtained in the reference system to perform the heat transfer in the 

discharge cycle is equal to 959,5 kg/s, as reported in Table 6, and it is not acceptable as a result.  

In order to obtain an acceptable output for this value and to increase the performance of the 

system itself different integration scenarios are proposed. 

 

11.2.1 Refrigerants for latent heat exchange 
 

For the heat exchange the most suitable materials are the refrigerants, substances or mixtures 

that are used in heat cycles and go through a phase transition from gas to liquid and vice-versa. 

Refrigerants are divided in five categories: chlorofluorocarbons 

(CFCs), hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), natural refrigerants 

and refrigerant blends (zeotropic blends and azeotropic blends)  [40]. Even if technological and 

economic development have helped refrigeration system gain global attention, the emissions 

from refrigeration systems can affect the environment by raising the surface temperature of 

the earth and depleting the ozone layer. In particular the Global Warming Potential (GWP) of 

hydrofluorocarbons is very high as the Ozone Depletion Potential (ODP) of the 

chlorofluorocarbons. Another way to classify refrigerants is according to different generations 

each one related to a specific period of time [41].  

The first generation of refrigerants (1830-1930s) was characterized by the use of whatever 

material worked and whatever was available. Almost all the first-generation refrigerants were 

flammable, toxic or both and some were also highly reactive. The most diffused ones and their 

properties are reported in Table 38. 

Table 37. First generation of refrigerants and their properties 

Substance R number M [kg/kmol] NBP [°C] ODP GWP 

Carbon dioxide R-744 44,01 -55,6 0 1 

Ammonia R-717 17,03 -33,3 0 0 

Sulphur dioxide R-764 64,06 -10,0 0 0 

Ethyl ether R-610 74,12 35 0 0 

Dimethyl ether R-170 46,07 -25 0 0 

Methyl chloride R-40 50,49 -24,2 0,02 16 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/hydrochlorofluorocarbon
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/hydrofluorocarbon
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/hydrofluorocarbon
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The second generation (1931-1990s) of refrigerants was characterized by a shift to 

chlorofluoro chemicals for safety and durability. In fact, CFCs refrigerants are non-toxic, non-

reactive and non-flammable gas with relatively high mass. After discovering in 1970 that they 

break ozone molecules in oxygen molecules being harmful to the ozone layer, in 1987 with the 

Montreal Protocol their production and consumption was limited. The most diffused ones and 

their properties are reported in Table 39. 

Table 38. Second generation of refrigerants and their properties 

Substance R number M [kg/kmol] NBP [°C] ODP GWP 

Trichloro fluoro methane R-11 137,4 23,71 1 4000 

Dichloro difluoro methane R-12 120,91 -29,75 1 8500 

Chloro trifluoro mthane R-13 104,5 -81,3 1 11700 

Chloro difluoro methane R-22 86,47 -40,8 0,055 1700 

 

The third generation (1990-2010s) of refrigerants was characterized by low ODP. This included 

mainly HFCs that does not pose a risk to the ozone layer, but they contribute towards global 

warming. The Kigali Agremement in 2016 signalled the progressive phasing-out of these 

refrigerants. The most diffused ones and their properties are reported in Table 40. 

Table 39. Third generation of refrigerants and their properties 

Substance R number M [kg/kmol] NBP [°C] ODP GWP 

Difluoromethane R-32 -52,02 -51,65 0 580 

Tetrafluoroethane R-134a 102,03 -26,07 0 1300 

R-125 + R-143a + R-134a R-404a 97,6 -46,6 0 3800 

R-32 + R-125 + R-134a R-407C 86,2 -43,8 0 1600 

R-32 + R-125 R-410a 72,59 -51,6 0 1900 

 

Nowadays the refrigerants that dominate the market are natural refrigerants because they are 

easily available and they present low values for ODP and GWP [42]. The most diffused ones 

and their properties are reported in Table 41. Carbon dioxide (CO2) and ammonia (NH3) can 

be also considered natural refrigerants and their properties are reported in Table 38.  
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Table 40. Natural refrigerants and their properties 

Substance R number M [kg/kmol] NBP [°C] ODP GWP 

Propane R-290 44,1 -42,1 0 3 

Propene R-1270 42,08 -47,7 0 1,8 

Butane R-600 58,12 -11,7 0 3 

Isobutane R-600a 58,12 -0,5 0 3 

 

Due to the Montreal Protocol on Substances That Deplete the Ozone layer and the Kigali 

Amendment to the Montreal Protocol the only refrigerants that are considered for the 

simulations are the natural ones. The H2O in the LT part of both the charge and discharge cycle 

is substituted, simulation after simulation, by the natural refrigerants reported in Table 38 and 

41. The main idea is that these refrigerants, comparing to the reference system with H2O, 

perform a latent heat exchange. 

For the first simulation the refrigerant propane (R-290, C3H8) is used, which properties are 

reported in Table 41. In order to obtain a latent heat transfer the minimum approach 

temperature for the condenser of the discharge cycle is decreased to 3 °C, comparing to the 

reference system when it was 4 °C, as reported in Table 5. Considering this input, the H2O mass 

flow rate in the discharge cycle remains a non-acceptable value, as it is equal to 696,2 kg/s. 

Using the refrigerant R-290 instead, a different and acceptable result for the mass flow rate in 

the discharge cycle is obtained as reported in Table 42. 

Table 41. Results of the mass flow rate using R-290 for the charge and discharge cycle 

GR-290,C [kg/s] GR-290,D  [kg/s] 

2,06 30,03 

 

In Figures 17 and 18 are reported the temperatures plots of hot and cold composites as 

function of the heat flux exchanged for both the charge and discharge cycle. As shown, the R-

290 undergoes a phase change from vapour to liquid in the evaporator and vice versa in the 

condenser and performs latent and sensible heat exchange.  
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Figure 17. Trend of temperatures as function of heat flow for the evaporator of the charge cycle  

 

 

Figure 18. Trend of temperatures as function of heat flow for the condenser of the discharge cycle  

 

The simulation is performed also with all the natural refrigerants reported in Table 41, but the 

different properties, in particular the NBP, make them not compatible with the temperatures 

that are required for the hot composite in the evaporator and the cold composite in the 
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condenser. The only other refrigerant that is possible to use is ammonia (R-717, NH3), which 

properties are reported in Table 38. In order to obtain a latent heat transfer the minimum 

approach temperature for the condenser of the discharge cycle is decreased to 1 °C, comparing 

to the reference system when it was 4 °C, as reported in Table 5. Considering this input, the 

H2O mass flow rate in the discharge cycle remains a non-acceptable value, as it is equal to 

449,5 kg/s. Using the refrigerant R-717 instead, a different and acceptable result for the mass 

flow rate in the discharge cycle is obtained as reported in Table 43. 

Table 42. Results of the mass flow rate using R-717 for the charge and discharge cycle 

GR-717,C  [kg/s] GR-717,D  [kg/s] 

0,62 9,31 

 

In Figures 19 and 20 are reported the plots of the temperatures of hot and cold composites as 

function of the heat flux exchanged for both the charge and discharge cycle. As shown, the R-

717 undergoes a phase change from vapour to liquid in the evaporator and vice versa in the 

condenser and performs latent and sensible heat exchange.  
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Figure 19. Trend of temperatures as function of heat flow for the evaporator of the charge cycle 



84 
 

 

In conclusion, the configuration that uses R-717 as refrigerant is the one that brings to lower 

values of the mass flow rate, due to the thermos-physical properties (low boiling point and 

high latent heat of vaporization) of this material. For this reason, another integration scenario 

that uses this refrigerant is considered and explained below.  

 

11.2.2 Absorption chiller  
 

An alternative refrigeration system that reduces the electricity consumption is characterized 

by the absorption chiller. An absorption chiller is a closed loop that uses waste heat to provide 

cooling or refrigeration. The most widely used absorption working fluids are H2O-LiBr and NH3-

H20. Due to critical limitations for the use of the H2O-LiBr, like the crystallization of the solution 

or the high vacuum conditions that should be maintained in the system, the NH3-H2O solution 

is used [43]. The H2O is the refrigerant while the NH3 is the absorbent. The working principle 

of the cycle is simply based on different boiling temperatures of the refrigerant and absorbent. 

A schematic representation of a basic absorption machine is shown in Figure 21 [44].  

Figure 20. Trend of temperatures as function of heat flow for the condenser of the discharge cycle  
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The main components of the cycle are the evaporator, absorber, solution pump, generator, 

condenser and expansion valves. This cycle works at two pressure levels, the evaporator and 

the absorber operate in the low-pressure level, while the condenser and the generator operate 

in the high-pressure one. Firstly, LT heat is transferred from a conditioned space to the 

evaporator with a chiller water loop to evaporate the refrigerant. Then the refrigerant vapour 

passes through an absorber where it is absorbed by a concentrated absorbent liquid forming 

a weak solution. This process releases heat that can be recovered by a cooling water stream. 

The diluted solution of absorbent and refrigerant is pumped to the generator, where an 

external heat is provided to boil off the refrigerant from the solution while the concentrated 

absorbent remains in a liquid form. The liquid rich solution passes through a valve and returns 

to the absorber while the refrigerant vapour flows to the condenser where heat is rejected to 

a circulating cooling water loop. The high-pressure liquid refrigerant is expanded with a valve, 

reducing its pressure and temperature, to be evaporated, closing the cycle.   

The position selected for the integration of the absorption chiller cycle in the reference system, 

in order to overcome the issue related to the H2O mass flow rate required in the discharge part 

of the cycle and to exploit the optimum properties of NH3, is the one located on the condenser 

of the discharge cycle. In this way the condenser for the discharge cycle is the evaporator for 

the absorption chiller cycle.  

Figure 21. Scheme of a basic absorption chiller 
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11.2.2.1   Aspen Hysys® modelling 
 

In Figure 22 is reported the scheme of the closed charge and discharge cycles with the 

integration of the absorption chiller with all the components and the streams. The charge cycle 

is located at the left of the scheme while the discharge cycle on the right.  

 

 

The components of the charge and discharge cycles are the same of the reference system and 

their role inside the whole plant remains unchanged.  

The absorption chiller cycle is composed of the following components: 

• COND-D - Evaporator: it condenses the CO2 on hot side and it evaporates the 

refrigerant on the cold side. 

• HX - Heat Exchanger: it increases the temperature of the vapour refrigerant on the cold 

side and it decreases the temperature of the liquid refrigerant on the hot side.  

• MIXER - Mixer: it mixes the vapour refrigerant and the liquid rich solution obtaining a 

weak solution. 

Figure 22. Scheme of the closed cycle paired with the absorption chiller cycle on the discharge part 
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• ABS - Absorber: it condenses the weak solution before entering the pump.  

• PUMP-2 - Pump: it increases the pressure and the temperature up to the high-pressure 

level of the absorption chiller cycle of the weak liquid solution.  

• SHX - Solution Heat Exchanger: it increases the temperature of the liquid weak solution 

on the cold side and it decreases the temperature of the liquid rich solution on the hot 

side. 

• VALVE-3 - Valve: it expands the liquid rich solution.  

• PRE-GEN - Pre-Generator: it increases the temperature of the liquid weak solution 

before entering the generator. 

• GEN - Generator: it separates the vapour refrigerant from the liquid rich solution.  

• COND - Condenser: it condenses the vapour refrigerant before entering the heat 

exchange on the hot side. 

• VALVE-2 - Valve: it expands the liquid refrigerant up to the low-pressure level of the 

absorption chiller cycle.  

The assumptions and hypothesis made for the closed charge and discharge cycle are the same 

as the ones reported in Tables 4 and 5. The differences are characterized by the pump input 

power of the discharge cycle that is reduced to 700 kW and by the elimination of the input 

condition regarding the minimum approach temperature for the condenser of the discharge 

cycle. If the same change for the pump power is made for the reference system, the H2O mass 

flow rate needed in the condenser of the discharge cycle remains a non-acceptable value equal 

to 671,8 kg/s.  
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The system is constructed adding all the components explained above and inserting the input 

parameters that are summarized in Table 44. [45][46]. 

Table 43. Main assumptions, inputs and hypothesis on the modelling of the absorption chiller cycle 

Input parameters absorption chiller cycle 

COND-D Inlet Temperature Cold Side -10 °C 

HX 
Pressure Drop 0 bar 

Outlet Temperature Hot Side 20 °C 

ABS Outlet Vapor Fraction 0 - 

PUMP-2 

Inlet Mass Flow Rate 30 kg/s 

Outlet Pressure 15 bar 

NH3 Inlet Volume Fraction 0,5 - 

SHX Minimum Approach Temperature 4 °C 

VALVE-3 Outlet Pressure 4 bar 

PRE-GEN Outlet Temperature 110 °C 

GEN Inlet Heat Flux 100 kW 

COND Outlet Vapour Fraction 0 - 

 

The thermodynamic state at each point is obtained and the main output parameters are 

reported in Table 45. The results for the charge and discharge cycle are equal to the one of the 

reference system, reported in Table 6, except for CO2 mass flow rate of the discharge cycle 

that, due to the decrease for the input value of the pump power, decreases to 35,53 kg/s.  

Table 44. Thermodynamic state of the mass streams for the absorption chiller cycle 

Stream m [kg/s] T [°C] p [bar] 
Vapour Fraction 

[-] 

NH3 Volume 

Fraction [-] 

9 8,154 -10 2,645 0,11 0,93 

10 8,154 -14,97 2,645 0,87 0,93 

11 8,154 32,29 2,645 0,90 0,93 

12 30 36,57 2,645 0,22 0,5 

13 30 17,98 2,645 0 0,5 

14 30 18,10 15 0 0,5 

15 30 79,81 15 0 0,5 

16 30 110 15 0,28 0,5 

17 8,154 110,2 15 1 0,93 

18 8,154 41,67 15 0 0,93 

19 8,154 20 15 0 0,93 

20 21,85 110,2 15 0 0,33 

21 21,85 22,07 15 0 0,33 

22 21,85 22,32 4 0 0,33 
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Due to the decrease of the mass flow rate in the discharge cycle the electrical power produced 

by the turbine decreases as well, as it is equal to 2,477 MW, but the mass flow rate of the 

refrigerant needed in the condenser of the discharge cycle is an acceptable value, equal to 

8,154 kg/s. In Figure 23 is reported the plot that shows the temperatures of hot and cold 

composites as function of the heat flux exchanged for the discharge cycle. As shown, the 

refrigerant undergoes a partial phase change from mostly liquid to mostly vapour in the 

condenser and it performs latent heat exchange.  

   

11.3  High temperature integration 
 

For the analysed closed system high temperature H2O is used to perform a sensible heat 

exchange in the higher part of the charge and discharge cycle.  

In order to maximize the power extracted by the turbine and so the performance of the whole 

system a possible solution can be characterized by the increase of the turbine inlet 

temperature (TIT) by increasing the temperature of the HT storage. The proposed 

configuration has this specific purpose using a transcritical closed cycle over the charge part 

of the reference system.  
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Figure 23. Trend of temperatures as function of heat flow for the condenser of the discharge cycle 
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11.3.1 Cascade heat pump 
 

A cascade heat pump configuration, with a transcritical bottom cycle and a transcritical top 

cycle can be applied where the gas cooler of the bottom cycle provides superheat to the 

suction gas in the top cycle. This new cascade arrangement could significantly superheat the 

suction gas, which will reduce the compression required to reach the same discharge 

temperature. [47]. The selection of the optimal combination of refrigerants and operating 

parameters for the two parts of the cycle is non-trivial and a valuable area of research. The 

scheme of the cascade heat pump configuration modelled is reported in Figure 24. 

 

The expected trends for the pressure as function of the enthalpy and for the temperature as 

function of entropy are reported in Figure 25.  

Figure 24. Scheme of cascade transcritical, single-stage (top) and transcritical, single-stage (bottom) 

Figure 25. Expected trends for the configuration reported in Figure 24  
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As it is shown the high-pressure level for both the top and the bottom cycle is the same while 

the low-pressure level for the bottom cycle is lower comparing to the top one.  

 

11.3.1.1   Aspen Hysys® modelling 
 

In Figure 26 is reported the scheme of the closed charge cycle with the integration of the 

cascade heat pump and of the closed discharge cycle with all the components and the streams. 

The charge cycle is located at the left of the scheme while the discharge cycle on the right.  

 

The components of the discharge cycle are the same of the reference system and their role 

remains unchanged. The components of the top and the bottom transcritical charge cycle are 

the same of the charge cycle of the reference system except for the heater. It is added before 

the condenser of the top cycle and it uses LT heat to increase the temperature of H2O before 

entering the cold side of the heat exchanger. In this way the input parameters are the same of 

Figure 26. Scheme of the close cycle paired with cascade heat pump on the charge part 
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ones of the reference system, reported in Table 4 and 5, except for the bottom compressor 

power reduced to 500 kW. Also, the top compressor power is fixed to 500 kW in order to keep 

the total power required by the charge part of the system equal to the one of the reference 

system.  

The input parameters for the top charge cycle are reported in Table 46. 

Table 45. Main assumptions, inputs and hypothesis on the modelling of the cascade heat pump 

Input parameters top charge cycle 

COMPR-2 

Isentropic Efficiency 0,86 - 

Inlet Temperature 161 °C 

Inlet Pressure 50 bar 

Power 500 kW 

Outlet Pressure 200 bar 

COND-C 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Outlet Vapor fraction Cold Side 0 - 

HEATER 
Inlet Temperature 30 °C 

Inlet Pressure 12 bar 

CHX 
 

Min Approach Temperature 4 °C 

Pressure Drop 0 bar 

Outlet Temperature Hot Side 70 °C 

Inlet Pressure Hot Side 200 bar 

 

The thermodynamic state at each point is obtained and the main output parameters are 

reported in Table 47.  
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Table 46. Thermodynamic state of the mass streams for the system with the cascade heat pump 

Stream m [kg/s] T [°C] p [bar] Vapour Fraction [-] 

1 4,763 -5,048 30 1 

2 4,763 165 200 1 

3 4,763 70 200 0 

4 4,763 -5,046 30 0,66 

w1 2,488 30 12 0 

w2 2,488 62,56 12 0 

w3 2,488 188,1 12 0 

i1 8,510 10 5 0 

i2 8,510 -1,046 5 0 

5 50,75 5,594 40 0 

6 50,75 22,66 190 0 

7 50,75 184,2 190 1 

8 50,75 52,62 40 1 

w4 24,38 188,2 12 0 

w5 24,38 30 12 0 

i3 959,8 -1,046 5 0 

i4 959,8 2,355 5 0 

9 3,447 161 50 1 

10 3,447 322,2 200 1 

11 3,447 66,56 200 0 

12 3,447 14,40 50 0,56 

 

As expected, due to the reduction of the compressor power in the bottom transcritical cycle 

also the CO2 and H2O mass flow rates for the charge part of the system are reduced to 4,763 

kg/s and 2,488 kg/s. The H2O mass flow rate needed in the condenser of the discharge cycle 

remains unchanged comparing to the reference system and so equal to 959,8 kg/s.  

Moreover, the temperature of the HT storage is increased to 188,1 °C and consequently the 

electrical power produced by the turbine is increased to 4,095 MW, comparing to the 

reference system.  
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12. Conclusions  
 

Large-scale electrothermal energy storage, utilizing transcritical CO2 cycles and heat transfer 

to HT and LT H2O reservoirs is a technology that is still at early stage. The modelling of the 

reference system analysed in this thesis has highlighted several issues like the imponent 

amount of heat required in the LT part of the discharge cycle and the consequent imponent 

H2O mass flow rate needed as refrigerant. Moreover, the imbalance between the LT and HT 

tanks, which varies based on the relative size of the storage system and the integrated facility,  

represents another critical point. In fact, over time, depending on the system size, operating 

conditions, and level of integration, the LT tank may become fully discharged while the HT tank 

reaches its maximum capacity, limiting further energy storage. To maintain balance in the tank 

levels throughout operation, the system needs additional energy input. 

The exergo economic analysis of the reference system, performed for the years 2022 and 2023, 

underlines the actual economic feasibility of this kind of technology. When the electricity cost 

is high, due to anormal conditions, the system reaches a positive NPV in the estimated lifetime 

of the plant, but when the electricity cost has a value coherent with the average of the last 

years, the system never reaches a positive NPV in the estimated lifetime of the plant. It is 

evident that this technology, without any subsides or incentives, cannot compete with the 

common ones to produce electrical energy. Further research is necessary to understand how 

to increase the performance of this plant decreasing the CAPEX and the OPEX.  

Different integration scenarios are considered to increase the performance of the system and 

to solve the issue related to the imponent amount of H2O mass flow rate required in the LT 

part of the discharge cycle. The open cycle represents an alternative configuration based on 

[2] but does not achieve any of the purposes explained above. The LT scenarios presented, 

instead, manage to decrease the mass flow rate needed by the condenser of the discharge 

cycle changing the kind of refrigerant. In particular the one using NH3 is the most efficient one 

and so an integration scenario based on an absorption chiller cycle that uses NH3-H2O solution 

is proposed. Lastly, an HT scenario based on a cascade heat pump configuration is proposed 

to increase the performance of the reference system. 
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