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Summary

The growing demand for high data rates and the increasing popularity and capillary
of high-speed access, both wired and for mobile use, have made it clear that a
robust and reliable core data network is essential.

The improvement of the network performances can be obtained in several ways;
however, a crucial aspect is defining an open way of controlling all network devices,
exploiting multi-vendor setups in an innovative and efficient way. This is a first
step towards the realization of a digital twin, a software representation of a real
network, which can be used to make simulations and to plan improvements.

This is the foundation of the initial section of this work, which examines the
potential of an open approach to control a popular whitebox transponder that
is compatible with commercial transceivers. These pluggable devices are at the
basis of the optical networks, since they are the elements in charge of converting
the signals between the electrical and the optical domain. In recent years, their
implementation and performance have improved significantly, allowing them to be
used in a wide range of operating conditions while increasing their flexibility to
operate at different frequencies, rates, and modulation formats, resulting in the
development of extremely high-speed products that can achieve data rates of up to
400 Gbps or more.

This lead to the need of defining and implementing a new and innovative open
driver that requires no proprietary software and can be used to configure the
device’s central operating frequency, baud rate, modulation format, and output
power, which are the key parameters typical of any coherent optical transceiver.
Additionally, the same driver can be used to collect statistical measurements from
transceiver itself, such as bit error rate or received power, which can be used to fully
define its operating conditions, that can be easily integrated into a more complex
network topology control software. In this way, it has been shown how the main
characteristics of the optical transceivers are made available to be controlled in an
open and flexible way instead of the typical proprietary software provided by the
device vendor.

The second part of the work, instead, has been devoted to the modeling of
the device, taking advantage of the open control driver developed in the first
part. For this purpose, an experimental setup has been configured in a laboratory
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environment, used to emulate a wide range of different network conditions. In
addition to the transceiver under test, it was possible to add the contribution of
Erbium-Doped Fiber Amplifiers (EDFA), widely used in long-haul links, attenuators
used to emulate the effects of the fibers at long distances, and an Optical Spectrum
Analyzer (OSA) used to study in detail the shape of the power spectral density with
respect to the frequency. In practice, the use of these devices is of great importance
in order to perform a large data collection of several important parameters of the
device’s behavior in different operating conditions. With the help of the open drivers,
each device has been configured independently and has cooperated with the other to
emulate the configuration of a real network, and it was also possible to implement an
additional noise generation which could be used to test different network conditions.
With the described setup, it was possible to perform an extensive data collection
by testing a large list of configuration parameters on all the mentioned devices,
which resulted in a complete database containing all possible combinations of
network configurations, along with statistical measurements obtained from the
transponder and the traces captured by the OSA. The comparison of the obtained
numerical results with the well-known equations from the literature made it clear
that it was required to consider additional contributions usually neglected, like the
characteristics of the transceiver, in order to accurately predict the performances.

Furthermore, in parallel with the experimental data collection, a detailed analyt-
ical study of the internal device components has been conducted to mathematically
define the source of internal noise at the transmitter and receiver, which, along with
the amplifiers, represent the primary source of noise in a lightpath. For this reason,
the starting point has been the definition of a typical block diagram of the main
internal components, highlighting the most important sources of non-idealities.
Then, a mathematical model has been defined in order to accurately describe the
expected behavior of the said components, together with an analytical description
of the introduced noise contributions that will ultimately affect the quality of the
overall signal transmission.

At that point, the joint use of the mathematical model and the experimental
results made it possible to define a complete model capable of accurately predicting
the performance of the device with the help of some key parameters that can
be interpolated directly from the data collection itself. In addition, a simplified
experimental setup has been designed to perform an alternative low-cost data
collection for other similar devices, to validate the model and to compare the
results obtained with the ones typical of other devices from different manufacturers.

Lastly, the work establishes a solid foundation for additional analysis that can
be used to further improve the model or tailor it to different devices and user goals.
This makes it an open solution and starting point for the definition of a complete
open network design, which is at the basis of the realization of a full network digital
twin.
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Chapter 1

Introduction

The increasing demand for high data rates and the widespread adoption of high-
speed access, both wired and wireless, underscore the need for a robust and reliable
core data network. In general, different network technologies can be employed to
provide varying services to end users, each with distinct constraints and goals.

Among the various options, optical networks are becoming increasingly impor-
tant due to their flexibility in adapting to different needs, and in recent years, they
have also become widely used by end users, thanks to the growing availability of
technologies such as Fiber to the Home. However, one of the most notable applica-
tions of optical networks is in the core network, which requires an infrastructure
capable of carrying huge amounts of traffic over long distances. In fact, even if
the connections to the end users can be realized with different techniques, the
interoperability between the networks requires such a high throughput that only
optical networks are able to provide [1].

1.1 History of optical communication

Since ancient times, light has been a medium for transmitting information over
long distances. Early civilizations used fire beacons, mirrors, and smoke signals to
transmit simple information in a fast way. However, this communication technology
did not improve significantly until the last years of the 18" century, with the advent
of the optical telegraph [2], which then evolved in its electrical implementation [3],
making it possible to connect even more distant locations without line-of-sight.

Optical communications returned to prominence in the 1960s and 1970s, when
researchers achieved remarkable successes in the implementation of lasers and the
realization of optical fibers, capable of carrying light over long distances while being
contained within a small and flexible fiber cable [4].

In the years that followed, advances in research made it clear that optical
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communications could be used effectively for both long-haul connections and for
short high-speed access, becoming cheaper and more popular [5], up to the current
times in which optical networks are at the basis of the core networks worldwide,
while in parallel there is a growing demand for very high speed data access, both
for the end users to the widespread of connected devices.

1.2 The open networks

Thanks to continuous improvements in optical research, it is now possible to benefit
from a wide range of devices that work together to provide the best performance
and quality of service. At the same time, the ability to operate in a multi-vendor
scenario, where different components from different brands can be used together
to minimize costs and improve the overall reliability of the system, is becoming
increasingly important. However, such interoperability is often difficult to achieve
because most devices have proprietary designs and software that do not integrate
well with others [6].

This is why it is necessary to develop open networks where all network elements
can be controlled using open standards that enable interoperability between different
vendors and devices. This is at the basis of the Software Defined Networks, which
enable the possibility of decoupling the control plane from the data plane, with
the goal of providing more efficient configuration, better performance, and higher
flexibility required for the new and innovative network designs [7].

In addition, open networking can be effectively used to define a network digital
twin, which is a software representation of a real network that can be used to
run simulations or test new configurations before implementing them in the real
world, helping researchers and companies make thoughtful decisions about the best
improvements to develop [8].

A notable aspect related to this topic is that a digital twin of a device can only
be effectively realized if its behavior is accurately modeled in such a way that it
is possible to predict its performance under different network conditions. This
makes it clear that the two ideas of open control and device characterization are
closely related, in the sense that a digital twin can only be realized with in-depth
knowledge of the device characteristics, but the said characterization can only
be performed effectively with the help of open interfaces. This is the basis of
the work described in the following chapters, which focuses on the modeling and
characterization of an optical transponder and its pluggable transceivers, knowing
that it can be extended to similar devices or to completely different optical network
elements. Additionally, in the next sections it will follow a brief description of
the main elements used in all the main optical networks, which are required to
introduce the components considered in the following chapters.
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1.3 Optical Network Elements

In all optical networks, there are a set of key elements used for signal transmission
and reception, whereas other elements are responsible for signal propagation and
transparent routing. This section will provide a brief description of the most
common devices and their basic functionality.

1.3.1 Transceiver

The transceiver is a device similar to those shown in Figure 1.1 that serves as the
interface between fiber optics and electronic components. They are full-duplex,
meaning that they can transmit and receive simultaneously. Nowadays, they are
plug-in devices that can be inserted into a standardized transponder that can
control and use them.

Figure 1.1: Generic set of transceivers [9].

1.3.2 Fiber

An optical fiber cable is a thin and flexible tube of glass or plastic able to carry
light. It is composed of three parts, one inside the other, as visible in Figure 1.2.
The outermost one is called coating and its purpose is to protect the inner layers,
but it does not contribute to the propagation of the signal. On the contrary, the
two inner layers are used to guide the light: for this reason they are transparent
and their material is chosen to have a different refractive index, creating a reflection
and a refraction at their interface. In fact, each material is characterized by a
specific refractive index n > 1, which is a dimensionless number that indicates the
ability of that medium to bend light. This behavior is described by the Snell’s
law reported in 1.1 that considers the relationship between the angles of incidence
and refraction when the light passes through a boundary between two different
isotropic media, such as the glass that compose the core and the cladding.
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sin(61) ~ np (1.1)

sin(«92) n nq

In particular, when the light beam enters the fiber’s core, it reflects on the
boundary between the core and the cladding. In order to have the light propagation
along the fiber, it is required to reach the condition of total internal reflection,
which is achieved when the light’s angle of incidence is less than the critical value
. obtained in the equation 1.2.

0. = arcsin 12 (1.2)
ni

As a side note, an additional effect of the refractive index is that it determines
the phase velocity v of the light as v = ¢/n, with ¢ the speed of light in the vacuum.
Since it is common to consider n ~ 1.5, for most fiber cables the signal propagation
velocity in the medium is around 2/3 of the speed of the light in the vacuum.

Coating

Cladding
U Core

Figure 1.2: Optical fiber cable composition

The usable bands

Fiber characteristics are highly dependent on the frequency of the signal. For this
reason, the spectrum has been divided into several regions, called bands, that are
similar in their behavior. One of the most commonly used regions is known as the
Conventional Band (or C-Band), which roughly lies between 1530 nm and 1565 nm.
In terms of frequency, it is generally considered to be a 5 THz band centered around
193.5 THz. Although several other usable bands exist, this is the region in which
most devices operate, and it was chosen because of its very low attenuation and
because it was the first band in which optical amplifiers were developed.
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The signal attenuation

Any medium is known to reduce the power of the signal passing through it, and in the
case of optical transmission, attenuation is one of the main impairments introduced
by the fiber cable. In general, in addition to the material and its characteristics, the
attenuation does also depend on the frequency of the considered signal: however, in
most of the typical applications related to the fiber communications, this value can
be considered almost constant in the bands of interest. Additionally, it is important
to note that the attenuation of fiber is much less than that of any other medium,
and this is one of the main reasons why it can be used over very long distances.
For practical applications, a common attenuation value is 0.2dB/km in the C-
Band, which means that the power of the signal is reduced by 0.2dB per kilometer
of fiber. As anticipated, this value is orders of magnitude lower than that of
any other medium, and the best cables can reduce it even further, even around

0.14dB/km [10, 11].

Chromatic dispersion

The phenomenon whereby the phase velocity of a wave depends on its frequency
is known as chromatic dispersion. The dispersive nature of the medium causes
distortion of the pulse, resulting in different delays depending on the frequency.
In fact, since each channel occupies a bandwidth of tens of Gigahertz, there are
components at different frequencies, and depending on the characteristics of the
fiber cable used, the higher frequencies may propagate faster or slower than the
lower ones. This difference in speed results in a difference in the time it takes for
the components to reach the receiver, causing distortion that can affect the ability
to receive the symbol correctly [12].
In general, at least three contributions have to be taken into account:

o The material of the fiber may affect the amount of introduced distortion, and
in some cases also the sign: in fact, there exists fibers that distort the optical
signal in opposite directions.

e An increase in the symbol rate makes it more difficult to find the correct
transmitted symbol, as each symbol lasts less time, and its duration becomes
comparable with the introduced distortion.

o The total length of the fiber increases the total distortion, since a difference
in speed corresponds to a greater difference in time over a longer distance in
the network.

In the older networks, chromatic dispersion was a limiting factor in the maximum
distance that could be achieved. To overcome this limitation, various techniques

5



Introduction

were employed, one of which was to use a sequence of different fiber types with
opposite distorting effects along the path so that the overall distortion was negligible.

On the contrary, with the advent of modern receivers, this compensation can
instead be avoided as the Digital Signal Processing (DSP) unit inside the receiver
completely compensates for it, and for this reason the physical compensation is
generally not utilized [13].

The Kerr effect

In the previous equation 1.1, it has been considered the importance of the refractive
index n, and it has been defined as constant with respect to the material of the
fiber. However, this is not always the case: in fact, the so-called Kerr effect is a
phenomenon where the refractive index of a material changes in response to the
power P crossing the fiber, following the rule in equation 1.3. It is anyway important
to remember that, similarly to the already described Chromatic Dispersion, the Kerr
effect becomes prominent especially for longer distances or when the transmitted
power becomes too large [14].

n =ng, + ng (1.3)

Aeff

1.3.3 Optical Amplifiers

Optical amplifiers are active devices that can counteract the effect of attenuation
by increasing the power of the optical signal without the need for regeneration
in the electrical domain. Although there are several types of amplifiers, one of
the most commonly used is the so-called Erbium-Doped Fiber Amplifier (EDFA),
which contains a short span of fiber whose core is doped with erbium ions, which
can be efficiently pumped with a laser. It is possible to use a quantum physical
mechanism where an energy transfer takes place between the energy pumped by a
dedicated laser and the propagating photons, with the end result of increasing the
power of the signal [15].

An important advantage of these optical amplifiers is the fact that they can
operate in a very wide band (around the 5THz of the C-band): this way, only
one amplifier is needed, no matter how many frequencies are used in the fiber,
providing a reliable and cost-effective way to extend the range of the transmitted
signal without leaving the optical domain. Moreover, in general it is possible to
dynamically configure the devices in order to select a gain G and a tilt 7' to be
applied to the input signal [16].
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ASE noise

Optical amplifiers produce a main side effect known as Amplified Spontaneous
Emission (ASE). This is a random generation of photons on the same frequency
bands as the useful signal, and is considered an additive noise term that affects
the other signal components. Figure 1.3 shows a simplified representation of an
amplifier, illustrating its amplification effects, including gain and tilt of the input
signal, as well as the additional noise term [17].

ASE noise

Figure 1.3: Schematic representation of an optical amplifier and the additive
noise contribution

The Raman amplifiers

An interesting additional optical amplifier is based on the Raman effect, which
provides a continuous amplification along tens of kilometers of fiber, contrary to
the EDFAs which instead can be considered lumped devices. Furthermore, they can
provide an amplification across a wider range of frequencies, usually with a lower
noise figure, and in general can be effectively used especially for long distances [18].

1.3.4 ROADMs

An Optical Add/Drop Multiplexer (OADM) is a complex component used to
perform signal switching in a network directly in the optical domain, without the
need for electrical signal retransmission. One of its main applications is its ability
to route input signals to different output ports based on their wavelength, allowing
the signal to traverse the node in a fully transparent manner. The same switching
can also be applied within the same node: in fact, its add/drop capabilities allow
the possibility of inserting or removing data flows from the network, accessing them
locally [19].

The traditional OADM devices are composed of a multiplexer and a demultiplexer
able to split and merge signals based on their optical frequency, and a fiber patch
panel or a switching component able to connect the other stages in the proper
way to deploy the configuration of interest. On the contrary, the more advanced
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Reconfigurable OADMs (ROADM) enable the possibility of having a remote control
of the device, allowing it to change it configuration according to the needs. [20]

Furthermore, some of these devices have additional features such as the ability
to equalize the output channels to provide an equal power level to all frequencies
in the same fiber, which is especially important when combining channels from
different sources and therefore different power levels [21].

1.3.5 Optical Line System

An Optical Line System (OLS) is a transparent link that connects the nodes in a
network [22]. Tt consists of three main components:

o Fiber spans: used to connect the components together. There are typically
two per link to provide a bidirectional connection;

o Inline Optical Amplifiers (ILA): amplify the power of the signal. As with the
fibers, they are usually used in pairs;

o« ROADMSs: switch the signals in the optical domain between network nodes;

o Boosters and Preamplifiers: installed in the switching nodes, can adjust and
optimize the input and output power.

1.4 Optical transmission

1.4.1 Optical Transmission Techniques

Two different transmission techniques are used in optical communications, and
their main differences are described in this section.

Intensity-Modulation Direct-Detection

The Intensity Modulation Direct Detection is the simplest modulation technique
that can be employed effectively. The IMDD transceivers utilize On-Off-Keying
(OOK) modulation to map the ones and zeros of the bit stream to the presence or
absence of photons. In practice, the transmitting laser can be rapidly switched on
or off, while at the receiver’s end, a threshold is used to determine the received
information after the photodetector. Although transmission and reception are
simple, detection is limited to only two states. This limitation affects achievable
performance, which is why this technology is nowadays mostly used only on the
edge where the required throughput is limited [23].
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Coherent Modulation

Coherent receivers are complex devices that can detect not only the power of the
received signals, but also the phase and polarization of the photons. This additional
information can be used to map multiple bits onto the same transmitted symbol,
significantly increasing the achievable data rates, at the expense of a possible
increase in the device complexity and cost [24].

In the optical domain, different modulation formats can be employed, but it is
common to rely on Quadrature Amplitude Modulation (QAM), which can define
a constellation of M = 2" symbols, each carrying n bits, for each of the two
orthogonal polarizations. In practice, any value of n can be set to adjust the size
of the constellation and find a balance between higher data rate and increased
complexity. The only disadvantage of this technique is that in general only integer
values of n are considered, and this leads to having increasingly large steps in the
constellation size M, which will also require better channel quality to be decoded
correctly. For this reason, an attempt has recently been defined to improve the data
rate even in conditions where it is not possible to fully increase the constellation
size: this is based on probabilistic constellation shaping [25], but its additional
complexity results in the fact that for most practical use cases a simpler geometric
shaping is preferred, and this is the case for the devices considered in this work.

An example of a typical constellation used in most of the coherent optical
transceivers is shown in the figure 1.4, which represents the so-called 16-QAM
modulation, where 16 symbols are arranged on a grid so that each point has the
same distance to the next. In the same figure, there is also an example of Gray
code, which is used to assign a sequence of bits (four in this case) to each symbol
in such a way that when moving between adjacent symbols with minimal distance
(vertically or horizontally on the grid), only one bit changes with each movement.
This encoding standard is not mandatory, but it is the preferred encoding scheme
because it minimizes the probability of bit errors. In fact, if an error occurs on
a symbol, it is most likely that the wrong symbol is close to the correct one,
thus limiting the errors to only one bit. In any case, this is especially useful in
conjunction with an error correction algorithm.

The Bit Rate and the Symbol Rate

In most transmission systems, bit rate is an important metric: it represents the
amount of information, expressed in bits, that can be transmitted in the time unit
of one second. In the specific case of optical communications, due to the high
achievable rates, it is common to define the rate in terms of Gigabits per second
(Gbps), which corresponds to 10° bps.

If the constellation used is complex (M > 2), each transmitted symbol carries
more than one bit: in this case, it is possible to define a new quantity, the symbol
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Figure 1.4: Example of 16-QAM modulation
with Gray coding

rate (Rs, sometimes called Baudrate), which represents the number of symbols
transmitted per unit of time. Since each symbol contains n = log, M bits, it is
possible to convert from the bit rate to the symbol rate (and vice versa) using the
Equation 1.4.

p=t_ b
n  logy, M

(1.4)

The main advantage of this approach is that, for a given symbol rate, several
different bit rates can be achieved depending on the size of the constellation used.

Bit Error Rate

In any digital communication system, the signal propagating from the transmitter
to the receiver is affected by noise. The receiver’s task is to try to detect the
correct message, even if the position of the received symbols does not correspond
to the theoretical one: in general, this becomes more difficult as the symbol rate
increases or the chosen constellation becomes more complex. By comparing the
transmitted bits with the received ones, it is possible to count the number of bit
transitions, defined as the case where a zero is detected as a one, or vice versa.
This value is often expressed as the ratio of the number of errors to the number of
bits transmitted: this is defined as the Bit Error Rate (or BER).
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Forward Error Correction

Provided that in every system there is a non-zero error probability, it is common to
introduce an algorithm of error detection or correction. In optical communications,
the Forward Error Correction (FEC) algorithm is used: it is a technique that
improves the reliability and quality of digital transmission by adding redundant
data at the transmitter, called error-correcting code, which is then used by the
receiver to correct errors that occur during signal propagation. In general, the
effectiveness of the FEC depends on both the algorithm used to compute the
redundancy and the overhead introduced [26].

Symbol transmission and raised cosine

In all communication systems, data is transmitted around a central frequency,
occupying a band B,,. Although for ideal transmitters the optimal signal shape in
the frequency domain is a rectangle with a base width exactly equal to the Baudrate,
so that B., = R;, real devices will transmit using a slightly larger bandwidth. In
most of the systems, it is common to consider a shape called raised-cosine, which
minimizes intersymbol interference (ISI) [27].

It is possible to describe its shape mathematically, which depends on several
contributions, but one of the most important is called the roll-off factor p, which
is a measure of the excess bandwidth of the filter. When p — 0, the roll-off zone
becomes infinitesimally narrow and the raised-cosine behaves similarly to the ideal
rectangular function. For most of the practical applications, a common value is
around p =~ 0.2.

1.4.2 Wavelength Division Multiplexing

Inside a fiber optic cable, data is transmitted as photons travelling from the
transmitter to the receiver. Each signal transmission occupies a specific band
around a central frequency, leaving all other frequencies unused. In general, the
band used for signal transmission (typically a few tens of GHz) is much smaller
than the total usable band, which is approximately 5 THz in the C-band. To
improve the spectrum utilization, the main idea is to use a well-known technique
called Frequency Division Multiplexing, also used in all the wireless transmissions.
In the optical domain, for historical reasons, it is known as Wavelength Division
Multiplexing (WDM). It allows the accommodation of several parallel streams,
called channels, separated by their frequency (or wavelength).

This can be done by considering a generic set of N lasers, each operating at a
specific central frequency, connected to a multiplexer that combines their signals in
a single fiber capable of carrying all these channels simultaneously. At the receiver
end, the same setup is considered, with a demultiplexer able to split the received
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beam into the corresponding N components, ready to be decoded by the receivers.
One example is visible in the Figure 1.5.

Ch. 1 ——\ /— Ch. 1

Optical Fiber
MUX DEMUX

Ch. N —/ \—— Ch. N

Figure 1.5: WDM example

Although it is possible to consider any central frequency and signal bandwidth,
in commercial optical systems it is common to consider a fixed grid with channel
spacing standardized by ITU-T in multiples of 12.5 GHz to ensure interoperability
of systems.

As a consequence, the frequency band occupation of every device is in general
considered to the smallest multiple of 12.5 GHz in which it can fit.

1.4.3 Signal-to-Noise ratio

The Signal-to-Noise ratio (SNR) is a measure that compares the level of the useful
signal in respect to the level of background noise. This is obtained by performing
the ratio of the signal power to the noise power expressed in linear units, but then it
is often converted in Decibel, with a higher value representing better signal quality.
This quantity is very general in the sense that it can be used to represent different
characteristics of the signal and, most importantly, its relevance depends on the
contributions considered in its calculation and the position in the line where it is
measured.

In addition, this quantity is closely related to the BER, as a lower signal
quality (and therefore lower SNR) will reduce the transceiver’s ability to decode the
transmitted signal, resulting in an increase in the BER. In particular, this aspect
is of great importance in the computation of the device performances and will be
described in greater detail in the following chapters.

For the purposes of this work, a specific convention is followed in order to avoid
ambiguity on what is considered, and it is based on the following definitions:

o SNRgg: represents the contribution due to the amplified spontaneous emission
of the optical amplifiers, as it has been described in section 1.3.3. This
convention considers this quantity as measured in respect to the noise generated
on the same band, such that the band of the noise is the same band of the
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signal. However, as it will be described later, in some cases it is required to
move to a reference band of 0.1nm (or 12.5 GHz): in that case, this quantity
is named OSNR to distinguish the different bandwidth considered.

GSNR, or Generalized SNR: considers all the additive contributions in the
optical domain. In practice, it contains the contribution of the Non-Linear
Interference (NLI) and the one of the SNRagg defined before.

SNRrrx: represents the contribution of the transceiver, and can be split
in SNRtx and SNRgx to consider only the transmitting or the receiving
components.

SNR: is the Signal-to-Noise ratio computed at the receiver, which is the one
that affects the ability of the transceiver to retrieve the correct information
from the channel, and depends on the other contributions described before.

13
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Chapter 2

The devices in use

2.1 The Phoenix Transponder

The Phoenix transponder is a device capable of providing optical communication
links in optical transport networks. It is designed as a disaggregated system
that aims to eliminate network complexity by supporting interoperability between
vendors. It provides multiple interface ports and can be configured to operate in
different network conditions as described in the following sections.

The Interface Ports

The Phoenix transponder can support up to 20 traffic interface ports, which are
physical connections that allow data exchange. They are of two different types:

e 4 [ine ports that support 400G CFP2-DCO transceivers;
e 16 QSFP28 client ports at 100GbE.

QSFP Quad Small Form-factor Pluggable (QSFP) transceivers are small and
hot-pluggable devices often used to provide a reliable connection for short-reach
applications. In particular, the QSFP28 standard is designed to carry 100 Gigabit
Ethernet.

CFP The C form-factor pluggable (CFP) aims to define a standard for the
transmission of high-speed digital signals. Originally developed to support 100
Gigabit Ethernet systems, it has evolved with several variants, such as the CFP2
used in the Phoenix. These are the most common interconnections for high speed
and long distance connections, and provide higher flexibility in respect to other
variants, starting from a wide range of configuration parameters, as it will be
described later.
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ACO and DCO As described in the introduction in section 1.4.1, most modern
devices use the Coherent Modulation in order to offer higher data rates and
electronic dispersion compensation. In particular, coherent modules can be divided
into two groups depending on the electrical interface used by the module.

In the case of the Phoenix transponder, the Digital Coherent Optics (DCO)
transceivers are used.

2.1.1 The Phoenix configuration parameters

The Phoenix transponder can configure several parameters for the connected CFP2-
DCO transceivers, the definition of which is given in the following paragraphs. The
QSFP devices, on the other hand, offer very little configuration options and report
few metrics: for this reason, they have not been used for device characterization.

The Operational Modes One of the most important configuration parameters is
the Operational Mode. This is a four-digit number that represents the combination
of line rate, modulation format and FEC algorithm.

The manual defines a total of 16 valid codes that can be set individually on each
of the connected CFP2-DCO transceivers, and the corresponding configuration
parameters are listed in the table 2.1.

Line Rate | Modulation Format FEC Operational Mode
100 Gbps DP-QPSK SC-FEC 1104
100 Gbps DP-QPSK O-FEC 1304
200 Gbps DP-QPSK O-FEC 2304
200 Gbps DP-8QAM O-FEC 2306
200 Gbps DP-16-QAM O-FEC 2308
200 Gbps DP-QPSK HG-FEC 2404
200 Gbps DP-8QAM HG-FEC 2406
200 Gbps DP-16-QAM HG-FEC 2408
300 Gbps DP-8QAM O-FEC 3306
300 Gbps DP-16-QAM HG-FEC 3408
400 Gbps DP-16-QAM O-FEC 4308
400 Gbps DP-16-QAM HG-FEC 4408

Table 2.1: Operational-mode Support Value

Values description [t is interesting to observe that the four-digit Operational
Mode number can be computed as follows:
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o The first digit represents the bit rate and is expressed in hundreds of gigabits
per second. This means that the Phoenix transponder can allow a line rate of
100, 200, 300 or 400 Gbps;

e The second digit represents the FEC coding, one among four algorithms;

o The last two digits depend on the selected modulation format. This value is
expressed on two digits because there exist the definition of 12 values, but
only three of them can be used with the CFP2-DCO transceivers.

FOC Transceiver Inside the Phoenix transponder, up to 4 transceivers can
be plugged in at the same time, and they can be supplied by different manufacturers.
The one used for characterization is the FIM38750/102, which supports only 4 of
the 12 operating modes defined above.

Line Rate | Modulation Format FEC Operational Mode
100 Gbps DP-QPSK SC-FEC 1104
200 Gbps DP-QPSK O-FEC 2304
200 Gbps DP-16-QAM O-FEC 2308
400 Gbps DP-16-QAM O-FEC 4308

Table 2.2: Operational-modes supported by the FIM38750/102 transceiver

As it is possible to see from Table 2.2, the transceiver configuration mainly
differs by the achievable bit rate, which is obtained by using different modulation
formats and FEC algorithms.

In practice, this translates into the fact that the user has the possibility to
choose between three different line rates, depending on the requirements, and in
the case of 200 Gbps there is the additional possibility of selecting between a more
robust configuration or a lower amount of spectrum used.

The Frequency and the Output Power The Phoenix transponder has the
ability to configure the power and central frequency of the devices. Similarly
to the operating modes, the allowable values depend on the transceivers in use.
Considering the FIM38750/102 device, the following limits are enforced:

o The central frequency must be in the range between 191.3 and 196.1 THz;
o The target output power must be in the range between —5 and +1 dBm.

Other devices may have different limits.
Moreover, the instrument requires the use of specific units of measurement for
both reading and for setting all the configuration parameters.
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o The frequency must always be expressed in MHz, which means that the
commonly used value in THz must be multiplied by 10°.

e The power must be expressed in dBm, which is a logarithmic scale indicating
a ratio for which the reference power is 1 mW. In this way, the value becomes
dimensionless, and it is possible to calculate the corresponding decibel value.
Thanks to this conversion, the reference power of 1 mW corresponds to 0 dBm.

2.1.2 The device connection

The Phoenix transponder has an out-of-band (OOB) Ethernet management port
that can be used to remotely control the device. This enables the possibility to
assign a local IP address so that it can be reached by other systems on the same
network. Two different options have been analyzed.

The terminal based connection

One of the main ways to control the device is to use a Secure Shell (SSH) in order
to establish a secure terminal-based connection. A wide range of commands can be
executed on the device to change its configuration or to collect data. The main
advantage of this approach is that the control interface is very fast and complete,
making it possible to effectively control the device while collecting near real-time
data. The only disadvantage of using a terminal-based control approach is that it
makes it difficult to efficiently collect command responses in an automated manner.
For this reason, other connection systems are preferable for unattended operation.

NETCONF

The Network Configuration Protocol (NETCONF) is a network management
protocol that provides mechanisms for installing, manipulating and deleting the
configuration of network devices [28]. This protocol is based on the YANG data
modelling [29], whose language can be encoded in the Extensible Markup Language
(XML) to be transmitted over a secure transport channel. One of the main advan-
tages of NETCONF over other protocols is that all commands and their outputs
follow a common standard, ensuring interoperability between vendors, while the
XML encoding reduces the complexity of parsing the received information. In
particular, in the Python code the ncclient library has been used to create a con-
nection to the transponder and to exchange messages according to the NETCONF
standard [30].
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2.1.3 The device configuration

In order to use the instrument correctly, it must be properly configured. For the
data acquisition described in the following sections, the configuration has been
divided into two steps: the initial configuration and the subsequent data collection.
Firstly, the terminal-based connection can be used to configure the data link and
enable data transmission from the transponder. An SSH connection can be opened
in order to use a remote terminal to execute the commands.

The first important command to run is the one dedicated to checking the status
of the line port. In particular, in the case under test, the port name is cpf2-1, in
which the last number 1 can be increased up to 4 to scan for the other line ports.
The command to execute is the following one:

nos-show-platform-port --port cfp2-1
If the selected port is valid and the module is correctly attached and enabled, the
response of the command is expected to be similar to the following;

cfp2-1
3| oper—status openconfig—platform—types : ACTIVE
admin—state ENABLED

;| optical —port—type openconfig—transport—types:TERMINAL_ LINE

In particular, the ACTIVE and ENABLED states confirm that the line card is ready
for use to enable the card. Otherwise, it may be necessary to activate it, and the
following command can be used:

nos-set-platform-port --port cfp2-1 -a admin-state -v enabled
In this way, it will set the admin-state attribute to enabled, and in a few minutes
the card should be enabled; in fact, running the above command should confirm
the correct functioning of the device.

If the card is active, it is then possible to gather its configuration and measured
data. The command that can be used for this purpose is the following one:
nos-show-platform-port --port cfp2-opt-1-1
Similarly to the previous case, the port cfp2-opt-1-1 can be adapted if a different
port is used: in particular, the first digit represents the port number (in this case
1), whereas the second is a sub-number which has always been left equal to 1 for
all the ports.
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An example of its output is the following:

config:

frequency 192925000M

target —output—power —3.2

operational —mode 2304

line—als NONE

state:

oper—status [...]:ACTIVE

frequency 192925000M

target —output—power —3.2

operational —mode 2304
modulation—format [...]: MODULATION_FORMAT DP_QPSK
bit—rate [...]: TRIB_RATE_200G
fec—coding [...]:FEC_O

line—port cfp2—1

output—power —3.19

input—power —8.78

chromatic—dispersion 6553.0

polarization—dependent—loss 0.5

osnr 2.84e+401

carrier —frequency—offset —26.0M

pre—fec—ber 3.21e—08

post—fec—ber 0.00e400

Note that in that output, the symbol [...] represents a string that has been
removed to limit the length of the message.

As it is possible to see, all the parameters are directly readable from the
terminal, and this can be helpful to check that the device is working correctly.
However, as mentioned earlier, even if the steps performed are very effective, the
text-based formatting of the output makes it difficult to collect the data in an
automated way. For this reason, the terminal-based approach is recommended
only for sporadic configuration and debugging, while the NETCONF approach is
preferred for continuous use.

2.1.4 The Device Capabilities

The NETCONF protocol described above provides the ability to retrieve the
capabilities associated with the operational modes described in the 2.1.1 section.
This is done by issuing a get command and then applying a filter to the operational-
modes properties. The results have been further filtered to list only the values
that correspond to the operational modes given the transceiver in use. Some of
the results provided have already been analyzed to study the limitations of the
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equipment, but new insights have been gained, and are described in the following
paragraphs.

The Baud Rate

The concept of the Baud Rate has been introduced in the section 1.4.1 related to
the fundamental concepts, but in this section it is analyzed how its value affects the
bit rate when other parameters are taken into account. By looking at the results
provided by the capabilities request, the following values have been found:

Operational Mode | Line Rate | Modulation Format | Baud Rate [GBd]
1104 100 Gbps DP-QPSK 27.9
2304 200 Gbps DP-QPSK 63.1
2308 200 Gbps DP-16-QAM 31.6
4308 400 Gbps DP-16-QAM 63.1

Table 2.3: Baud Rate of different operational modes

As it is possible to see, the symbol rate is strictly related to both the bit rate and
the modulation format as follows:

o Given a modulation format, to double the line rate, the symbol rate must also
be doubled. For example, with DP-16-QAM modulation, to go from 200 Gbps
to 400 Gbps, the baud rate is doubled.

e Given the baud rate, doubling the constellation size doubles the line rate.
This is the case, for example, for the second and fourth modes of operation,

where moving from DP-QPSK to DP-16-QAM doubles the line rate because
the number of bits per symbol increases from 4 to 8.

The FEC Overhead

The importance of forward error correction has been described in the basic concepts,
but thanks to the additional data collected, it is possible to calculate the overhead
introduced. In fact, looking at the same table above, we can see that in all cases
the baud rate appears to be higher than it should be, taking into account the other
parameters. As an example, looking at the last row of the table, a rate of 400 Gbps
with DP-16-QAM modulation (corresponding to 8 bits per symbol) should have
a symbol rate of 400/8 = 50 GBd. On the contrary, the symbol rate obtained is
63.1 GBd: the ratio between the two values is 63.1/50 = 1.262, corresponding to
an overhead of 26.2%. The same calculation can be carried out for all the possible
combinations, obtaining the same 26.2% for all of them except the first one, where
the value is reduced to 11.6%. Moreover, this difference is confirmed by the fact
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that the first combination, corresponding to the 100 Gbps line rate, is the only one
that uses a different error correction algorithm, as defined in the table 2.2.

The Roll-Off

The roll-off parameters defines the characteristics of the raised cosine shape, at it
has been described in the section 1.4.1. In the Phoenix transponder, its value p is
set to 0.2 for all line rates and modulation formats and cannot be changed. This
results in a defined broadening of the spectrum used to transmit the channel.

The channel width

The values described above can be used to compute the total channel width. The
equation of interest is:

Be, = (1+p) - Ry (2.1)
in which:
e R, is the symbol rate;
o p is the roll-off factor;
e B, is the total width of the channel in use.

Taking into account the values obtained previously, the channel widths are reported
in Table 2.4. However, it is important to remember that often the signal widths
are approximated to the smallest multiple of 12.5 GHZ that contains the channel
itself, as it has been briefly described in Section 1.4.2; in any case, the computed
value is the one that is generally used to calculate the performance of the device,
since it depends directly on the transponder’s configuration.

Operational Line Rate Modulation | Baud Rate | Roll-Off | Width
Mode Format [GBd] factor | [GHz]
1104 100Gbps | DP-QPSK 27.9 0.2 | 3348
2304 200 Gbps DP-QPSK 63.1 0.2 75.72
2308 200 Gbps | DP-16-QAM 31.6 0.2 37.92
4308 400 Gbps | DP-16-QAM 63.1 0.2 75.72

Table 2.4: Computed channel width
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The Chromatic Dispersion

The general definition of the chromatic dispersion have been detailed in the section
1.3.2. By performing the collection of the capabilities of the transceivers, it has
been discovered that the Digital Signal Processing (DSP) units can tolerate a
maximum amount of chromatic dispersion that depends on the line rate and the
modulation format as summarized in the table 2.5.

Operational Line Rate Modulation | Maximum CD
Mode Format [ps/nm]
1104 100 Gbps DP-QPSK 18000
2304 200 Gbps DP-QPSK 24000
2308 200 Gbps | DP-16-QAM 24000
4308 400 Gbps | DP-16-QAM 12000

Table 2.5: Maximum supported Chromatic Distortion

It is important to note that for most of the experiments performed for this work,
the effect of chromatic dispersion is negligible, as its effects are only visible after
several kilometers of fiber, which is orders of magnitude greater than the distance
over which the signals under test have propagated.

2.2 The Cassini transponder

Cassini is an open and disaggregated optical transponder with a modular optical
interface design. Its high level of functionality is similar to that of the Phoenix
transponder: for this reason, the following sections are focused on the main
differences.

The Interface Ports

The Cassini transponder can support up to 24 traffic interface ports of two different
types, similar to the ones typical of the Phoenix:

o 8 line card slots for QSFP28, with both DCO and ACO modules;
« 16 QSFP28 ports at 40/100GbE.

The device connections

Similarly to what is has been described in section 2.1.2, the connection with the
Cassini transponder can be performed by using both the terminal based and the
NETCONF approach. However, the command line syntax is different in respect to
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the one described above, and for this reason the most important commands for the
studies of this work are described in the next paragraphs.

2.2.1 The Cassini configuration

Even if there are several similarities in respect to the Phoenix transponder detailed
above, in this case it is possible to configure independently three parameters only:

o The output power (expressed in dBm);
o The frequency (expressed in Hz in the range between 191.15 and 196.10 THz);

o The modulation format, that can be DP-QPSK or DP-16-QAM for all cards,
and additionally can be DP-8-QAM for the DCO modules only.

It should be noted that due to the transponder’s compatibility with both ACO
and DCO modules, it is possible to compare their respective performances in
the following sections. On the contrary, this was not feasible with the Phoenix
transponder, as it exclusively supports DCO modules.

Similarly to the Phoenix transponder, also in this case it is possible to use the
terminal-based approach to connect to the device in order to query its status. For
this task it is possible to use the 0cNOS operating system, to which it is possible
to issue several commands that are detailed in this section. At first, it is useful
to gather the information related to the connected transceivers, and to do so it is
possible to execute:

show coherent-module interface-mapping
Since the Cassini transponder has 8 [ine ports, this command returns a list of eight
elements similar to the two reported below:

1

2| Slot —no Module Type Port Hostif—no Netif—no
53 ACO ce2l 0 0

6 ce22 1 0

8|5 ACO ce25b 0 0

9 ce26 1 0

ol [...]

In this case, the output has been truncated to only show the used ports which, in
this case, are the number 3 and 5, whereas the other six unconnected are blank.
This command is especially useful to detect if the modules have been set up correctly
and if they are ACO or DCO, since the second column changes accordingly.

24




AW N =

The devices in use

Additional information can be obtained by running a specific command for the
slot of interest, one at a time, obtaining all the collectable data from the card itself:

show coherent-module 3
The command in the given example can be used to read all the statistics from
the module number 3, but in general this is not used since the length of the
output makes it preferable to query the data in an automated manner, using
the NETCONF approach. At the same time, however, in order to obtain a brief
description of the real-time performances of the modules with one command only,
it is possible to request a summary as follows:

show coherent-module summary
The response of the command is similar to the following, and is automatically
filtered in such a way to show only the active modules, hiding the unused slots:

Slot License Information

12
5/ Available Licenses 0
;5| Used Licenses i 2

Maximum Licenses

[Slots : 3, 5]

Slot Module Netif Modulation/ InputPower preFECBER
Status OperStatus OperationalMode LaserFreq
3 ready ready dp—qpsk —6.75dBm 2.3427826e—10
195800000000000Hz
) ready ready dp—qpsk —25.07dBm 2.514967e—10
193468750000000Hz

This example can be used to check whether the device is operating correctly
(using the ready states) and the module configuration. For the setup under test, it
is possible to observe that there are two valid slots, named 3 and 5, which can be
controlled independently.

the slot 3 was used, but there was a second connected card in slot 5, set to a
different frequency.

The use of the command line utility was particularly useful when changing the
frequency or the modulation format with the ACO cards because, as it will be
described later, this operation was quite long and could lead to errors in which
the Module Status changes to Initialize and does not come to ready again up
to a device reboot. On the contrary, for the data collection (and in particular
for reading the input power and the BER value) the NETCONF approach was
preferred thanks to its easier integration in an automatic script.
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2.2.2 The device capabilities

The list of the device capabilities can be retrieved by using NETCONF or via the
terminal issuing the command: show coherent-module operational-modes.

Speed | Slot Width | Modulation

Mode [Gbps| [GHz| Format FEC Mode
1 200 62.5 DP-8-QAM 15per-denali
2 200 37.5 DP-16-QAM 15per-denali
3 100 37.5 DP-QPSK 15per-denali
4 100 37.5 DP-QPSK 15per-everest
5 100 37.5 DP-QPSK otu4-g709
6 100 37.5 DP-QPSK | otu4-Tper-staircase

Table 2.6: Cassini capabilities

As it is possible to see from Table 2.6, differently from the Phoenix transponder,
in this case it is only possible to transmit at 100 Gbps or 200 Gbps, which limits
the maximum line rate. At the same time, a new modulation format is introduced,
DP-8-QAM, which can be used to achieve the same 200 Gbps as DP-16-QAM, but
with double the slot width, thus with a more robust modulation.

2.3 Other devices

In order to build a complete setup and perform data collection, it is necessary to
use other equipment as described in this section.

2.3.1 Optical Spectrum Analyser

A spectrum analyzer measures the magnitude of an input signal with respect to its
frequency: in this context, it can be used to measure the power of the spectrum of
the channel under test. In the setup used in this work, it has been used toe the
ANDO Optical Spectrum Analyser (OSA) from Yokogawa. It can be controlled
programmatically using a GPIB interface in order to send commands and to retrieve
the measurements. This device has been configured to operate considering the
wavelengths (and not the frequencies); for this reason, the following parameters
are expressed in nanometers:

e The resolution bandwidth is used to define how large is the bandwidth of
the band-pass filter in the instrument. A reduction of the value increases the
accuracy of the measurement, but increases also the time required to perform
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the scanning of the whole band of interest. In all the data collections, the
band of 0.01 nm has been used.

o The span is the bandwidth under test: if the value is increased, the device
will be able to analyze a wider range of frequencies, at the expense of a larger
sweeping time.

e The number of points of interest: generally set to 1000, corresponds to the
amount of points to be collected in the total bandwidth defined by the span.
Once again, a greater number of points will require a larger sweeping time.

Moreover, at every use it is required to specify the central wavelength, in order to
keep the channel of interest centered in the spanning window. To give a practical
example of its use, it is possible to set the center wavelength at 1550 nm, which
corresponds to 193.5 GHz, generally considered to be the center of C-band. In
this case, the band of interest will be of 10nm (or around 1.25THz) around
1550 nm(corresponding to 1545 — 1555 nm range). It will then be divided into 1000
pieces of 0.01 nm each in which the OSA will measure the received power.

2.3.2 Variable Optical Attenuator

An optical attenuator is a device that reduces the power of an optical signal in a
fiber, typically uniformly over a given frequency range. In particular, a Variable
Optical Attenuator (VOA) allows the operator to select the specific amount of
attenuation to be set in the fiber line. The devices used in the following sections are
manufactured by HP and can be controlled by software to specify an attenuation (in
dB) to be applied to the band of interest. Even if these devices are very accurate in
varying the attenuation, it is important to note that the total absolute attenuation
does not necessarily correspond to the one specified, since it is required to take
into account also other contributions, such like the connectors and the insertion
losses that are external in respect to the instrument itself. For this reason, if
the attenuation is set to 4dB and then to 6dB, it is possible to affirm that the
difference in received power will be of 2dB, even if no information can be provided
on the actual measurable power (in terms of dBm).

2.3.3 Splitter

Optical splitters are passive devices that can be used to split an incoming input
signal into several outputs according to a fixed power division rule.

The device has different applications in many practical scenarios, such as in the
passive optical networks (PON), where several users can be connected to the central
office with only one fiber [31]. However, for the purposes of this work, the main
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use is to allow both the transceiver and the OSA to receive the same transmitted
signal, as it will be described later in greater detail.

A noteworthy aspect of these devices is that, being passive, they must distribute
the input power among all the outputs, which means that each output receives
only a fraction of the total available power. Moreover, this division can be unequal,
so that some outputs receive more power than others, but it is clear that the sum
of all the outputs must be less than the input, also taking into account the possible
presence of internal losses.

Finally, it is interesting to note that usually these devices are bidirectional,
making them suitable for merging different input signals onto the same fiber.

2.3.4 Multiplexer and Demultiplexer

In the section 1.4.2 of the introduction it has been described the concept of
the Wavelength Division Multiplexing and why it is largely used in the optical
communication field. In general, WDM is achieved by merging and splitting optical
signals based on their wavelength, and one of the most common techniques is by
employing multiplexers and demultiplexers, which are complex devices controllable
remotely by using a specific protocol over the network. However, these devices can
be used also in several other ways, and for the purposes of this work, their main
use is to filter an input noise by enabling or disabling the input frequencies: in
practice, it is mainly used to select the frequencies of interest, while filtering away
the ones outside the band of interest. In addition, this device is also able to apply
a per-channel attenuation, which is particularly useful as a simple equalizer: it can
be used in such a way as to obtain a flat output, eliminating any variability of the
powers with frequency, such as tilts.

As a side note, for the uses described in the next sections, the device is only used
as a multiplexer, and never as a demultiplexer; for this reason, in principle it can
be used twice simultaneously taking advantage of the presence of the demultiplexer,
which can be used “in reverse”, also acting as a multiplexer [32].
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Chapter 3
The devices characterization

The characterization was carried out independently on the two transponders with
the aim of collecting comparable data in order to highlight the similarities and
differences between the two devices.

3.1 Phoenix analysis

The data collection for the Phoenix transponder was performed using two different
setups in order to obtain different information about its behavior under different
conditions. The following section provides a detailed analysis of the setup and
results.

3.1.1 The setup

The first setup considered is graphically represented in figure 3.1.

fo CUT
VOA
Amplifier
OSA
i VOA
Amplifier
WXC-DMX

Figure 3.1: Phoenix setup

The Phoenix device is represented as the Channel Under Test (CUT) block on
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the top-left part of the figure, and it is characterized by a central frequency fo.
The same transceiver is also used at the receiver side, named RX, which aims at
detecting the transmitted signal after being affected by the different contributions
of the other elements in the network under test. It is important to note that the
configuration in which the same device is used at both the transmitter and receiver
ends is known as back-to-back (sometimes B2B) and is a useful and cost-effective
way to eliminate from the analysis the possible penalty introduced by a difference
in device implementation or in the oscillator used in the two transceivers. Although
this configuration is not expected to introduce any loss of generality, section 3.2.4
provides a comment on the main experimental differences observed in another
scenario where two different devices (of the same type) are used together.

At the receiver end, the signal is also received by an OSA (whose functionalities
have been described in section 2.3.1) in order to have the possibility of visualizing
the power spectrum of the received signal, which can also be used to calculate the
SNRase. To achieve this, the signal goes through an optical splitter, which is a
passive element able to split the incoming signal into two or more output ones. In
particular, the device used in this setup is able to keep the 99.9% of the power in
the main line towards the intended receiver, whereas the remaining 0.1% is directed
to the OSA. This solution comes from the need of reserving as much power as
possible to the card in order to be able to consider this split negligible from the
signal’s point of view. At the same time, the spectrum analyzer has a sensitivity so
large that it can detect accurately also very low received power values, keeping the
shape of its trace unaffected. Additional details are provided in the section related
to the SNRasg computation.

Inside the network, the signal is affected by an amplification and then by an
attenuation obtained with a VOA, as it has been described in section 2.3.2. In
particular, the use of the VOA is required in order to test the performances of the
card when the received power is much smaller than the optimal one, whereas the
amplifier (with a fixed gain) can be used to compensate for the insertion loss of
the splitters and the VOA itself.

In order to study the variation of the performances in presence of noise, an
additional set of instruments have been added, as it is possible to see in the bottom-
left part of the same figure 3.1. In particular, the first triangle represents a noise
source that can be shaped using a multiplexer to control the channels in which the
noise is to be added. In this way, it is only added to a band 500 GHz wide around
the channel of interest. The noise is then amplified using a fixed gain EDFA and
then attenuated using an additional VOA, depending on the level of interest. In
this way, the noise can be assumed to be flat on its band and its magnitude can
be controlled by varying the attenuation of the VOA. This attenuator can also be
switched off to measure the received signal without an additional noise source.
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3.1.2 The data collection

In order to test the equipment, several configuration parameters had to be set:

o The central frequency of the channel under test. In order to fully characterize
the device’s behavior on the available spectrum, it has been deiced to use the
frequencies in the full admissible range, always by setting the same value to
several devices:

— to the transmitter (which is also the receiver) in order to transmit at the
frequency of interest;

— to the multiplexer, in order to add the additional noise generated on the
same band of the signal;

— to the OSA to ensure that the channel is centered in the capture.

o The power of the transmitted signal, whose target value was 0 dBm in all the
tests, since it corresponds to the optimal value for the device.

o The power of the received signal, controlled with its own VOA;
o The power of the additional noise, controlled with its VOA too.
At every combination of parameters, two sets of data have been collected:
o all the results provided by the Phoenix transponder;
o the full trace of the OSA.

3.1.3 The collected data analysis

As several types of data can be collected, it is possible to make some considerations
about their relevance to the device characterization.

The power value

As already described in section 2.1.1, the card can be configured to provide an
output power between —5dBm and 1dBm. This value is called target output
power and in all the tests it has been kept constant at 0 dBm. However, since
the output power depends on how the card amplifies or attenuates the signal, its
real value is not guaranteed to be equal to the target one: for this reason, an
additional parameter output power is taken into account, which is both reported
as an instantaneous and an average value. In general, the obtained output power
is very close to the target one: in fact, by looking at the Figure 3.2, it is possible
to see that almost 84% of the cases considered had an output power equal to the

31



The devices characterization

target power (to the second decimal place, which is the available resolution), and
only 1.67% had an error greater than 0.02 dBm. Moreover, since no pattern in the
variation is visible even by changing the frequency or the modulation format, it
has been decided to consider the output power as constant during all the following
tests.
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Figure 3.2: Difference in the output power
in respect to the target one

With the same report from the transceiver it is possible to obtain information
on the received power. It is again expressed in dBm (with two decimal places) and
the “instantaneous” value is used instead of the average one, since the difference is
very small, and it is not possible to easily modify the averaging time window.

The BER value

Among the several values collected by the Phoenix transponder, an interesting
comment can be done in respect to the bit error rates. These values are reported
by the device in two different ways:

o The pre-FEC BER represents the error probability typical of the signals
received from the channel;

o The post-FEC BER represents instead the probability of having an error
that cannot be corrected using the forward error correction algorithms. This
quantity is provided as an “instantaneous” value, together with a minimum,
maximum, and average: in order to be consistent with the pre-FEC quantities,
only the instantaneous value is considered. [33]
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Since they are probabilities, the corresponding value is a number such that, by
definition, 0 < BER < 1, even if it is very uncommon to have values greater than
0.02, since an error probability larger than 2% can not be corrected by the FEC.

In the following sections the value of interest is always the pre-FEC BER, since
it is the only one that is related to the transceiver’s ability to decode the signal
from the noisy channel. Moreover, in all the applications in the optical domain, the
transceiver will employ a Forward Error Correction algorithm that is expected to
correct the said errors in order to provide an error-free digital output signal. These
algorithms are able to work correctly only if the probability of error is limited and
lower than a given maximum, which depends on the implementation characteristics.
For this reason, in general, the operating conditions of the devices are always
far below the threshold that limits the capabilities of this algorithm, making the
post-FEC BER always zero, since all errors can be corrected.

However, it is important to know that in rare situations the error probability is
higher than the threshold mentioned above, causing some errors not to be corrected,
but at the same time it is lower than the amount that causes the transceiver to stop
working. Under these special conditions, it is possible to briefly observe uncorrected
errors, which is always an undesirable behavior from the user’s point of view.

As it will be possible to see later, the range of uncorrected errors is quite narrow:
in fact, if the channel conditions improve slightly, the error probability drops below
the threshold that causes all errors to be corrected; otherwise, if the conditions
worsen, the transceiver stops working completely.

The SNR value

The importance of the Signal to Noise Ratio has already been described in section
1.4.3, and in this context it becomes of great interest when it is compared to the
device performance, in order to understand how they are affected by the quality of
the received signal.

In general, the SNR can be computed in several ways, and in the setup under
test there is the possibility to obtain its value by looking at the resulting values
from the card’s readings or by analyzing the OSA trace. Both possibilities are
explored in this section.

The card OSNR
The transponder is able to provide an information related to the card SNR under
two different forms:

o The OSNR, which should represent the value of the Optical SNR;

o The ESNR, which should be related to the Electrical SNR, that is moreover
provided four times, with its instantaneous value, an average, and a minimum
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and maximum. As a side note, “ESNR” is not compliant with the definition
provided in section 1.4.3, but it does not introduce any ambiguity as it will be
described later.

By comparing the 5 different values provided after each query of the instrument,
it is possible to see that the values are almost always equal one with the other. The
table 3.1 contains a comparison of values considering different modulation formats
and line rates in the rows and different frequencies in the columns. Each cell shows
the percentage of values collected at that frequency and modulation format where
at least one of the 5 values is different from the others. As can be seen, these
quantities are very small, often equal to 0%, and the highest values are obtained
with the 100 Gbps DP-QPSK modulation, where the peak value is equal to 3.7%.
As a result, it can be concluded that more than 96% of the collected data had all
five values equal to one of the others. This means that the algorithms implemented
in the card used to compute these quantities are most likely very similar, and
for this reason it was decided to consider only the OSNR value to remove the
dependence on the time average, and, as anticipated, the “ESNR” is avoided to
remove any possible ambiguity.

192THz | 193THz | 194 THz | 195 THz | 195.8 THz
1104 | 3.7% 3.7% 3.1% 2.5% 1.2%
2304 | 0.9% 0.0% 0.0% 0.9% 0.5%
2308 | 2.5% 2.0% 2.0% 2.0% 0.0%
4308 | 2.2% 2.2% 0.0% 1.7% 1.1%

Table 3.1: “ESNR” vs “OSNR” differences in the Phoenix’s reports

Although the OSNR of the card is provided by the transponder, it is important
to note that its value cannot be considered reliable because the transceiver is not
able to calculate it accurately. This is due to the fact that the transceiver is not
able to measure the signal power and the noise power separately, but only the
total power received in the band of interest. As a result, it does not have enough
data to calculate the OSNR correctly, but it tries to estimate it anyway, using a
deterministic approach that always produces a predictable result.

In any case, the data collected can be used to plot a BER vs OSNR curve to
show its behavior under different conditions. In order to plot them, it has been
selected the whole list of points, gathered with all the frequencies, received powers
and noise attenuations. The figure 3.3 shows a comparison of the curves obtained
with different operational modes (i.e., changing the symbol rate and modulation
format).

A notable aspect of the curves is that they differ significantly depending on the
modulation format. This behavior is totally expected: in fact, the higher symbol
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BER vs SNRase: Phoenix 193 THz DP-QPSK (100G)
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Figure 3.3: BER vs SNRgk plot with the Phoenix card data

rate and the more complex constellation require a higher OSNR in order to provide
the same BER value. Similarly, it is possible to consider the same relation by fixing
the OSNR value: in this case, it is clear that the simpler modulation formats and
smaller symbol rates are able to provide a lower resulting bit error rate.

On the contrary, the unexpected behavior is that all points fall perfectly on a
well-defined curve and seem to be completely unaffected by variations in frequency
and received power. In practice, this result is completely unrealistic and confirms the
previous comment regarding the unreliability of the OSNR values calculated by the
card. For this reason, these OSNR readings can be used as an interesting comparison
with other quantities, but they can never be used for practical calculations.

Moreover, an additional noteworthy comment has to be made in respect to the
band of the noise. In fact, the power of the noise must always be referred to a
known band, and two noise quantities can only be compared if their reference is
the same.

In practice, it is common to refer the noise to the signal bandwidth R, in order
to have information about the amount of noise overlapping the signal of interest.
The Phoenix transponder, on the other hand, follows a different standard where
the reference band is fixed and equal to 0.01 nm, independently of the channel
bandwidth. Therefore, it is required to convert the values provided by the card
to the band of interest. This can be done considering the fact that the noise is
defined as flat in frequency, and so it is possible to proportionally scale the values
accordingly to the two definitions. In practice, it is possible to consider a band of
0.01 nm equal to 12.5 GHz around the center of the C-band, and so the power of
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the noise can be multiplied by R,/12.5 (with R, in GHz). This is also especially
simple in the log-scale, since this factor becomes an additive value, making this
quantity easily comparable with the one provided by the OSA, as it is explained in
the next section. In any case, this difference in the considered bandwidth is the
reason at the basis of the fact that the OSNR of the card needs to be converted to
an SNRagg value in order to make it compatible with the other measurements.

The OSA SNRASE

Even if the card provides an OSNR reading, it has been shown to be unreliable.
For this reason, it is possible to use the Optical Spectrum Analyser readings to
accurately compute its value.

As it is possible to observe from the figure 3.1 related to the setup configuration,
the OSA receives the same signal received by the card. In fact, the signal in the
network is split just before the VOA, in such a way that the power received by
the spectrum analyzer is not affected by the attenuation of the VOA, but it is
always strongly attenuated by a constant amount that can be computed knowing
the characteristics of the splitter used. In fact, it is known that the device delivers
at its secondary output a power which is equal to the 0.1% of the incident power.
For this reason it is possible to perform the computation provided in equation 3.1.

PAm =10 - logy, (0.1% - Plir) = PP — 30dB (3.1)

out

As it is possible to see, a splitter with an output of 0.1% reduces the power
values by 30dB. In any case, it is important to note that the splitter does not
affect the value of the SNR in the line: in fact, the attenuation is proportional to
both the signal and the noise, keeping their ratio unchanged. For this reason, the
OSA is in general not used to measure the received power level, but only in the
computation of the SNR gk as follows.

As shown in section 2.3.1, the OSA readings consist of two equal-length arrays
containing the list of scanned frequencies and the corresponding measured powers.
Due to the configuration of the instrument, the central frequency of the channel
is expected to be in the middle of the available frequencies, and this should also
correspond to the maximum power level. The figure 3.4 shows an example of the
gathered data in which it is possible to consider three main elements:

« in the center there is the channel under test, which is represented as a peak
with higher power;

o around the channel there is a region around 500 GHz wide that corresponds
to the additional noise;

e on the left and right side there is a region characterized by the minimum
power level corresponding to the unused frequency space. In principle, no
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power should be present, but due to the sensitivity limitations of the OSA; a
flooring is always visible, and the corresponding power is therefore measured
between —60 and —70dBm. As a side note, the MID sensitivity of the device
can be increased in order to provide a lower minimum, but in general it is not
required to do so, since this value is so small that it doesn’t introduce any
useful information, and can be safely approximated to zero on the linear scale,
as expected. However, it is important to note that a variation in the sensitivity
causes a variation in the sweeping time of the device: as a consequence, if the
sensitivity is increased, the OSA’s scanning time will be larger.
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Figure 3.4: Example of an OSA capture

The SNR sk calculation involves calculating the ratio of the power of the useful
signal to the power of the additional noise: for this reason, only the first two areas
described above are taken into account. The process is then split into two parts.

The power of the signal Firstly, the central frequency of the channel
under test must be determined: its value is known from the configuration of the
instrument, but it is checked again with the OSA to avoid any bias in the laser
or detector. For this reason, the peak is found by taking into account the highest
power values and the fact that the peak must be preceded and followed by a region
of lower power. Once the peak has been found, the corresponding frequency is
considered as the central frequency of the channel under test.

The received power must then be calculated. This is done by numerically
integrating the curve representing the peak to estimate the total received power as
a function of the peak width. In particular, the width of the signal is computed
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analytically considering the Baud rate and the roll-off factor, as it has been described
in section 2.1.4. The value obtained with this computation is considered to be
the power of the signal plus the power of the noise on the bandwidth of interest;
however, the power of the noise computed later can be subtracted from this value
to obtain an estimate of the signal power only.

As a side note, from the same figure 3.4 it is possible to observe that the
peak value has a power around —30 dB, which is compatible with what has been
computed with the equation 3.1, which considered a transmitted power of 0 dBm,
while neglecting the contributions of the amplifier and the additional losses due to
the splitter and its connections.

The power of the noise The definition of the SNR requires the knowledge
of the power of the noise in the same band of the signal, since it is the only region
in which it can affect the performances. At the same time, it is in general not
possible to measure it on the same band while a signal is transmitting its own
power because the two quantities will sum together, and it will not be possible to
distinguish the two contributions.

However, in the setup under test, it is possible to observe that the width in
frequency of the noise is much larger than the one of the signal. In fact, by looking
at Figure 3.4, it is clear that the noise level can be considered as flat in frequency
around the channel of interest. This property can be used in order to compute the
noise power in a band close to the band of interest, but not overlapping with it. In
particular, it has been decided to compute the noise power considering a central
frequency shifted to the left and to the right by 120 GHz in respect to the central
frequency of the channel under test. In particular, this value is totally arbitrary,
but in this way the new region is completely unaffected by the presence of the
signal, and at the same time it is completely contained in the region in which the
noise can be considered flat.

Moreover, it is important to note that it has been decided to perform the said
shift both to the left and to the right in order to compensate for the possibility of
having a tilt in the noise level: in this way, the two resulting values can be averaged
in order to obtain a value that should represent the level of the noise under the
channel of interest.

The final result of the SNR computation Knowing the powers of the
signal and the noise, the SNR can be calculated by performing the ratio between the
two quantities, which must be expressed in linear scale; the SNR is then converted
in the more common decibel representation.

This complete process can be summarized with the figure 3.5 in which it has
been highlighted the most important regions:
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 the vertical red line corresponds to the central frequency of the channel;

o the region between the two green lines is the one used for the computation of
the power of the signal;

o the two regions between the purple lines are the ones used for the noise
computation, which will then be averaged together.
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Figure 3.5: Example of an OSA capture
with the bands of interest

Comparison of the card and OSA SNR values In the previous section 3.1.3
it has been described how the card computes the SNRgg value and why it cannot
be considered reliable. Since the same value can also be computed accurately with
the OSA, it is then possible to compare the different results.

Moreover, it is also possible to consider an additional curve that can be obtained
considering the numerical relation expressed in equation 3.2 in which the BER
value is computed starting from an SNR value and some constants.

BER — & - erfe <«/k:2 . SNR) (3.2)

As it will be described in the following chapters, the SNR is expected to
represent the total value, considering together all the possible noise contributions.
Nevertheless, it is possible to consider the SNR as upper-bounded by the SNRasg
introduced by the line. The mathematical reasoning will be described later in
greater detail, but it is clear that if only one contribution is considered, than the
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BER value will correspond to a best case. Even if this approximation is inaccurate,
it can be used as a reference curve in the comparison of the obtained results.

On the contrary, the k; and ko values are known in the literature and depend
exclusively on the selected modulation format. The values of interest for the
Phoenix and the Cassini devices are only three, and are reported in Table 3.2. [34]

Modulation Format | bit/symbol | k; ko
DP-QPSK 4 1/2 | 1/2
DP-8-QAM 6 2/3 | 3/14
DP-16-QAM 8 3/8 | 1/10

Table 3.2: k; and ks values at different modulation formats

The curve comparison can be performed in different conditions: in the setup
under test, it is possible to obtain different results by varying the modulation
format, the operating frequency and the received optical power. As an example, it
has been decided to consider only the 193 THz central frequency and the DP-QPSK
modulation format, whose theoretical limit is easily obtained using the equation 3.2
with k1 = ke = 0.5. In figure 3.6 it is possible to see the different BER vs SNRasg
curves at different received power levels, and they can be compared in several ways.

BER vs SNRasg: Phoenix 193 THz DP-QPSK (100G)
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Figure 3.6: BER vs SNRagg curves (card and OSA comparison)
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The theoretical curve The first important consideration regarding the shape
of the curves is that the one representing the best case is always to the left of all
the others that come from the measured data points. This is consistent with the
fact that when considering any measured curve, it is necessary to use a higher SNR
compared to the best case curve in order to obtain the same BER value. This is
due to the fact that the measured curve takes into account all the additional noise
contributions that are neglected in the optimal dashed curve.

The card’s data A second comparison can be made with the curve repre-
senting the values obtained directly from the card. The blue points are the same
as those shown in figure 3.6, and once again they are independent of the received
optical power, making it clear that the values are computed by an algorithm that
takes into account only the resulting BER value. Moreover, the points tend to
overlap with the curves corresponding to the OSA values measured at low attenu-
ation and low SNRagg: this suggests that the card’s calculation follows a simple
characterization curve obtained close to the optimal conditions. As a consequence,
it is possible to suppose that the SNR provided by the card takes into account part
of the additional noise contributions due to a first approximation of the device
characteristics, but completely neglects the additional penalty due to a low received
power condition.

The OSA’s data Finally, an interesting remark must be made regarding the
curves obtained with the OSA measurements with different attenuation conditions.
As it has been described before, the VOA applied before the receiver is able to
reduce the power of the received signal while keeping the SNR gk constant: for this
reason, the curves in Figure 3.6 have the same set of points on the horizontal axis,
but they can vary significantly on the vertical one. In fact, the performances of the
devices are not constant with the received power and for this reason a new penalty
must be taken into account. In particular, it can be seen that the curves with low
attenuation (which gives a higher received optical power) are almost superimposed:
this means that the transceiver is able to operate close to its optimum conditions.
On the contrary, when the attenuation is increased (and the received power is
reduced), the curves tend to be higher, in the sense that for the same SNR, the
corresponding BER will be much higher. In this case, in fact, the penalty due to
the low received power is no longer negligible, and an additional impairment must
be considered. As it will be possible to see later, this impairment is mainly due
to the device characteristics that make it operate suboptimally when the received
power is too low.

In any case, it is possible to observe that the measured curves follow the same
trend: the BER is increased when the SNRgsg is reduced, whereas a flat region
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is met in the right part of the plot. The main reason is that the BER value is
the result of several contributions, one of which is the SNR gk described by the
values in the horizontal axis. However, several other factors are of great importance,
and they may be more or less relevant in respect to the SNRagg itself. A greater
description of the different effects is provided in the next chapters, but a qualitative
comment can be made by simply looking at how the curves evolve in the plot itself.
In particular, on the right-hand side, the curves reach a flat area characterized
by a marginal variation with the SNRagg: this is due to the fact that, in these
conditions, the device is the limiting factor in the performances and an improvement
in the channel quality can no longer improve the performances. On the contrary, in
the left part, the quality of the channel becomes so low to be the most significant
contribution to the performances: for this reason, not only the BER is increased,
but all the different curves tend to be closer one with the others, as their difference
becomes negligible with respect to the values of the SNRagg itself. However, this
BER increase reaches a maximum value roughly around 1 x 1072: in fact, in the
section devoted to the description of the BER value, it has been shown that this
amount is the pre-FEC BER, or the bit error rate prior to the correction performed
by the FEC algorithm. This maximum obtained value corresponds to the BER
threshold, which is the largest BER that can be fully corrected; if it is still increased,
some errors will be left uncorrected, and the post-FEC BER will be non-zero
anymore. Since this last condition has always to be avoided, the curves in Figure
3.6 do also provide a minimum SNRasg that should never be reached in normal
operating conditions.

The input power dependence in respect to the additional noise

Similarly to what has been described related to the card’s measure of the power,
it is also important to distinguish the different contributions that can affect the
received power value. The most notable ones are described in the following list:

e The transmitted power has a proportional effect on the received power. How-
ever, it has already been described that in the setup under test, the transmitted
power is almost always equal to 0 dBm, so this contribution does not signifi-
cantly affect the received power value.

e Fiber attenuation and other equipment losses reduce the available power, but
this effect is expected to be constant over all measurements.

o The signal’s VOA reduces the power by an amount that can be configured
according to the user’s needs. In particular, it is composed of two contributions:
a fixed one that depends on the characteristics of the instruments, which can
be taken into account in the constant losses of the instruments, and a variable
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one that can be known exactly, since it is the value that the user can configure
arbitrarily.

Moreover, an additional important consideration has to be made in respect to
the additive noise. In fact, it covers a large band that overlaps the signal of interest,
decreasing the signal’s SNRagg, as it will be discussed in greater detail in other
sections. However, as a side effect, this additional (noise) power reaches the card,

which in turn will measure an increase in the received optical power.

BER vs RX power (with noise loading) Phoenix 194 THz DP-QPSK (100G)
s Atten. [dB]

>><<>< XX % X
3 PN e o ° ° ° e 0
10 ° ° PS ° S ° 5
~ e o ° ° ° B
° e o & I I
° ° e 15
10-5 ° L ° ° ° e 20
° ® o
o ° ~ L o ® e 225
w % o °
o ° o ° ° 25
°
1077 0 — ° . . e 275
° O ° 30
e © °
) ® [ ® e
10-9 E ® [ ] ° )
[ ] o Y ‘
s [ ] F °
°
-30 -25 -20 -15 -10 -5 0

RX power [dBm]

Figure 3.7: Received signal power with noise loading

This effect can be seen in Figure 3.7 in which several received powers are shown
in relation to the BER value with different signal attenuations. In particular, the
different colors represent signals affected by a different configuration of the VOA:
as it is possible to see, when the attenuation increases (and the color changes) the
points move to the left, toward a lower received power. This first consideration
is totally expected since it directly reflects the change in the configuration of the
VOA: in fact, the horizontal distance of the curves corresponds to the difference in
the signal attenuations described in the plot’s legend.

However, the interesting aspect is that given any signal attenuation (or given
any color in the figure), several points can be obtained by changing the power of
the additional noise. Clearly, the main effect already commented is that this causes
a variation in the SNRasg, and as a consequence also the BER changes as well:
an increase in the noise power increases the BER moving the points to a higher
position. Moreover, at the same time the additional power due to the noise moves
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the points slightly to the right, even if the same signal attenuation is enforced:
the final result is that the sequence of the points is characterized by a movement
towards the upper right position when the noise is increased, and the curves are
not vertical but slightly bent to the right.

Additionally, it is possible to observe that the curves of different colors reach a
different minimum value. In particular, the ones corresponding to a high received
power (or low signal attenuation) can reach very low BERs, lower than 10719
whereas the ones with very low received power have a much higher limit, even
around 107%. This is due to the fact that the low power condition introduces
an additional penalty that reduces the performances of the system, even in the
best conditions in terms of the SNRagg: this behavior is the same that causes an
increase in the BER vs SNRagg curves (for example the ones provided in Figure
3.6), and will be described in greater detail later.

Finally, the same figure can also be used to visually represent the BER threshold,
as it has been described in a previous section: in fact, it has been highlighted with
a filled dot the points in which the pre-fec errors are fully corrected, whereas a
cross has been used in the cases in which some errors are left uncorrected also after
the FEC. As it is possible to see, there is a clear maximum in the BER value that
ensures that all the errors can be corrected, and this depends on the algorithm
used and the corresponding required overhead. Moreover, it is important to note
that this maximum is approximately constant with all the attenuations, and this is
due to the fact that the ability of correcting the errors depends only on the FEC
algorithm, and not on other transmission parameters.

The BER vs SNRagg curves

In previous sections it has been described how it is possible to gather the BER and
to compute the OSRN values from the card and the OSA traces, respectively. With
this information it is then possible to compute the BER vs SNR sk curves, which
tries to show how the error probability changes with a variation in the received
signal quality. As it has been shown in Figure 3.6, these curves are strongly affected
by the receiver’s input power, which tends to further increase the error probability
at the same SNRagg value.

However, it is also important to note that a very strong dependence is due to the
modulation format in use: to greatly appreciate this fact, it is possible to consider
the Figure 3.8, in which the different curves have been obtained using different
modulation formats, but always considering the same frequency (in this case of
193 THz) and received power (which was the highest achievable with the setup
under test, around 0 dBm).
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Phoenix 193 THz: BER vs OSNR curves
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Figure 3.8: BER vs SNRsg curves with different modulation formats with high
received power

As it is possible to see, all the curves have a similar shape, but there are
also strong differences between them. In particular, all the curves show a strong
increase in the BER when the SNRagg is reduced, whereas they find a flooring
region in the right part: this result is entirely in accordance with what has been
described previously, in relation to the Figure 3.6. However, the dependence on the
modulation format causes two main effects on the curves that can be commented
independently. At first, there is a strong difference in the minimum achievable BER
values, which appears much higher when the modulation is more complex. This
result is totally expected, since a more complex modulation reduces the relative
distance between the transmitted symbols, increasing the probability of error at
the receiver. As a consequence, the additional complexity does not allow the card
to reduce the BER below a given limit even if the channel conditions are optimal.

Secondly, it is also interesting to compare the minimum SNRgg value of each
curve. In principle, the SNRasg can assume any value, but the BER is directly
affected by its variations, and at some point it will reach the threshold at which
it is no longer possible to correct all the errors. In practice, this limit is visible
in the figure since it corresponds to the maximum visible BER, after which a
reliable transmission is no longer possible. The interesting aspect, however, is that
the different modulation formats are characterized by a different mathematical
relation between the two quantities, and for this reason, in the more complex
modulation formats (like the DP-16-QAM), the given BER threshold is reached
earlier in respect to the DP-QPSK case. In this particular example, the BER
threshold was roughly around 1 x 1072, and the difference of the SNR gk values of
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the two modulations in that condition is around 7 dB, which visually corresponds
to the horizontal distance between the curves in the top-left part of the figure.
The practical consequence of this is that in order to achieve transmission without
residual errors after FEC and with the same performance, it is necessary to improve
the channel quality by several dB when changing between the two modulation
formats.

The other collected data

During the data collection, the card had the possibility of providing the user with
additional measurements that have been collected, but that are not of great interest
for the following computations. In this paragraph a brief comment is made on
two of them in order to clarify the reasoning for this, whereas the polarization
dependent loss and the carrier frequency offset have been neglected, the latter of
which almost always returned a zero value.

The chromatic dispersion The card provides an information related to the
chromatic dispersion which can be used to track its effect along the line. As it has
been described in the section related to the fundamental concepts, this effect is
due to the dispersive nature of the fiber and causes the distortion of the optical
signal, possibly reducing the performances of the system. However, as it has been
briefly anticipated before, most modern transceivers are able to fully counteract this
effect in the digital domain: this means that a physical dispersion compensation is
possible but is not required, and for this reason it is in general avoided.

Nevertheless, every receiver is capable of managing a maximum amount of
chromatic dispersion, and for this reason it may be interesting to know the current
value in order to make predictions related to safe operating margins. In any case,
it is important to remember that this effect strongly depends on the fiber’s length,
and becomes relevant only after tens of kilometers. For this reason, in the setups
under test it is safe to assume that the chromatic dispersion can be completely
neglected without the introduction of any penalty. In particular, the obtained
values in all the considered conditions are in a range around 420 ps/nm, which is
orders of magnitude lower than the limits described in the table 2.5.

The Q-Factor The card provides an additional measurement of a quantity named
Q-value, that is expected to give another representation of the quality of the received
signal. In the studies related to the optical transmissions, this is sometimes used
instead of the BER value, since both of them are related to the final effects that
the signal’s quality causes to the receiver’s ability to correctly decode the symbols.

It is important to note that the relationship between the BER and the Q-Factor
is mathematically described by Equation 3.3, and this implies that the knowledge
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of one of the two is sufficient to compute the other, if it is required to do so [35].

BER — ;erfc (%) (3.3)

For this reason, in the next sections only the BER value is used, since it provides a
clear measure of the amount of errors that are introduced in the transmission due
to the quality of the received signal. However, it may be interesting to note that
due to how the two quantities are defined, one increases while the other decreases.
In fact, since the BER measures the amount of errors, an increase in the BER
indicates a deterioration in performance, which is measured by a decrease in the
Q-factor value. For completeness, a visual representation of the relation described
in the Equation 3.3 is reported in Figure 3.9, in which it is possible to observe that
the range of the BERs values of interest in the optical transmissions are roughly
described by Q-Factors in the range between 2 and 7.
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Figure 3.9: Relation between BER and Q-Factor values

3.1.4 The sensitivity setup

The data collected and analyzed in the previous sections was characterized by the
superimposition of an useful signal and an additional noise source. As it has been
shown, it enables the possibility of studying the variation of the performances in
respect to the SNRasg. At the same time, it is interesting to study the variation
in the performances when the received power changes, independently on the noise
source. For this reason, a second setup described in the Figure 3.10 has been used.
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Figure 3.10: Phoenix setup without additional noise

As it is clearly possible to see, this setup is much simpler than the one used
before, in Figure 3.1. The reason for this is that any additional element introduces
penalties that must be taken into account: on the contrary, a very simple system
is the closest to the ideal condition. In particular, by eliminating the additional
noise source, several instruments can be removed from the line, leaving only the
transmitter (which is also the receiver) and a VOA. It is important to note that the
use of the attenuator is still necessary as the transmitter is capable of delivering an
output power in the range between —5dBm and +1dBm: since it is very limited,
additional attenuation is required to study the behavior of the device when the
received power is much lower. Moreover, the OSA is not required anymore since
with this setup it is not possible to define a noise level that can be used for the
computation of the SNRagg value. On the contrary, the configurations and the
metrics collected by the transceiver remain the same, and for this reason the main
steps required to perform the data collection are the same already described in
section 3.1.2.

3.1.5 The sensitivity data analysis

The data collection was similar to the previous one. The main difference is that
since there was no additional noise source, the corresponding noise VOA was also
removed, and by avoiding the iteration over the noise attenuations, it was possible
to increase the granularity of the signal noise and increase the number of points
collected per configuration, resulting in a much smoother curve, without increasing
the overall execution time required.

Similarly to the previous collection, the card has the possibility of reading the
level of the received power. In particular, since the setup is very simple, it is
possible to detail all the components involved in the power variations:

e The first important contribution is due to the transmitter, which has been
configured in order to provide an output power equal to 0 dBm. For the same
reasons as described in the section 3.1.3, it is possible to assume that this
value is constant along all the measurements.

o The effects of the fiber can be neglected due to its length, which does not
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introduce any noticeable attenuation;

e The VOA introduces an attenuation that depends on its configuration pa-
rameters. In addition, that, it is also required to consider a small additional
reduction in the power due to the connectors and insertion losses.

The signal attenuation As described in the previous sections, the Variable
Optical Attenuator can be used to apply an attenuation to the power of the signal.

Differently to the case considered in the previous setup, in this case there is
no additional noise loading on top of the signal of interest: for this reason, the
received signal power depends only on fixed quantities (that do not change during
the data collection) and the configuration of the only VOA present in the setup.

In particular, the VOA can be precisely controlled, but the obtained attenuation
can only be considered accurate if it is compared to another value provided by the
VOA itself. For example, setting the VOA to attenuate 0 dB and then to attenuate
10dB will change the output power by 10dB, but will not give any information
about the absolute value of the output power. In fact, even if the input power
is known to be 0 dBm according to the card settings, it is necessary to take into
account the additional loss due to the device: this is in principle unknown, but it
can be assumed to be constant over all the valid power ranges. An example of this
difference is provided in Figure 3.11.
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Figure 3.11: Measurable attenuation in respect to the VOA’s settings

As it is possible to see, by neglecting few outliers, the relation between the
required attenuation and the measured one is almost linear. This result confirms
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that it is possible to accurately measure a difference in the received power by
considering the same difference in the configuration of the VOA.

Moreover, it is possible to compute the linear regression that best approximates
the points. In this specific case, the result is a line with almost unitary slope, and
an intercept equal to —4.11dB. In particular, this final result shows that all the
other contributions in the setup introduce a total additional attenuation of around
4.11dB on top of the attenuation set with the VOA configuration.

It is important to note that the same considerations can be repeated also for
the first considered setup, but in that case the increased complexity due to the
presence of additional elements such like the noise power, the splitters, and the
amplifier would make the analysis less straightforward.

The minimum power values By considering the setup under test, it is
possible to highlight specific boundaries on the possible values of the received
power. In particular, since the target output power is fixed to 0 dBm and all the
possible contributions are attenuations, than it is clear that the received power
is upper-bounded by the same value of 0dBm. As it is possible to see from the
vertical axes in Figure 3.11, this is further reduced by the additional elements,
bringing the maximum allowed value to around —4.11 dBm.

On the contrary, in principle there is no lower limit to the received power, since

it is always possible to attenuate more; in particular, the used VOA can go as low
as —60 dBm. However, the transponder under test is strictly limited to a minimum
power of —40dBm: this means that any value lower than this is always displayed
as —40 dBm, making it impossible to know its real value. In addition, the same
number is used to represent the state in which the transceiver is not working,
creating an ambiguity between the two conditions.
Although this representation is somewhat less obvious than other possible values,
it is important to note that under normal operating conditions, such a low power
level is never reached, and the transceiver is expected to stop operating well before
this condition.

The BER values The absence of the OSA in the setup makes it useless any
analysis of the BER in respect to the SNRagg, especially considering that the value
provided by the card is unreliable for the same reasons as described in section 3.1.3.

On the contrary, it is interesting to compare the BER values in relation to the
received power. The resulting curves are shown in Figure 3.12, which compares the
different modulation formats at the same frequency of 193 THz.

This result shows different important characteristics of the transceiver under
test. The first aspect that stands out is that the curves have a peculiar shape that
clearly defines two regions:
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Figure 3.12: BER vs RX Powers in sensitivity configuration

o a first high-power region, in the right part of the chart which is characterized
by almost flat curves, which tend to keep a constant BER value for large
variations of received power;

o a second low-power region in the left part, in which the bit error rate increases
rapidly when the received power decreases.

An interesting aspect is that this shape is quite similar to the one already
described before in respect to the relation between BER and SNR gk in Figure 3.6
and 3.8. However, the two characteristics are completely independent of each other
and their similarity is only due to the fact that both the reduction in SNRasg and
the reduction in received power are penalties that affect the overall quality of the
received signal.

Even if these regions are visible for all the modulation formats, it is very well-
defined for the DP-QPSK modulation thanks to the fact that it spans a large
range of BER values, reaching its floor after an almost straight decrease when the
power increases. On the other hand, more complex modulations show the same
behavior but on a much smaller range of values, making it less evident. In any
case, these two regions are very different, and their properties are described in the
two following paragraphs.

The minimum BER values By looking at the figure it is possible to observe
that even though the overall shape is the same, they widely differ on an important
aspect: the BER floor, which corresponds to the minimum level reached with their
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flat part. In fact, this corresponds to the minimum bit error rate that cannot be
further reduced independently on the received power level.

In particular, the DP-QPSK modulation is the only one that can obtain zero
errors when the received power is high enough: this is also the reason why few
points are displayed, since a zero-BER cannot be represented on a logarithmic scale.
However, it is important to remember that the BER measure becomes unreliable
when its numerical value is too small for the same reasons already described in
respect to the Figure 3.8. In any case, such a small value can be practically
considered equal to zero, since it is very far from the regions usually considered for
a normal transceiver operation.

On the contrary, all the other modulations presented a minimum BER well
greater than zero, which represents the fact that the received power level was not
the only cause of errors in the transmitted information. In fact, the two more
complex configurations, characterized by a DP-16-QAM modulation format, are
the ones that hardly reduce their bit error rate with the power, following a similar
curve, reaching a minimum up to six orders of magnitude higher in respect to
the DP-QPSK ones. This result is expected due to the fact that a more robust
modulation will always provide better performances in respect to more complex
ones.

The comparison between the minimum BER values is reported in the table 3.3.

Operational | Modulation | . =\ vt BER | Max. BER

Mode Format
1104 DP-QPSK | 100 Gbps 0 1.1 x 107°
2304 DP-QPSK | 200Gbps | 1.5 x 10719 | 6.1 x 1073

2308 DP-16-QAM | 200 Gbps | 4.6 x 10°° | 1.7 x 102
4308 DP-16-QAM | 400 Gbps | 3.1 x 10~ % | 1.7 x 102

Table 3.3: Minimum and maximum BER comparison

The maximum BER values A similar consideration can be made by looking
at the region of the curves on the left, characterized by a low received power. In
particular, the highest bit error rate corresponds to the leftmost point in each curve,
that is the one with the lowest received power. If the power is further reduced,
the card will not be able to decode the signal properly, so it also corresponds to
the lowest amount of power that can be received while keeping the transceiver in
correct service.

As it is possible to see, all but the simplest configuration reached a similar
value, whereas the DP-QPSK at 100 Gbps was the only one to support a maximum
BER almost three orders of magnitude lower than the others. This result has to

52



The devices characterization

be expected because this modulation is the only one that uses a weaker forward
error correcting algorithm, thus all the others are able to correct a considerably
higher amount of errors at the cost of having a larger FEC overhead, as it has been
described in section 2.1.4.

The BER in low power conditions In addition to what has already been
described related to the BER values, it is important to note that the device
under test does not provide any indication to distinguish the working condition
from the one in which the device can’t operate correctly. In fact, as it has been
anticipated in Section 3.1.5, the device keeps providing metrics even when the
operating conditions do not allow correct operations. For what concerns the BER
value, when the transceiver stops working because of low power, both the pre-FEC
BER and the post-FEC BER report value zero. This result makes sense only
considering that the absence of transmitted information implies the absence of
errors, but may be confused with the state in which there are zero errors because
the device is operating in optimal conditions. Clearly, this representation provided
by the Phoenix transponder is ambiguous; however, by looking at the chart that
relates the BER with the received power, it is clear which region corresponds to the
faulty state by considering the shape of the curves. For this reason, a workaround
for detecting the situation in which the device stops working is to consider the
condition in which the BER becomes exactly zero after being non-null: in fact, for
the reasons described above, this jump to zero always follows the peak in the BER
value, so the maximum BER tends to correspond to the last working condition of
the device.

The received power values Having considered the boundaries of the minimum
and maximum BER values, it is interesting to compare the limits reachable by
the measured received power. In particular, considering the comment on the BER
values outside the working condition in section 3.1.5, the minimum measured power
is considered to be the last power at which the BER was still measurable, i.e.,
the power at which a reliable transmission was still possible thanks to the FEC
algorithms.

The Table 3.4 collects the resulting values for all the modulation formats analyzed
at the central frequency of 193 THz. Moreover, in the device capabilities there is
a list of minimum input powers, which are considered as a reference point in the
same table.

As it is possible to see, the minimum measured values are much lower than those
provided by the transceiver. This result is to be expected, as the manufacturer
provides good margins to ensure correct functioning in the recommended operating
range. Moreover, it is also possible to observe that the highest value between the
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Operational | Modulation Line rate Min Power | Min Power
Mode Format [manual] | [measured]
1104 DP-QPSK | 100 Cbps | —22dBm | —33.0 dBm
2304 DP-QPSK | 200 Gbps | —20dBm | —33.0dBm
2308 DP-16-QAM | 200 Gbps | —20dBm | —32.8dBm
4308 DP-16-QAM | 400 Gbps | —20dBm | —26.4dBm

Table 3.4: Minimum received power comparison in working conditions

minimum powers is the one corresponding to the DP-16-QAM modulation: this is
to be expected as it is the most complex, thus will operate only in better conditions.

3.2 Cassini analysis

The previous chapter described a detailed analysis of the main parameters that can
be collected using a Phoenix transponder and an OSA. However, it is important
to note that most of these concepts are general and can be applied in a similar
way to different devices. For this reason, the following sections are devoted to
an analysis of a different transponder that can use two different cards, as will be
described later. As most of the considerations are similar to what has already been
commented on above, the focus in this case will be on the main differences from
the previous setup.

3.2.1 The cards

An introduction on the Cassini transponder has been commented in section 2.2. A
notable difference in respect to the Phoenix one is that in this case it is possible
to use both ACO and DCO cards. Their differences are transparent from the
user’s point of view, but their implementation is quite different. In particular, the
most notable aspect is the fact that with the ACO devices, part of the logic is not
implemented inside the device itself, thus requiring the use of additional hardware
and software components in the transponder in which they are plugged in.

An important aspect is that the Cassini transponder can be controlled in exactly
the same way regardless of which type of card is used: this means that the command
line parameters and NETCONF commands can be reused in both setups. However,
the ACO is much more sensitive to variations in frequency and modulation formats:
as a result, it was often difficult to change these parameters without waiting a long
time or restarting the transponder to apply them correctly and return the device
to its normal operating state.
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3.2.2 The setup

The setup considered for the Cassini characterization is similar to the one that
has been described for the Phoenix, but some variations have been put in place in
order avoid chaining the device interconnections between the measurements with
and without the additional noise. This has been done in order to limit the amount
of required hardware configurations, to have a fully automated system, and also
to ensure that the connector losses are always the same for all the collections. A
schematic representation of the devices used in the setup is shown in Figure 3.13.
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Figure 3.13: Cassini device setup

As it is possible to see, most of the devices are connected similarly to how
they were with the Phoenix setup, but some notable changes must be taken into
account. At first, since the same setup is used with and without the additional
noise, the VOA that controls the noise has been turned off for the sensitivity curves,
emulating the physical disconnection of that part of the setup.

Moreover, the Juniper amplifier in the middle of the system has been removed.
This difference was necessary in order to avoid having the effects of the noise from
the amplifier during the sensitivity curves, and at the same time it is not strictly
required, since the results obtained in the previous data collections showed that
the maximum received power (even without the additional amplification) was more
than sufficient to see the BER flooring, making it unnecessary.

Apart from the said variations, the described setup can be seen as a union of
the two independent solutions described for the Phoenix characterization:

e When it is required to consider the additional noise, the system behaves
similarly to the previous one in Figure 3.1, with the only difference that the
received power will be a few decibels lower due to the absence of the amplifier;

o When the noise is not needed, the VOA on the left is disabled and the OSA
on the right is not used, obtaining a setup equal to the one in Figure 3.10.
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3.2.3 The data analysis and comparison

As it has been described in Section 3.2.1, the Cassini transponder has the peculiarity
of allowing the use of both ACO and DCO transceivers. For this reason, the data

collection has been performed twice, and in this way it is possible to compare their

reciprocal differences and also in respect to the DCO device of the Phoenix device.

The BER vs. SNRAsg comparison

A first interesting comparison can be made considering the BER vs. SNRasg
curves obtained with the three different transponders. In particular, the Figure 3.14

contains two plots obtained with the two common modulation formats, DP-QPSK
on the left and DP-16-QAM on the right. Moreover, it has been decided to consider

the same frequency of 193 THZ and a high received power (or, equivalently, an

almost negligible attenuation provided by the VOA).
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Figure 3.14: BER vs SNR comparison between Phoenix and Cassini transponder

As it is possible to see, the obtained curves have a very similar behavior in the
upper-left part of the plots, where the SNRagg is lower and the BER is higher.
This is due to the fact that all the devices tend to operate close to the lower limit,
represented by the dashed curve, since the main contribution of the performances
is the SNRasg, which is independent of the considered devices. The right part, on
the other hand, is mainly due to the actual device characteristics, which is why the
differences are greater. However, it is also important to remember that the lowest
BER values, around 1073 or 10719, cannot be considered reliable due to the high
difficulty of computing them accurately, especially in a relatively short integration
period. In any case, for all the devices there is a clear definition of a BER floor, or
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minimum value, which is independent of the SNRagg value itself, and is instead
mainly due to the SNR of the transceiver.

An additional clarification has to be made regarding the lower-bound curve.
In fact, as already described for the Phoenix transponder case, the dashed curve
represents the BER computation obtained using the SNRgsg as the only SNR
contribution: since it is only an approximation and other elements have to be
considered, this is considered the best case, and for this reason in always represented
on the left in respect to the measured values. An only exception is visible in the
DP-16-QAM plot for very high BER values, and is due to the fact that the Cassini
transponder is not able to provide a clear distinction on the operating condition
in which there are some uncorrected errors. This translates into the fact that the
lower SNRasg values cause a non-zero post-fec BER, whereas the pre-fec do not
increase as expected. In any case, this area is in general of no practical interest since
the normal operating conditions require keeping a safe margin in respect to the
BER threshold provided by the FEC algorithm in order to avoid any unexpected
behavior. For this reason, it is possible to assume that the curves provided in the
Figure 3.14 can be considered only up to a minimum SNRagg value that is in any
case on the right in respect to the dashed curve.

The BER vs. received power comparison

Another interesting comparison can be done by considering the Figure 3.15 that
represents the relationship between the BER and the received power, obtained with
the sensitivity setup.
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Figure 3.15: BER vs received power comparison between
Phoenix and Cassini transponders line
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As it is possible to see, all the devices are affected in a similar way and, as
expected, the BER value tends to increase when the received power is decreased.
They have also a similar minimum value of the received power, which is around
—30 dBm, after which the post-fec BER value is not zero anymore, and have thus
been removed from the plot.

The only notable difference is that the Phoenix has the possibility to use the two
modulation formats in two different ways, depending on the achievable data rate,
which also causes a variation in the used spectrum width. In particular, the blue
curve represents the simplest configuration in the two scenarios, and it tends to
perform better than the others since it is a better case in respect to the other valid
configuration of the same device with both the modulation formats: this translates
into an improvement in the performances, visible as a lower BER for any of the
considered points.

The additional modulation format

Finally, as already described, the Cassini DCO is the only transponder tested
that can also operate with the DP-8-QAM modulation format, and the figure 3.16
can be used to compare the three available modulations. The figure contains two
graphs showing the relationship between BER and SNRagg or received power, and
the results are very similar to those expected. In particular, it can be seen that the
additional DP-8-QAM modulation performs slightly better than DP-16-QAM, but
clearly at the cost of doubling the signal spectrum used, while keeping the same data
rate of 200 Gbps, as described in the table 2.6. These two high rate configurations
have a similar shape, but are also characterized by a few dB difference in the
minimum power or SNRagg corresponding to reaching the BER threshold.

3.2.4 The use of different transceivers

In the previous sections it has been shown how to perform the data collection using
an optical transceiver in a back-to-back configuration, which is characterized by
having the same device at both the transmitter and the receiver. As it has been
described before, this introduces several advantages in terms of the complexity
of the system, since only one device is needed to perform the whole collection.
However, this implementation cannot be considered “realistic”, in the sense that for
most of practical applications, the communication takes place between a transmitter
and a receiver which are far away, implying the need of using two different devices.

This translates into the fact that any unidirectional communication uses only
the transmitting components of one device and only the receiving components
in the other. As a consequence, a complete characterization of that kind would
require to use the two devices simultaneously, and then to repeat the whole process
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BER vs SNRasg: Cassini DCO 193 THz BER vs Prx (sensitivity): Cassini DCO 193 THz
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Figure 3.16: BER vs. SNRasg and BER vs. received power with different
modulations on the Cassini device

considering the opposite direction on the same link.

For the purposes of this work, however, this additional complexity was not
required because the additional steps have been tested on a small set of operating
conditions related to the Cassini ACO transponder, and have shown that no
significant difference could be observed. A possible interpretation of the result is
that devices of the same brand and model are built in the same way and therefore
tend to perform with similar specifications. In fact, their full interoperability makes
the only difference in terms of back-to-back configuration the inaccuracies in the
manufacturing processes and in possible dissimilar environmental conditions of the
two installations, which were however removed by the fact that both the devices
were tested in the same laboratory.

In summary, the possible additional penalties were very small, which explains
why it was not possible to assess them using only the numerical data collected.
This implies that, in general, the back-to-back analysis in enough provides a precise
dataset that can be studied to derive the overall behavior of the devices.
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Chapter 4

The transceiver SNR
computation

The previous chapters analyzed the main characteristics that can be obtained from
laboratory experiments and data collections.

An interesting aspect is that the results obtained can be used to extrapolate
noteworthy characteristics of the devices used, in order to estimate how the device
operates in conditions that are not directly tested. However, to fully understand
the main effects of the various elements that constitute a transceiver, it is necessary
to analyze its internal configuration in detail.

4.1 The SNR definition

4.1.1 Device performance

Within a network, each device between the transmitter and the receiver introduces
a penalty that affects the quality of the signal. Different devices may introduce
several contributions, but in most practical applications only a few of them are
considered, while the others are neglected because they do not significantly affect
the overall performance.

As described earlier, the main quantity relevant to the quality of the transmission
is the BER, which must always be less than a certain threshold to allow the error
correction algorithm to correct all errors and provide an error-free output data
stream. This quantity is directly measurable by the devices and is useful to find a
synthetic measure of the overall performance of the system.
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4.1.2 How the receivers decodes the signals

The receiver receives the signal after it has been influenced by all the elements
it has passed through in the network. As described in section 1 related to the
fundamental concepts, the signal is composed by a sequence of symbols taken from
the selected constellation, depending on the modulation format used.

An example of a common modulation format has been represented in Figure 1.4
related to the description of the coherent modulation technique: however, due to
the influence of the network, the received symbols do not overlap perfectly with the
ideal ones. In particular, most of the effects can be accurately modeled as AWGN
noise: consequently, it can be visualized as a displacement vector that moves the
point around its ideal position, creating a cloud of points around each modulated
symbol.

It is important to remember that this effect is not directly visible or measurable
with the setups under test, but is helpful to visualize the reasoning behind the
generation of the errors, and a pictorial representation is given in Figure 4.1.
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Figure 4.1: Pictorial representation of a cloud of points around their ideal location

In this case, a hypothetical constellation of four symbols is shown: clearly, the
qualitative simulation provided is a simplification with respect to the modulations
used in real implementations, but the aim is to visualize a possible shape of the
cloud of points. As it is possible to see, the four available symbols are highlighted
in red, and they are surrounded by the received ones, in blue, that form a circular
area around the respective centers, whose diameter depends on the variance of the
errors.

At this point, the receiver has to estimate which is the transmitted point: the
simplest approach is to consider the maximum likelihood corresponding to the ideal
point closest to the received one.

Even if highly sophisticated algorithms can be employed, at the basis of the
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decoding it is possible to theoretically visualize the definition of a set of regions,
one for every symbol in the constellation: in this way, any point that falls inside
one of the regions is then decoded as equal to the corresponding symbol.

It is now possible to understand the origin of the errors: in particular, if a
received point is too far from its theoretical position, it may fall into another nearby
region and be decoded as a different value, causing the error. For this reason, the
variance of the noise is strictly related to the BER value, and it is possible to relate
it mathematically to the SNR, which numerically represents the quality of the
signal.

4.1.3 The role of the SNR

The SNR (or Signal to Noise Ratio) is a quantity that describes the quality of the
received symbols just before the decoder in the transceiver device.

In the section 1.4.3 it has been provided a convention that can be used to
name the SNR in the proper way depending on where it is analyzed in the system.
However, it is important to note that the only quantity that is directly related to
the performances of the system is the one close to the receiver, which is the only
device that has to convert the received optical signal to a sequence of bits.

This concept is strongly related to the definition of the cloud of points provided
before, in relation to Figure 4.1: in fact, a lower SNR corresponds to larger clouds,
and thus to a higher resulting BER. All the other SNR contributions in the network,
which will be analyzed in greater detail later, are in fact already contained in this
last device, which is at the end of the considered chain of elements.

Given this definition, it is possible to consider the relation 4.1 as ezact, in such a
way that the BER depends exclusively on the SNR value, apart from the definition
of the k; and ks constants. This equation has already been used before, but in this
case the role of the SNR is considered to be the superimposition of all the other
effects. Additionally, as anticipated before with the Table 3.2, the values of k; and
ko depend solely on the selected modulation format.

BER = kierfc (w/@ SNR) (4.1)

4.1.4 The SNR contributions

In the last section it has been described the role of the SNR and why it can be used
to correctly estimate the characteristics of the signal. In particular, it is considered
as the summation of several contributions, and for this reason it can be useful to
split the several components in such a way to study them separately.
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The summation of the contributions

A fundamental consideration has to be made relatively to how the contributions
are added together. In fact, they are additive also in the sense that can be summed
one with the others However, it is necessary to remember that the SNR is by
definition a measure of the quality of the signal, whereas the contributions are
always penalties, which affect the transmission by reducing the overall quality. For
this reason, the correct way to sum them is to consider only the summation of the
inverses, always expressed in liner scale. This translates into the general equation
number 4.2, which considers a generic SNRror obtained by the summation of
several contributions SNR;.

SNR1or = Z(SNRZ»)—1 (4.2)

7

This means that the resulting SNR is generally obtained as the inverse of the sum
of the inverse of the individual contributions.

The corresponding numerical effect is that an additional contribution always
corresponds to a reduction of the SNR value. Although this result is not intuitive,
it is clear that an additional penalty can only reduce the overall quality. Moreover,
this definition also implies that the total SNR is mainly affected by the smallest
numerical values, since they represent the quantities that introduce a stronger
penalty: this is especially useful when considering a large number of contributions,
since the largest one may have a negligible impact on the numerical results.

The contributions to be considered

As described in the previous sections, several contributions must be considered.
In principle, it should be necessary to model every contribution in order to have
an accurate definition of the characteristics of the devices, but in any setup there
are generally only a few contributions that are needed to provide results with very
limited approximation.

Moreover, for the setups described in the previous chapters, it is possible to
consider only additive quantities: this does not worsen the result, but strongly
simplifies the computations. For this reason, in this specific condition it is possible
to consider every contribution due to the line as additive and contained in the
GSNR, and then add separately the contribution of the transceiver.

To provide a general description of the system, it should be noted that some
devices in more complex scenarios may require a non-AWGN contribution, which
is ignored in this case. A possible example is the filtering penalty that may be
introduced by some optical components. This causes a shrinkage of the signal
shape that can only be modeled with more complex functions and not just with an
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additional SNR contribution. In any case, it should be noted that the devices used
in the two setups described above have a working band much larger than that of
the signal of interest: for this reason, this effect is completely negligible.

The contribution due to the additional noise

The first contribution that can be studied is the one due to the additional noise
source. In fact, as it has been described by using the Figure 3.13, there is a
specific input branch in the bottom-left part of the setup which is dedicated to
the generation of an optical AWGN noise that is added on top of the useful signal.
This contribution is in general denoted as SNRagg, and it can be measured in the
optical domain with the use of an OSA, as it has been described in section 3.1.3.
Moreover, since it is measured in the same band of the useful signal, it is directly
comparable with all the other contributions.

The use of the setup in this configuration aims at simulating the effect of
the noise generated by the optical amplifiers along the line: in fact, as briefly
commented in the fundamental concepts in section 1.3.3, the amplifiers are used to
increase the power of the signal, but at the same time their Amplified Spontaneous
Emission effect generates unwanted photons in the same band. This causes an
additional noise contribution, which is in general modelled as SNRasg = P.,/ Pask,
where P, represents the power of the useful signal and Pasg the power of the
additive noise, caused by the spontaneous emission.

As a side note, it can be helpful to remember that this SNRagg value can be
indirectly changed arbitrarily by modifying the configuration of the VOA of the
noise, as described in detail in section 3.1.2.

The contribution due to the transmitter

A second important contribution is the one due to the transmitter. In fact, it is
positioned at the beginning of the line and its effect are then propagated through
all the following elements. It is composed by several internal components, but it is
possible to suppose that the one that mostly affects the quality of the transmission is
its amplifier, whose role is to set a configurable output power of all the transmitted
symbols.

Moreover, it is also possible to suppose that its contribution is independent on the
data transmitted. However, it may depend on the configured output power. In fact,
the power may be obtained in several different ways that are not distinguishable
from the user’s point of view. As an example, a first technique could be to have
a tunable amplifier that is able to increase or decrease its gain as needed: in
this case, the penalty imposed by the device may be related to its configuration,
and in principle it may be possible to characterize this dependence. At the same
time, however, the device can be configured to always have a strong amplification
effect, and then an additional variable optical attenuator can be used to precisely
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control the output power: in this case, the overall penalty can be assumed to be
independent of the settings, since the VOA attenuates the signal and the noise in
the same way, without affecting their ratio.

Unfortunately, it is not possible to know the internal implementation of any
device. In any case, it is important to remember that in the setups considered before
it has always been set the same target output power of 0 dBm. This translates into
the fact that the two conditions described above can be considered totally similar:
even if a variation in the performances is present when the power is changed, in all
the measurements the power has been kept constant, and no effect is expected to
be affecting the results. Moreover, in most of the cases there is no need to change
this setting: in fact, a reduction of the transmitted power can only reduce the
performances, whereas an increase may introduce distortions and should be for this
reason avoided.

To summarize, the contribution of the transmitter may be relevant in the overall
performances of the system, but in the cases considered in these setups it has to
be considered as a constant value for every one of the tested devices.

The contribution due to the receiver

Another important contribution of the SNR is due to the receiving component in the
transceiver. Similarly to what it has been commented regarding the transmitter, in
general it is not possible to have a full knowledge of the receiver’s implementation,
and for this reason it is required to make some assumptions on which may be the
most relevant components that can affect the overall performances. Nevertheless,
the elements that are surely of great importance are the photodetectors, which are
devoted to converting the incident optical power in an output current that can be
used by the electrical components.

In practice, the ideal device should implement a well-defined function that
relates the input and the output powers, but the real implementations need to take
into account the generation of an additional noise on top of the useful signal that
causes small variations in the currents, which has to be taken into account when
considering the performances of the system. In particular, there exist three main
contributions, namely the thermal noise, shot noise, and dark current noise that
contribute together to form this additional penalty.

Although the various contributions will be described in more detail later, it
is important to note at this stage that an important characteristic common to
all receivers is that the performance is strongly influenced by the power received.
This behavior was already visible in Figure 3.6 by the fact that the same BER vs.
SNRask curves tend to move to the right (or to higher bit error rates) when the
received power is reduced.

This effect is of great interest for transceiver characterization because, unlike
the transmitter component where the transmit power can be set arbitrarily, the
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penalty at the receiver side depends strongly on the received power, which in turn
depends on the line characteristics, which are rarely fully controllable.

4.1.5 The SNR of the transceiver

As it has been described in the previous sections, there exist several contributions
that may affect the overall quality of the signal. In this section, the main goal is
to provide a qualitative description of this contribution mainly by considering the
experimental data collected as it has been described in the previous chapters.

At first, it is possible to define two quantities that correspond to the effects due
to the transmitter and the receiver, respectively. In some cases, it is possible to
study them independently, as it will be described later; however, at first they can
also be joined together in order to form a quantity SNRrrx that represents the total
contributions of the transceiver, as shown in equation 4.3, obtained considering the
usual summation rule for the SNR as in the previous equation 4.2.

SNRTkx = SNRyx + SNRyx (4.3)

Clearly, this quantity follows the rules described in the previous section related
to both the transmitter and the receiver, and for this reason it is affected by
the received power. This implies that its numerical value has to be defined at a
specific Prx, and that every device is characterized by different SNRtrx at different
received powers. However, it is important to note that for practical uses this value
is expected to change only marginally when the received power is high enough, and
for this reason knowing the device characteristic at a high Prx can usually give a
good approximation of its behavior in most operating conditions.

In the next sections there is a comment related to a practical procedure that
can be used to find this value.

The role of the penalty k

Before performing the fitting in order to find the SNRrx value, it can be interesting
to define a new parameter k that can sometimes be used to explain some results
obtained with some transceivers. In fact, the previously described equation 4.1
relates the BER and the SNR quantities by means of only two constants, namely
k1 and ko, that depend uniquely on the selected modulation format.

However, it is possible to define an additional parameter k& < 1 within the error
function, which can be used to represent a penalty due to a filtering effect in the
receiver. At this stage, it is not easy to understand the reasons for the possible
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presence of this factor, but it is possible to study the effects it has on the results. In
any case, the complete function that can be used to compute the BER is provided
in Equation 4.4, in which the SNR contribution is defined in Equation 4.5, as it
has been described before.

BER = k; - erfc (k ks - SNR> (4.4)

SNR™" = SNRsg ' + SNRpx (4.5)

At this point, it is then possible to observe that there two parameters that have
to be found: the penalty k and the SNRrrx contribution. In particular, the former
can at this point be analyzed in greater detail.

In fact, since k is a multiplicative factor to a generic SNR, it behaves similarly
to a shift on the same axis, if the logarithmic scale is used. A visual representation
of this effect can be seen in Figure 4.2, in which several values of k are compared in
respect in a condition in which the SNRgx is neglected. Clearly, this corresponds
to a rough approximation of a best-case scenario, similarly to what has been done
in the previously described Figure 3.6.
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Figure 4.2: The role of the parameter k in the BER curves

The ideal case is represented with a dashed curve, in which & = 1, which
corresponds to the condition in which the equation 4.4 does not contain the k
factor completely. In the other cases, the curve is instead shifted to the right by an
amount that increases when the k is reduced.

Clearly, the same figure can be used to visually understand why &£ < 1: this
is consequence of the fact that k represents a penalty, and this condition ensures
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that the BER is increased in respect to the value it would have had at the same
SNRasg value (or, equivalently, it is required an higher SNRagg to measure the
same BER).

An interesting additional note can be discussed related to the equation 4.4: in
fact, it has been decided to place the k value inside the error function and outside
the square root, but it is not the only option. Apart from the trivial alternative of
placing the k inside the square root, there is also the additional possibility of making
it multiply only the SNRsg value, and not the SNRrrx contribution, effectively
moving the k in front of the first addend in equation 4.5. This can be useful if it is
required to consider k as a penalty in the line which is independent on the behavior
of the transceiver, which is in fact estimated independently. In any case, it is
important to remember that the SNRrgrx is a free parameter that has to be fitted
independently, and if &k is defined as multiplying only the SNRsg, it corresponds
to finding the fit of SNRrgrx/k, which, in practice, does not change the final result.
The two possible definitions are, for this reason, numerically interchangeable by
simply multiplying or dividing the contribution due to the transceiver by k itself.

The SNRtrx computation

Once the k coefficient has been defined, it is possible to interpolate the curve
relating the BER to the SNRagsg, trying to fit the two parameters & and SNRrgrx.
As described in previous chapters, these curves are strongly dependent on the
received power, but may also depend on the operating frequency. In this case,
it has been decided to consider a reference curve obtained as the average of the
measured values at all the frequencies, in order to obtain a greater number of points
that can best approximate the real conditions. In addition, only the high power
curves, where the received power is close to 0 dBm, have been used: this helps to
reduce the effect of the receiver penalty, which will be studied independently later.

An example of the obtainable result is provided in Figure 4.3, in which the
Cassini transponder has been tested in the DP-QPSK modulation. At first, it is
possible to observe that the blue curve, corresponding to the collected data, is in
accordance to the expected results, since its characteristic shape tends to increase
when the SNRgg is reduced towards the left, while it finds a flooring on the right,
when the SNR gk is large enough.

The interesting aspect is related to the orange curve and how it differs from
the dashed one. In practice, the theoretical curve is the one largely described
before, which contains only the SNR sk contribution; this has been defined as a
best case scenario, since all the other elements have been neglected. On the contrary,
the orange curve is defined following the description provided in equation 4.4, in
which it is also considered the effect of both the parameter & and the SNRgrx.
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Figure 4.3: SNRygrx and k fitting on the Cassini transponder

In order to make the orange curve fit the blue one, an interpolation has been
performed in order to fit the two values trying to minimize the difference between
the measured and the computed curves. As it is possible to see, the result is a very
good approximation of the collected data, and this translates into the fact that
these two parameters can be used to precisely predict the behavior of the curve.

The important result of this fitting is that it shows the basic steps that have
to be followed in order to characterize the device, and that the two described
parameters are in general enough to obtain a good modelling of the setup.

Finally, it is important to remark that for this computation it has been decided
to always consider the curves obtained in high received power condition. Similarly
to what has been defined related to the Figure 3.7, the received power is not exactly
constant during the test because when the SNRgg is lower, the noise power is
higher, and the received power will be higher as well. In any case, this variation
is quite small, in general only few dB, and for this reason it has been decided
to consider it constant and equal to the case in which the minimum amount of
additional noise is present. For example, the case described above in Figure 4.3
corresponds to a received power of 0 dBm.

However, due to how the quantities have been defined in Section 4.1.5, it is
expected that the value k is independent in respect to the power, and for this
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reason a similar value should be obtained also in different operating conditions.
On the contrary, the SNRrgrx changes with a different signal attenuation because
its SNRrx contribution is largely affected by the input power. Moreover, these
quantities are expected to remain unaltered when the frequency changes: for this
reason, in principle it is possible to use any available frequency. In this case it has
been decided to use several frequencies in the central part of the C-band, and then
average the obtained curves: this should help remove small variations that may
occur during different repetitions of the data collection. The effects of this are
shown in Figure 4.4.
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Figure 4.4: BER curve interpolation at different received powers for the Phoenix
transponder

In this case, it has been decided to study the behavior of the curves at different
receiving powers, averaging the measurements between 192 and 194 THz: in the
following sections it will be clarified that neglecting the effects of the frequency
does not worsen the result, at least in the central part of the operating band.

As an additional interpolation, it has been decided to merge the curves with
the received power 0, —5 and —10 dBm: in fact, as previously shown in Figure 3.6,
they almost overlap but have small variations that can be smoothed in this way.
This is due to the fact that the received power is still high enough to make the
receiver’s penalty negligible in respect to the power itself. Moreover, since these are
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also the curves in which the BER is lower, it is also known with higher uncertainty
due to how it is measured: also in this case, an additional averaging can improve
the final result.

Finally, the figure also shows the additional representation of the collected data
points. To reduce the number of visual elements, only those at 193 THz are shown,
but for the same reasons as above, there should be minimal differences with respect
to the other frequencies.

As it is possible to see, the obtained curves are a very good approximation
of the collected data points, especially when the BER is not too low: this result
clearly confirms that the described fitting which considers the SNR sk, the SNRTrx
and the k factor can provide an accurate description of the measured quantities.
Moreover, it also shows that keeping k constant does not worsen the quality of
the result when the power is reduced, since the only affected contribution is the
SNRrrx itself. In particular, in the provided example, this last quantity changed
by almost 3 dB between the different curves, and this is the reason why the curves
are largely different, especially in the right part of the chart.

An interesting aspect is that the difference between the curves is not constant
with the SNRagg variations: in fact, by looking at the Figure 4.4 it is clear that
the curves are further apart on the right and closer together on the left.

The reasoning is a direct consequence of the way in which the generic SNR
contributions are summed together: in fact, as described by the equation 4.5, the
inverse of the result is given by the sum of the inverse of the contributions. Since
SNRrx is constant in each curve, the only variable is the SNRsgg: in the right
part, the latter is large and therefore negligible with respect to the former, which,
being constant, allows the BER to find its floor. On the other hand, in the left
part, the SNRasg becomes very small and thus becomes the dominant contribution,
so that all the curves almost overlap one another.

A similar comment can be made in respect to the dashed curve in the same
figure, which depends only on the SNRsgg contribution, totally neglecting the
SNR of the transceiver. Also in this case it is possible to observe that this is in
general not a good approximation, and for the reasons described before it can only
be used to compute a lower bound of the BER. However, the curve tends to be
closer to the measured points as the SNR sk decreases: this is due to the fact that
in this left-hand region the SNRsgg is the dominant term and so the neglected
contributions have only a marginal effect on the final result.

To conclude, the described technique can be used to perform the characterization
of a transceiver in order to estimate its SNRrrx in the power ranges of interest.
This can then be used jointly with an estimation of the SNRsgsg of the line in order
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to have the GSNR which can then be used to accurately estimate the performances
of the system and to compute the expected BER value in the different operating
conditions.

At the same time, the main disadvantage of this technique is that it is required
to perform the data collection similarly to what has been described in section 3.2.2
for every one of the powers of interest. In general, this can take some time as
the collection has to be repeated for several attenuations of the signal and several
attenuations of the noise, effectively having a quadratic dependence on the number
of curves and points per curve. For this reason, in the next section it is presented
an additional approach that can be used to extrapolate a new quantity that can be
used to approximate the result also in the conditions that have not directly been
tested with the experimental setup.

4.1.6 The contributions of the transmitter and the receiver

In the previous section it has been described how it is possible to estimate the
value of the SNRrrx, whereas in this case the goal is to further study this quantity
in order to split it into two parts, highlighting the difference in the effects of the
transmitter by the ones of the receiver, as it has been defined in equation 4.3.

In most of the cases it is difficult to define which contributions are due to the
two devices, since the observable quantities can only be obtained by the OSA
(which is located before the receiver) or the receiver itself (which is affected by
both the transmitter and the first part of the elements in the receiver). However,
it is interesting to study the behavior of the SNR in respect to the received power,
and this is analyzed in the next section. Subsequently, it will be commented a
possible approach that can be used to distinguish the contributions between the
different elements in the network and, in particular, between the transmitter and
the receiver.

The SNR in respect to the Prx

In the previous sections it has been described the reasons why the SNRrrx changes
with the received power, and as a consequence it is interesting to understand the
numerical dependence between the two quantities.

In order to simplify the study, it is possible to consider the sensitivity setup:
this is characterized by the removal of the additional noise, as it has already been
described in respect to the figure 3.10. The main advantage of this solution is that
it is completely removed the dependency with the SNR gk, making the SNRrrx
the only relevant contribution of the SNR. However, this is not necessary required
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and, similarly to the previous descriptions, also in this case all the quantities are
additive, and for this reason the SNRasg can be added later, similarly to what has
been described by the equation 4.5.

The sensitivity setup can be used to obtain the curves that relate the BER
and the received power, both measured by the card. Similarly to what has been
described in section 3.1.4, for any device there is only one curve for every frequency
and modulation format. Moreover, the well-known general equation 4.1 can be
used to define a relation between the BER and the SNR, computed theoretically
for any possible value. These two kind of curves can be used together to build an
SNR curve in respect to the received power, and this will be detailed in the next
sections.

The computation of the SNR vs Pgrx curve

As briefly anticipated before, in order to compute the relation between the SNR and
the received power without any additional noise loading, it is required to consider
two curves:

e The measured curve that contains the BER and the received power values
collected by the receiver;

o The theoretical relation between the BER and the SNR, which only depends
on the k; and ks coefficients typical of every modulation format.

Since the BER is the only common quantity in the two curves, it can be used in
order to move from one to the other: in fact, every BER corresponds to a specific
received power taken from the first curve and a specific SNR from the second.
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e
D
1073 10-3 17 a/.“
-
10 % 1075 16 &
LY $
1077 % 107 @ s
x % x 5 15 o
& & . o N z e
10 '..... 10 3., 5
.
_ > - °
10 11 10 11 °
° 13 °
L)
-13 Ay, -13 °
10 A 10 L
12 ®» ® 193, DP-QPSK
10715 -y 10-15
-30 -25 -20 -15 ~-10 -5 0 10 20 30 -30 -25 -20 -15 ~-10 -5
RX power [dBm] SNR [dB] RX power [dBm]

Figure 4.5: The step-by-step generation of the SNR curve

A practical example of the steps required is depicted in Figure 4.5, obtained
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considering the Cassini transponder at 193 THz with the DP-QPSK modulation,
and is now commented in detail.

The figure contains three plots in which the first two contain the input quantities,
whereas the last one is the output. Then, the following steps are followed in this
order:

e An input power value is selected in the range of the collected data points
available in the first chart; in the example provided it has been decided to
consider the value equal to —20 dBm;

o The first curve is then used to find the corresponding BER value, for example
3.54 x 107!, which has been measured using the sensitivity setup;

e The same BER value is then searched in the second curve in order to obtain
the corresponding SNR, in this case 16.28 dB.

With this approach, the obtained result is that in the conditions under test a
received power of —20 dBm corresponds to a computed SNR of 16.28 dB, and this
point can be added in the third chart of the figure above.

Clearly, the described approach can be repeated multiple times for a large list
of Prx values: in the provided example, it has been repeated for every collected
data point, but alternatively it is also possible to consider an interpolated curve, in
order to smooth the original dataset. The final result is in the third plot in the
same Figure 4.5, which contains one point for every received power value, paired
with the corresponding SNR value just computed.

As an aside, a brief comment can be made about the reference curve. In this case,
the theoretical one has been used to find the SNR by considering simultaneously all
the contributions responsible for the measured BER value; however, various other
possibilities could be used to find additional relationships between the quantities.
The only requirement is that the considered quantity must be monotone (in order
to avoid any ambiguity on the output values) and must be defined on a range of
BERs at least as large as the ones provided during the sensitivity (otherwise the
resulting curve will appear cropped since not enough data points are available).

The SNR vs Prx curve characteristics

In the previous sections it has been provided a procedure that can be employed to
obtain the relationship between the SNR and the received power in a sensitivity
scenario. The newly obtained curve is of great interest since it shows how the
transceiver’s characteristics evolve with the variations of the received power.

In particular, the first important result is that the curve appears as a monotonous
crescent with the power, confirming the fact that the Pgrx is an important parameter
that can greatly influence the quality of the transmission.
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Moreover, even if the increase of the received power always causes an increase
in the SNR, in the top-right region it is reached a flat condition, in which the
power variations tend to affect only marginally the final result. This is due to
the fact that when the Prx is high enough, it does not represent a limiting factor
anymore, and the performances are instead limited to other contributions which
become predominant. This result is in accordance to what has been described in
the previous chapters, and in fact a similar conclusion has been described also
in respect to the Figure 3.6, in which different curves obtained considering an
additional noise source were largely affected also by the received power. Moreover,
also in that condition, it was possible to affirm that the first curves, obtained with
a high received power level, were almost overlapped: this is a direct consequence
of the fact that in that power condition, the flat region makes the SNR almost
constant in the different curves, making its relative effect negligible in respect to
the other contributions.

Finally, it is also important to make a brief comment related to the accuracy of
the provided results. In fact, the transformation used to move from the received
power to the SNR by using the common BER values largely described in the
previous section can be performed without the introduction of additional errors
only if all the BER values used are common in the two datasets. In a more general
scenario, this may not be the case, and a specific BER value may not be available
at least in one of the two curves: in that case, if it is numerically contained in the
range of observed ones, it is possible to perform an interpolation of the curves in
order to find a usable value. Due to the nature of the curves, if the amount of
collected data points is large enough, it is possible to consider a simple but effective
linear interpolation between the two closest measures, in order to obtain a very
good approximation of the correct value. However, it is also helpful to remember
that in the provided example, the reference curve in the chart in the middle is
known mathematically: for this reason, it can be inverted without the introduction
of any additional approximation.

In any case, since the final result is affected by the two input curves, it can
be at most as good as the measured BER values in the first chart, and this can
in some cases be a limiting factor. In fact, similarly to what has been described
related to the sensitivity setup in section 3.1.4, the measure of the BER can be
performed with good accuracy only when its numerical value is high enough. On
the contrary, when the BER is too low, its reading becomes unreliable since the
noisy measure has a variance too large to be averaged in the short time window of
the data collection. The consequence of this are visible in the bottom right part of
the first input curve of Figure 4.5, and consequently they will be present also in
the flooring region of the top-right part of the resulting curve. Even if in principle
the use of a larger integration time could lead to better results, it is also important
to remember that it would further increase the total measuring time, and the final
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improvements would be relatively marginal.

The SNR vs Prx differences at different frequencies and modulation
formats

In the previous sections it has been described which are the main characteristics of
the SNR curve in respect to the received power in a sensitivity scenario. However,
it is interesting to observe that in the previous comments it has been considered
the use of only one frequency and modulation format, but in principle it is possible
to expect some variations when these parameters change. For this reason, the two
contributions are analyzed independently.

The role of the frequency

The steps described in the previous sections can be repeated for the data collected
at different frequencies, obtaining different BER measurements at the received
power levels of interest. However, the reference curve used to relate the BER values
with the SNR remains exactly the same: in fact, its definition provided in Equation
4.1 does not contain any reference to the frequency itself. As a consequence, any
difference in the measured curve corresponds directly to a variation in the output
one.

A practical example is provided in the Figure 4.6 in which the same device has
been tested several times in a large set of frequencies trying to cover the whole
C-Band. As it is possible to see, different curves have different colors, and their
points are not fully overlapped, but the overall behavior is almost exactly the same.
This translates into the fact that the device under test has a negligible difference in
its performances at different frequencies: clearly, this is closer to the ideal design,
but there is no guarantee that any device would perform in the same way. In other
cases, instead, it may be helpful to consider an additional margin that can be
characterized independently to compensate for the worst performance, for example
near the bounds of the operating bands.

The role of the modulation format

In the steps commented in a previous section related to the computation of the
curve that relates the SNR with the received power it has been used a theoretical
reference curve in order to consider simultaneously all the contributions that can
affect the BER value. In particular, in the plot in the middle of Figure 4.5 the used
function was the well-known equation 4.1, which is defined with the use of two
coefficients k; and ky. When the modulation format is changed, these two values
have to be updated accordingly in order to have a meaningful result, selecting
the proper ones from Table 3.2. As a consequence, when the modulation format
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Figure 4.6: SNR evolution in respect to the received power for the Cassini
transponder at different operating frequencies

changes, the reference curve changes as well.

Moreover, during the description of the data collection it has been commented
that different modulation formats are characterized by having a very different shape
of the BER values in respect to the received power: the main reason was that the
smaller constellations are more robust than the more complex ones. The interesting
aspect is that the measured effect is concordant with the difference in the £y and
ko coefficients; in other words, the two input curves change in a coherent way. This
implies that even if the differences are quite remarkable, the final result is only
partially affected by these variations. A practical example is provided in Figure 4.7,
in which it has been decided to show the Cassini device with a DCO transponder,
in order to have the comparison between three modulation formats.

The first chart is the expected relation between the BER and the received power,
whose characteristics have been largely described in section 3.1.4 related to the
sensitivity setup, whereas in the middle there is the typical theoretical curves
obtained with the equation 4.1 with the proper k; and k.

As briefly mentioned above, these two graphs present the curves in a well-defined
vertical order: in other words, for any value of received power (or SNR), the lowest
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Figure 4.7: Step-by-step SNR computation for different modulation formats
available for the Cassini-DCO transponder

BER is always that of the simplest modulation, and then the others follow up
to the most complex. This means that the two effects partially compensate each
other when calculating the final SNR curve with respect to the received power,
following the procedure described before. In fact, even if the BER differences are
quite remarkable, the final curves are very similar one with the other, and the final
result is that the various modulation formats cause only a small difference in the
transceiver performances. Nevertheless, all the other comments related on the curve
shape in respect to the power still apply, and the flat region in the top-right part
of the chart is still reached, as described before. As a side note, it is interesting to
note that the simplest modulation format (in this case, the DP-QPSK) is also the
one with is characterized by the curve measured with the lowest precision: however,
this is a direct consequence of the way in which the BER is measured by the card.
In fact, as it has been shown during the description of the computation procedure,
the use of the theoretical curve does not introduce any uncertainty, and for this
reason the quality of the numerical values of the SNR only depend on how the
BERs are measured. For this reason, following the previous comments, any value
lower than 1 x 10719 is unreliable since it is too small to be measured precisely
in a short integration time window. Nevertheless, the results shown in Figure 4.7
can be smoothed by both increasing the integration interval or by performing an
interpolation on the points.

4.2 The internal components of a transceiver

In the previous sections it has been presented a practical way that can be employed
to obtain an experimental curve that relates the SNRrrx with the received power.
Even if this quantity is of great importance, it can also be of interest to define
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an analytical function that describes the transceiver’s characteristics. In addition
to the general goal of gaining additional insight into its behavior, this function
can also be used to perform curve fitting, allowing users to smooth the measured
quantities and predict the results under untested conditions.

However, as it has been anticipated before, it is generally not possible to know
the exact internal implementation of the optical transceivers because they are
proprietary, but there are some common elements that must be introduced into
every coherent device. In particular, since every device is bidirectional, it is possible
to study the two parts independently and then merge the results in order to obtain
the complete model.

4.2.1 The transmitter implementation

In previous chapters it has been shown that for coherent modulation it is very
common to use the DP-QPSK or the DP-16-QAM modulation formats, which have
the common characteristic of being defined on the two in-line and quadrature axis
of two orthogonal polarizations, obtaining in total four different PAM modulations.

For this reason, it is possible to define a block diagram similar to the one shown
in Figure 4.8.

PRBS » LPF 1)
Modulator
PRBS > F T
A
\ 4
Laser > Splitter PBS |—>
A
A 4
PRBS » LPF —\_>
Modulator > Po'l?aortl:?;:’on
PRBS NI

Figure 4.8: Block diagram of the main elements inside a coherent transmitter

At first, as it is possible to see, every transmitter has four input channels, named
PRBS in the figure, which represent the data stream that has to be converted from
the electrical to the optical domain.

As a side note, it is interesting to observe that these can be any kind of input
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bit sequence, usually containing an appropriate representation of the data to be
transmitted. However, the name PRBS is particularly appropriate to the aims of
this work, since it represents a Pseudo-Random Bit Sequence that can be easily
generated by both the transmitter and the receiver. In this way, the former has
an “infinite” amount of data to transmit all the symbols in the chosen modulation
format, while the latter can use the same sequence to effectively count the number
of errors in the received sequence.

In any case, the four input sequences are filtered by a low pass filter (LPF) and
are used in pairs by the modulators to construct the symbols to be transmitted.
Additionally, as it is possible to see, the two optical sequences are generated with
the use of only one laser, both for economical reasons and to ensure that they
are subject to the same characteristics of the input light. In fact, an important
aspect is that the laser provides a light beam with a linear polarization, and this
configuration ensures that the two photon streams are polarized in the same way.
Subsequently, one of the two streams is rotated by 90° using a polarization rotator,
in order to produce the orthogonal polarization. At that point, the two streams
are combined in the same output fiber, and the result is a pair of orthogonal
polarizations, each containing a quadrature amplitude modulation.

From the previously described figure 4.8 it is clear that inside an optical coherent
transmitter there are several different components that work together in order
to provide its output signal; however, in most of the cases, this device can be
represented in a simplified version which considers only two contributions: the
useful signal and a noise component that joins the effect of all the different elements
together. This result is represented in the Figure 4.9, which highlights the quantities
Sin, representing the power of the useful signal, and Ntx, the power of the noise
introduced by the transmitter.

X

Figure 4.9: Schematic representation of an optical transmitter
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4.2.2 The receiver implementation

The implementation of the receiver is complementary to the one of the transmitter
described in the previous section, since its main goal is to decode the original data
streams that have been combined inside the same optical symbols. A schematic
representation of the core components is shown in the block diagram in figure 4.10.
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Figure 4.10: Block diagram of the main elements inside a coherent receiver

As it is possible to see, this device presents one input only, represented in the
top-left part as the power P,,, and it has four output signals corresponding to
the received data on the two complex axis of the two orthogonal polarizations.
However, in order to fully understand the characteristics of a coherent transceiver,
it is important to observe that there exist an additional input signal, named Po,
representing the power coming from a Local Oscillator (LO). This is a signal
generated directly by the receiver at the same frequency of the signal intended to
be received, and has a central role in the 90° Optical Hybrid Mixer, as it will be
commented later.

Furthermore, as a side note, it is interesting to note that in most of the commer-
cial devices, this Local Oscillator signal is taken directly from the laser used for
signal transmission. The main advantage of this technique is that only one device
is needed for both directions, which reduces the cost and size of the transceiver.
However, the main disadvantage is that the transceiver can only operate on one
frequency in both directions, so it can only transmit on the frequency it is receiving.
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The 90° Optical Hybrid Mixer

The 90° Optical Hybrid Mixer is a passive optical device with two inputs and
four outputs able to mix the input signals into four output ones. Its internal
implementation is outside the scope of this work, but the important aspect of its
characteristics is the mathematical relation between the inputs and the outputs,
as described in Figure 4.11. Moreover, the device is supposed ideal in the sense
that there is no power loss: for this reason, the summation of the input powers is
considered equal to the summation of the output ones.

In this specific case it has been decided to consider the fields E, in which E, and
Ero are related to the input signal and the local oscillator, properly split between
the two mixers as it will be detailed later. In addition, whenever a field is split
equally in two directions, it is divided by v/2, and since in this case it is split twice
(to obtain four outputs from one input), the input field is divided by 2. In addition,
it is important to note that in a complete receiver it is required to have two 90°
Optical Hybrid Mixers in order to operate simultaneously on the two polarizations
[36].

This procedure is repeated in the same way for both the inputs, but in the case
of the Local Oscillator, it is introduced an additional complex phase rotation of
90° between each output.

B EX/2 + EL/2 >

—>»s ' |E./2 — Ep/2 S
90° optical .

Eio hybrid mixer | 2x/2 *JEL/2

—>»|LO Q| E,/2 - jE/2 S

Figure 4.11: Generic representation of the 90° Optical Hybrid Mixer

As a side note, is it important to remember that the two inputs, the signal
of interest and the signal coming from the local oscillator, are in general at the
frequencies w. and wy o respectively. The nonlinear mixing operation downconverts
the signal to the intermediate frequency w;r = w. —wro. However, for the purposes
of this work, the homodyne coherent detection considers w;r = 0 and no other
downconversion is required [37].

Balanced Photodetectors

A photodetector (PD) is a device capable of converting an incident optical signal
into an electrical current following the relation described in equation 4.6.
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i o< B(t)E(t)" (4.6)

This is at the basis of the detection of an optical signal, and is applied in all the
receivers. However, the generated current is proportional to the modulo-square
of the input power, and this causes the fact that any information related to the
polarization or the phase of the incident photons is lost.

Clearly, this prevents the possibility of using only one photodetector for decoding
a coherent signal, but this problem can be solved with the use of two balanced
photodetectors, as in Figure 4.12, in which the two inputs are directly connected
to two outputs of the 90° Optical Hybrid Mixer described before.

Ex/2 + Er,/2 »
/ L/ PD !

Y

2

E./2 — Er/2 '
/ L/ . i

Y

Figure 4.12: Block diagram of a balanced photodetector

By applying the rule just described in equation 4.6, it is possible to find the
currents i, and 7, provided as the output of the two photodetectors. An example
is in equation 4.7, in which the symbol =+ is used to denote that the sign of the
component b is inverted in respect to the one of the current a.

2

z’ab:R‘E"iEL
| 132 : EL* R (4.7
—R‘QX +R‘2L £ R(BE)

In this case, it has been used the relation provided in Equation 4.8, in which
denotes the real part of a complex quantity.

la+b° = |a]* + |b]” + 2R (ab*) (4.8)

As a side note, the proportionality in equation 4.6 has been substituted with an
equality in which it is considered the additional factor R, called responsivity and
expressed in A/W. This value is related to the quantum efficiency n by the equation
4.9, which in turn depends on the frequency v, the electron charge ¢ and the Plank
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constant h; usually, a simplified numerical approximation is considered, in which
it is used the wavelength A\ expressed in micrometers [38]. The consequence of
this is that the responsivity R depends slightly on the frequency of the incident
signal, since at lower frequency more photons are present at the same optical power;
however, for the use in the C-band, this variation can be considered negligible.

ng  nA
== — 4.9
hv — 1.24 (4.9)
As it is possible to see, the two defined currents i, and 7, are defined in a very
similar way, with only a difference in the sign of the last one. For this reason,
it is now interesting to compute the current i, as their difference [39], removing
the contributions corresponding to the powers of the received signal and the local

oscillator, as in Equation 4.10.

ie =g —ip = R-R(ExE}) (4.10)

In this way, it is now clear that the final current provided as the output of the
photodetector is directly proportional to the incident fields coming from the useful
signal and the local oscillator, together with the responsivity.

4.2.3 The complete transceiver model

In the previous sections it has been shown the list of the main components in the
optical transmitters and receivers, and now it is possible to merge them in order to
have a complete view of the system. A schematic representation of the complete
transceiver model is provided in Figure 4.13, which considers all the contributions
that affect the received signal [40, 41].

As it is possible to see, the first block on the top-left part is the one representing
the transmitter, which is the same already defined in section 4.2.1. Its signal is then
affected by the noise Nagg introduced in the line, so that the overall received power
P, can be defined as in equation 4.11, in which N;, represents the summation of
the noises, like Npx and Nagg. Similarly to what has been described in section
3.1.4, in the case of the sensitivity setup, characterized by the absence of additioanl
noise loading, it is possible to consider Nagsg ~ 0.

Py = Sin + N1x + Nasg = Sin + Nin (4.11)

Similarly, the equation 4.12 represents the power received from the local oscillator,
with its additional noise component.

Pro = Sro + Nro (4.12)
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Figure 4.13: Block diagram of the main elements inside a coherent receiver and
their interconnections with the line

Then, the same Figure 4.13 shows the presence of the two splitters, which divide
the power equally in their two arms (or divides the field by V2, as described before),
connecting the signals to the inputs of the two 90° Optical Hybrid Mixers, whose
behavior has been described with the figure 4.11.

At this point it is possible to merge all the equations described before, considering
all the inputs inside the equation of the current . described before, obtaining the
relation in equation 4.13 related to the current in phase (I). Moreover, the signal
from the local oscillator is considered as a pure real tone with field s;,o and noise
nro; on the contrary, the incident signal is split into its phase and quadrature
components:

1

c =

Ew Ep
=4R-R | —=—2
<2\/§2¢§)

R (Ewlio) (4.13)

ly = Uy — 1

N | | T o| X

[(Sin,1 + JSin.g + Nin,s + Ning)(SLO + nL0)]

[Sin,75LO + Sin,1LO + Nin,1SLO + Nin,1MLO)

With the same procedure it is then possible to obtain the expression of the output
current i@ related to the quadrature (Q) component:
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R
2

As it is possible to see, the result shows that the output current i. is proportional
to the incident field s;, multiplied by the field of the local oscillator sy .

This result is of great interest because it shows that the incident power Sj, is
increased proportionally to the power of the Local Oscillator. At the same time, it
is also clear that the same oscillator introduces two additional noise components,
which affect the quality of the final received signal.

However, during this computation it has been neglected the effect of two addi-
tional noise components that have to be further analyzed in the next sections.

i€ = = [$in,QSL0 + Sin@NLO T Nin,QSLO + Nin@NLO) (4.14)

The square of the current

The previous equations 4.13 and 4.14 show the contributions of the current in
phase and in quadrature; however for the following computations it will be required
to know the modulo-square of the complete description of the current. It can be
calculated with the steps detailed in equation 4.15. In particular, in the last steps,
the power of the signals in phase and in quadrature have been considered equal so
that Sin,[ = Sin,Q = Sin/2-

E[li*] = E[lir"] + B [ligf*] +2- B [% (isig)]

R 2
=E{ |5 (80,7500 + Sin,1ML0O + Nin 1510 + Nin,1NLO) +

2
} (4.15)

R
+E b (Sin,@SLO + Sin.QNLO + Min,@SLO + Nin,QNLO)

RQ
T4
+ Sin,05L0 + Sin,0NLo + Nin,0SLo + NinoNro}

R2
= Z{SinSLO + PnNpo + NinSro }

{Sin, 1510 + Sin,1NLo + Nin, 1510 + Nin,i NLo+

The additional noise contributions

In the previous paragraphs it has been shown how the noise on the input N,
and the one on the local oscillator Ni,o are relevant quantities in the computation
of the device performances. However, it is important to consider two additional
contributions added by the receiver itself, that are common on both the IMDD and
the coherent devices.

The first contribution is called shot (or quantum) noise: it consists of a stream
of electrons that are generated at random times and depends directly on the total
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power managed by the device. A general description of this quantity is provided
by equation 4.16, in which I, represents the photogenerated current and ¢ is the
electron charge. Moreover, the parameter B represents the effective noise bandwidth
of the receiver and depends on its implementation. Finally, I; represents the dark
current contribution, which corresponds to an output current that is generated also
in absence of incident photons [42].

Pa = 2(I, + 1) B (4.16)

Lastly, there exist the additional term named thermal noise (also known as Johnson
noise), which has an additional dependence on the absolute temperature T and
an internal equivalent resistor Ry, as shown in equation 4.17. It is due to the
fact that at finite temperature electrons tend to move randomly in any electric
resistance, and this produces a noise current in the load resistance, which results
into an additional current noise of the photodetector [43].

Py, = 4ksTB/R,, (4.17)

The additional noise currents

All the noise contributions have the effects of changing the overall current outputted
by the device. For this reason it is helpful to consider the overall current (in phase)
I provided to the input of the DSP as in equation 4.18, in which ¢, ; and 4; ; are the
same currents described above, ng ; and n’; ; are the shot noises introduced by the
two photodetectors and nr is the thermal noise generated by the transimpedance
amplifier. The names i, and i1 are defined for the last two quantities in order to
study them independently.

i = [iag — ins] + [n2; = nb,] + ] (4.18)
—_ ——
Te is 1t

The shot noise contribution

In equation 4.16 it has been shown that the shot noise depends on the photogener-
ated current I, = R P, with F;,. the incident optical power. This quantity can be
computed considering for example the upper arm of Figure 4.12, knowing that its
value will be the same for all the other cases thanks to the symmetry of the system.
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2

Ei ELO
I,=E + —=
P ‘2\/5 2v/2
R 2 R 2 il *
= SE[1Bal’] + E [1Brol’] + TE[R (BuFio) (4.19)
R R
:§Rn+§PLO
R
:g(Rn‘i‘PLO)

This quantity can be used to fully compute the shot noise for every photodetector:

osy = 2q(I, + I;)B
1 (4.20)
=14 [R(Pyn+ PrLo) + 814 B

Merging all the terms

The total current coming into the DSP is obtained as the summation between the
photogenerated signal, the shot noise and the thermal noise, as in equation 4.21. A
similar result holds also for the in-quadrature case.

E[lir*] = E [lic]?] + E [Jis*] + E [Jir|?] (4.21)

The total power is in this way defined as in equation 4.22, in which the two expected
values of the in-phase and quadrature components are considered equal.

Pour = E[li’] = E[lir’] + E [ligl]
RQ
= T(SinSLO + PinNLQ + NinSLO> + q [R(Pm + PLO) + 8]d] B+ SkBTB/RL

(4.22)

The computation of the final SNR can be performed in steps in order to highlight
the different contributions, knowing that R2S;,Sio /2 is the contribution of the
useful signal. In particular, the components are reported in equation 4.23:
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Ps o R2SinSLO/2 o SinSLO

SNR;o = — _
97 Puo  R?PuNio/2  PulNio
P 24Q. 2 i
SNRin _ s _ R2 SmSLO/ _ Sl
PNin R NinSLO/2 Ni (4 23)
SNR., — Lo _ BSwSio/2 '
= Py 8kzTB/R,
P 2. 9
SNRSh _ s _ R SIHSLO/

Psh - q [R(Pm -+ PLO) —+ 8Id] B

Finally, the overall SNR equation is obtained by considering their joint effects: for
this reason, it is possible to sum them knowing the general summation rule for
the SNR quantities presented in equation 4.2, for which the inverse of the result is
equal to the summation of the inverse of the components:

SNR™' = SNR;§ + SNR;! + SNRy! + SNRy;/ (4.24)

By substituting the quantities defined above and making the necessary adjustments
to the factors, the complete model of the SNR of the transceiver is presented in
the equation 4.25:

R%S;,S10/2

(R (Pn + PLo) +814)B+ 8kgTB/Ry, + R? (NinSro + PulNLo) /2
(4.25)

SNR =

The shape of the SNRtrx function

In previous sections it has been described how it is possible to obtain an analytical
equation similar to 4.25 able to relate the SNR of the transceiver with some
parameters typical of the device under test and the incident power value. As it is
possible to see, this function is quite complex since it contains several parameters
which are, in principle, unknown.

To do so, a first step has been the assignment of possible values to all the
parameters, and the corresponding curve is visible in Figure 4.14. In particular,
the only parameter that does not need to be estimated (or assigned) is the power
of the received signal S;,, since it can be measured by the transceiver; moreover, it
is in general of great interest to study the variation in the SNR in respect to the
power, and so it can be used as the horizontal axes in the following plots.

In this case, as anticipated before, the parameters typical of the equation 4.25
have been set in such a way to provide a meaningful result, but it is important to
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SNR shape in respect to the received power
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Figure 4.14: Qualitative SNR curve in respect to the received input power

remember that they have been set arbitrarily: the consequence is that the values
on the vertical axis cannot be considered accurate.

As it is possible to see, when the axes are set in the log-scale, so that the power
is expressed in dBm and the SNR in dB, the obtained shape is very similar to
the experimental results already described related to the Figure 4.6. In particu-
lar, the fundamental aspect is that the SNR tends to increase rapidly with the
power Si,, but then it reaches a maximum after which it stays basically constant,
independently on other variations. This is completely coherent with the results
largely commented during the device characterization, for example in Figure 3.6,
in which the performances of the transceiver appear almost constant when the
received power is large enough. This is mainly due to the fact that at some point
the received power value does not represent a penalty anymore, and so its effect
becomes negligible in respect to other contributions.

These results confirm that the previously defined equation 4.25 can be used to
accurately estimate the performances of the device in respect to the variation of the
received power Sj,. However, how it has been anticipated in the previous sections,
that equation requires the knowledge of several parameters, and for this reason it
is interesting to observe how the curve changes according to their variations.

A qualitative example is provided in Figure 4.15, in which different curves are
characterized by a different bandwidth B or absolute temperature 7.

As it has been anticipated before, the effective noise bandwidth is a relevant
contribution for the computation of the noise since an increase in B enlarges both
the thermal and the shot noises. This is mainly due to the fact that a larger band
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Variation with the bandwidth B
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Figure 4.15: Qualitative SNR curve in respect to the received input power with
different values of the effective noise bandwidth B

causes a larger power of the nose to cross the internal filter, and thus this will
reduce the overall SNR.

A visually different result is instead obtained when it is performed a variation in
the responsivity R of the photodetectors or in the power of the local oscillator Sio.
Unlike the previous example, in this case an increase in both the quantities is able
to improve the final SNR. In particular, the responsivity enables the photodetector
to produce a stronger current with the same incident signal, and this effect will be
more relevant in respect to the corresponding increase in the noise. Similarly, a
stronger power S1,o coming from the local oscillator can “pump up” the power of
the useful signal, largely improving the performance. A qualitative visualization
is provided in Figure 4.16, but similarly to the previous cases it is important
to remember that the numerical values can only be used as a “reference” when
comparing curves inside the same plot, since all the other quantities have a fixed
value that may not correspond to the physical characteristics of any real device.

4.3 The SNR fitting

At this point, it is possible to merge the results obtained in all the previous chapters,
performing a fitting on the collected data in order to obtain an understanding of
the internal characteristics of the devices under test.

In order to simplify the design, it is possible to consider only the sensitivity
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Variation with the responsivity R Variation with the signal power
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Figure 4.16: Qualitative SNR curve in respect to the received input power with
different values of the responsivity R and the power of the local oscillator St

setup, as it has been described in section 3.1.4. The corresponding removal of
some contributions from the network simplifies the model because it removes the
dependency on the additional noise introduced in the line, but it should keep the
dependency on the power unaltered. As a consequence, in this specific context it is
possible to suppose Nasg = 0, which implies having Ny, ~ Nrx in respect to the
equation 4.11.

Moreover, the dependency on the SNRasg introduced by the line has been
largely commented in the previous chapters, and for this reason it is possible to
suppose that be added independently on the system later, after having obtained
the characterization of the transceiver in a noiseless environment.

As a result, the overall description of the transceiver should be limited to the
knowledge of the following parameters:

o The power of the input signal Si,, that changes with its operating conditions,
and the power of the local oscillator Sio;

e The noise on both the input N;, and the local oscillator Nio;

o The characteristics of the device internal implementation, like the responsivity
R, the dark current I;, the equivalent load resistor R, the temperature T
and the effective bandwidth B.

However, as anticipated, apart from the input power, the level of which can be
accurately measured, the other parameters are unknown. In general, similarly to
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what has been done in the previous sections, it is possible to assign them “reason-
able” values, but to get a more precise prediction of the device performance it is
instead preferable to perform a mathematical interpolation. A brief and qualitative
comment related to the curve interpolation is provided in the Appendix A.1, and it
is based on an iterative approach in finding the most accurate values of the parame-
ters able to make the analytical curve similar to the one in Figure 4.14, approximate
the measured values. This is based on a least squares approach that minimizes the
difference between the computed values and the expected one; at each iteration,
the parameters are then modified to test new conditions, trying to reach a minimum.

As a side note, it is important to note that this problem is in principle quite
complex: in fact, there are a total of 8 unknowns, which are a lot in respect to
the shape of equation 4.25, and this translates into the fact that it is not always
possible to expect exact results. However, by setting proper bounds in the allowed
values, it is at least possible to obtain reasonable values that can be used to draw
the corresponding output line. One example is provided in Figure 4.17, which
contains the same data as in the previously described Figure 4.6, with the additional
representation of the fitted curve as a black dashed line.

SNR vs Prx: Cassini ACO-ST DP-QPSK

17
16
% 15 g7 e 192.0 THz
= 192.5 THz
Z 14 e 193.0 THz
v e 193.5THz
13 e 194.0 THz
® 1945THz
- 195.0 THz
o ® 195.8THz
/ --= fit
11
-30 -25 -20 -15 -10 -5

RX power [dBm]

Figure 4.17: SNR evolution in respect to the received power for the Cassini
transponder at different operating frequencies, fitted with the new transceiver
model of equation 4.25

As it is possible to see, the fitted curve overlaps exactly with the measured
curve. This is a visual representation of the quality of the results, which are fully
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compatible with the analytical description discussed earlier and are not incompatible
with the difficulty of estimating a large set of parameters. At the same time, it
is also clear that, for the equipment under test, there is no significant penalty
introduced by the different frequencies: in fact, they all follow the same trend and
are correctly approximated by the fit provided.

The same technique can be repeated for other devices to obtain a complete
description of their behavior in different operating conditions. Finally, this curve
can be used to quickly obtain information on the quality of the transceiver for
each input power, and this can be used to know what is the additional penalty
introduced by the device.

4.3.1 The additional ASE noise

As it has been described in the previous sections, in order to compute the perfor-
mances of the transceiver it has been decided to use the Sensitivity setup, described
in section 3.1.4. The main benefit of this approach is the fact that the performances
of the system are only due to the characteristics of the transceiver, and thus the
SNRrx becomes the predominant contribution, and can be studied effectively in
respect to the input power Sj,.

In general, it can be considered as a simplified case in the sense that in most
real applications there is always an additional noise source SNRasg that further
reduces the performances of the system. However, the purpose of this additional
section is to show that, thanks to the fact that all considered SNR contribu-
tions are additive, the removal of the additional noise cannot be considered as a
loss of generality, since it can be added back by considering the general equation 4.5.

An example of a result is provided in Figure 4.18, in which it is shown the
typical relation between the BER and the SNRagg in different operating conditions
with a Phoenix transponder using the DP-QPSK modulation format. As a side
note, it is only shown the curves with stronger signal attenuation since they are
the most relevant in terms of the penalty introduced by the receiver.

As it is possible to see, the plot shows three types of data, which have been obtained
in different ways, and for this reason it is relevant to clarify their differences:

e The X represents the data points collected with the “complete” setup, which
considers the additional noise loading described in section 3.1. This has the
same characteristics of the curves in Figure 3.3;

o The dashed lines represents the estimation of the points considering the optimal
fitting defined in respect to the Figure 4.4, in which the SNRrrx is fitted
independently for every line;
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BER vs SNRasg: Phoenix 193 THz DP-QPSK (100G)
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Figure 4.18: BER curve interpolation with two fitting techniques

o The solid lines represent the results obtained considering the analytical SNR
filtering presented in Section 4.3, in which the SNRasg is measured and
the SNRrrx is computed analytically with the parameters fitted using the
sensitivity setup.

The three conditions are very different because, although they represent the same
quantities, they are obtained in completely different scenarios. The most interesting
comparison is between the two fittings, since they describe the results of two
procedures that can be performed on any device under test.

In particular, the figure clearly shows that both the techniques are able to
provide very good results that approximate precisely the measured data points.
Moreover, since the curves corresponding to the two techniques almost overlap, it
is clear that the transceiver model can accurately predict the device performance,
similar to what a full characterization with noise loading can provide after the
result interpolation, even if this requires a more complex setup and greater data
collection times.
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Chapter 5
Conclusions

The work focused on two main topics, which are however closely related, and were
developed in parallel by exploiting the features of the former to make the latter
possible.

The device control

The first objective of this work was the development of open software capable of
controlling an optical white box transponder using only open interfaces. This has
been achieved by implementing a driver capable of sending commands and retrieving
measurements from a Phoenix transponder, a commercially available device that
uses off-the-shelf transceivers capable of deploying light paths at state-of-the-art
data rates up to 400 Gbps.

The device characterization

The second goal has been the transponder characterization, which has been per-
formed in successive stages, starting from an exhaustive data collection, which
allowed the realization of a complete database with the most relevant measures
in very diverse network conditions. Then, a comprehensive data analysis has
been carried out to gain an insight into its operating characteristics, with the
goal of finding common trends between different network configurations or optical
devices. Subsequently, it was possible to develop a complete modelling of the main
contributions of the device internal implementation, in order to find an analytical
description of its behavior in order to accurately predict its performances. Lastly,
it was possible to compare the experimental results obtained also with the helpful
open model put together in the first part to validate the accuracy of the mathe-
matical results, fully confirming the predictions.
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The two results obtained in the two parts are strictly related one with the other
since they enable the possibility of defining accurate and analytical models that
can be used as an important building block towards the goal of the realization of a
complete open and disaggregated optical network, which allows the interoperability
between devices in a multi-vendor scenario, one of the paradigms of the most
modern and future networks.

This is in fact one of the most important long-term results, since the development
of such an open network is of great interest in order to be able to fully take
advantage of the diverse network elements and build a complete and efficient
network implementation.

Simultaneously, it is also possible to continue the developing of a network digital
twin, or a digital representation of a real network, which is a very important goal
in the view of being able to fully predict the real network performances in the very
diverse operating conditions. In order to reach this goal, it is clearly required to
have a full control of the device characteristics, and such a complete data collection
and device modelling can be of great interest in order to further improve the
accuracy of the results.

Possible future improvements of this work can be based on the increase of the
dataset in order to explore even more different network conditions, considering
additional more complex elements in the network, trying to further adapt the
models toward the accurate description of a real wide optical network. Additionally,
the said results can be integrated into open network digital twin software in order
to test their effectiveness when cooperating with other modules in providing an
accurate prediction of the performance of the devices under test.
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Appendix

A.1 Curve interpolation and fitting

During this study it was necessary to perform both the interpolation and the fitting
of various curves, but a rigorous mathematical description of the two techniques is
beyond the scope of this work; for this reason, this section provides only a high-level
description of their basic concepts, limited to the purpose of understanding the
calculations performed.

In both cases, the starting point is always a set of measured data relating two
different quantities, such as BER and SNR, but this can in principle be extended
to any pair of measured quantities. The two techniques can then be used to obtain
different results, as shown in the following paragraphs.

The curve interpolation

The measured quantities are, by definition, discrete: this translates into the fact
that the amount of available points is finite, and there is no measured data between
two adjacent points. In practice, this enables the possibility of knowing the precise
mapping between the two different domains only in the exact conditions that
have been tested. However, sometimes it is necessary to consider different points
that have never been directly evaluated, and in this case it is possible to use an
interpolation of the available data to estimate a possible value in the missing spots.
This can be done in several different ways, but a simple and effective algorithm
is based on a linear interpolation between the two closest available points. To
provide a practical example, it is possible to consider an experimental curve which
is numerically defined as a set of (z;,y;) points, but then it is required to know the
value yr corresponding to an z7 which is not in the set of measured points. To
solve this problem, it is possible to find the two points z, and x; which are the
closest to the xr of interest, and then perform a linear interpolation as in equation
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A.1, obtaining an estimation of yr in the desired point .

I — Zg

Yr = Ya + (Yo — Ya) (A1)

Tp — Tq

This interpolation is called [linear because the first order polynomial used
corresponds to a linear function that can be evaluated at any point of interest and
that crosses exactly the two selected measured points.

Clearly, this solution is not necessarily optimal in all of the conditions since
it relies only on the two closest points, neglecting the overall shape of the curve.
For this reason, it is in principle possible to consider a higher order polynomial
that crosses other points on the same curve, but this increase in complexity does
not necessarily translate into a significant improvement in the final solution, which
is in fact quite accurate for most practical applications. It is also important to
consider that if the size of the collected data set is large enough, the values x, and
xp will be close together, further reducing the error introduced by the calculation.

The curve fitting

For the purposes of this work, the fitting consists in finding a curve able to accurately
approximate (or fit) the measured data points. In general, this curve has to be
mathematically defined by using a set of parameters, which can then be estimated
in such a way to improve the quality of the result.

In practice, the first step is to define such parametric curve, which largely
depends on the phenomena that it tries to represent. In some cases, polynomial
functions can be used as a starting point, but in the specific cases described in this
work, good results can be reached only by using more complex functions that come
from the physical description at the basis of the study.

Then, when a parametric function is selected, a regression must be performed to
find the correct values of the parameters. Although several techniques can be used,
in this case it was decided to follow a simple algorithm based on the minimization of
the residuals between the measured quantities and the estimated ones. In practice,
the iterative algorithm starts by setting a list of parameters in the neighborhood of
a possible valid solutions, and then computes the estimated quantities 7. in the
measured conditions z, and then subtracts them from the measured quantities .
From his difference gy, — ¥, it is often computed the modulo-square and then the
values are added together: the final result is a value that describes the quality of
the fitting, since when it is smaller the fit is better. At this point, the algorithm can
be executed again several times with a variation in the definition of the parameters,
trying to minimize this final cost function, and the output will be the set of
parameters that gives the smallest result after a given number of iterations. It is
important to note that the final result is not necessary optimal, but in most of the
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cases it is able to provide a very good description of the trend of the values in the
different operating conditions.

The main advantage of this techniques is that the knowledge of a mathematical
equation can be used to understand the main characteristics of the experimental
setup. Moreover, this approach can be considered as an alternative to the inter-
polation described before, since it enables the possibility to compute any value
yr = f(xzr) even if zr has not directly been tested empirically. However, it is
important to remember that the additional complexity can be justified only under
some special conditions, and the need to know a mathematical curve to fit is a
strict and very complex requirement that can be met only in some peculiar cases.
Nevertheless, it is interesting to highlight an additional characteristic of this fitting
approach: in fact, by definition the goal is to minimize the difference between the
estimated and the measured data points, but there is no need to have an exact
correspondence between the two. As a consequence, the fitted curve does not
necessarily have to cross all the measured points, but only to approximate them:
for this reason, it can be used as a smoothing technique, which is also very helpful
to partially remove the experimental inaccuracies that introduce noise into the
measurements themselves. This is the reason why even if the fitting is not perfect
it is a powerful instrument that can be used to understand the general behaviour
of the system in specific working conditions.
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