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Summary
Aircraft is the safest means of transport but an error or a misbehave could
lead to a catastrophe. Statistical data show a decrease in accidents due
to technical factors and an increase caused by human factors noticeable
in 70% of accident cases. Consequently, the sector of investigation had to
adapt to this change by using better-performing models. Human factors
in aviation are involved in the study of human’s capabilities, limitations,
and behaviors, as well as the integration of that knowledge into the sys-
tems that we design for them to enhance safety, performance, and general
well-being of the operators of the systems.
The following thesis focuses its attention on the human factors study and
on the development of a model that is best suited to the analysis of specific
accidents. In this regard, it was necessary to conduct detailed research on
the different methods.
A statistic, based on the IATA (International Air Transport Association)
2022 report, is given in this work. The acquired data have permitted to
determine the main category of accidents which is the loss of control in
flight.
Follow a descriptive section of a new accident model, defined as a hybrid,
is given. The new hybrid model helps to unravel the mishap causes and it
has as its strength the passage through various analyses. To support the
proposed model, studies have been conducted on three accident cases that
have the human factor as root cause.
Since the human factor that cannot be eliminated, the new method will
have limitations, but these can be overcome thanks to the synergetic col-
laboration of the various described approaches.
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Chapter 1

Introduction

1.1 Preliminary standards of accident investigation

Before an accident occurs, many incidents and failures may indicate the
presence of risks to the system’s safety. To enhance the system’s safety, it
is essential to identify all events to facilitate analysis and promote correc-
tive actions.
The investigations are the best solution to identify probably security deficits,
that led to accidents and, which, if not eliminated, reoccur.
Decades of accident investigations have shown that many incidents could
have been prevented. This suggests that safety measures were either ig-
nored, bypassed, or inadequate. Investigating and addressing these aspects
is a fundamental objective of accident investigations.
The investigation aims to detect and identify any abnormal or incorrect
human behavior. It verifies whether these behaviors are influenced by
past events or persistent conditions. Therefore, it is crucial to establish
the chain of causes and effects. This can help create prevention barriers
and reduce the likelihood of errors being repeated.

1.1.1 ICAO Regulations

The safety of the operations of air carriers and their aircraft is guaranteed
by a set of international rules and controls. The rules are based on the
standards and recommendations contained in the Technical Annexes of the
ICAO.[21][22]
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ICAO Annex 13

Annex 13 [14] sets out the rules on accident notification, investigation, and
reporting. It also sets out the process leading to the issue of a preliminary
accident investigation report and a final report. Annex 13 states that its
purpose is not to attribute blame but to prevent accidents. It also provides
for the creation of an Accident Data Report.
Chapter 1 defines an accident as:
“an occurrence associated with the operation of an aircraft which takes
place between the time any person boards the aircraft with the intention
of flight until such time as all such persons have disembarked, in which a
person is fatally or seriously injured . . . , the aircraft sustains damage or
structural failure . . . , or the aircraft is missing or is completely inaccessi-
ble”.
An incident is defined as:
“an occurrence, other than an accident, associated with the operation of
an aircraft which affects or could affect the safety of operation”.
This definition is useful in determining the criteria for reporting the oc-
currence to the investigation authority and in identifying when an inves-
tigation should be conducted.
It also defines the concept of safety recommendation as:
"A proposal of an accident investigation authority based on information
derived from an investigation, made with the intention of preventing ac-
cidents or incidents which in no case has the purpose of creating a pre-
sumption of blame or liability for an accident or incident. In addition to
safety recommendations arising from accident and incident investigations,
safety recommendations may result from diverse sources, including safety
studies."

ICAO Annex 19

ICAO Annex 19 [16] contains the general provisions to be applied in the
field of security and therefore requires each state to have a safety program.
Chapter 1 defines safety as:
"The state in which risks associated with aviation activities, related to, or
in direct support of the operation of aircraft, are reduced and controlled
to an acceptable level."
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1.2 Human Factors

The concept of human factors has been widely used since the last century.
With the development of knowledge, it can now be applied to the field of
aviation safety.
Initially, the focus was on the impact of noise, vibration, and acceleration
forces on individuals. However, over the past fifty years, the scope of re-
search has broadened to include cognitive aspects of aviation tasks, such as
decision-making, the decision-making process, flight deck and cabin design,
communication, software, and operational manuals. Aviation psychology
has also been applied to staff selection, training, and accident investiga-
tions.
The human factor is a multidisciplinary nature. At the individual level,
information is taken from psychology to understand how people process
information and make decisions.
One definition of human factors, proposed by Professor Elwyn Edwards,
declares that “Human Factors is concerned to optimize the relationship be-
tween people and their activities, by the systematic application of human
sciences, integrated within the framework of systems engineering”.[4][2]
In Europe, the terminology used for describing the concept of human fac-
tors is "ergonomics", which could be attributed to biomechanical and bio-
physical aspects. Today the terms human factors and ergonomics can be
used interchangeably. Those refer to all aspect that affects human perfor-
mance in the workplace.

1.2.1 Human factors in the aviation world

Aircraft is considered the safest means of transport. It is worth noting
that after years of continuous decrease, the accident rate has leveled off.
Adequate measures must be taken to prevent accidents, especially with
the increase in air traffic. The cake chart below, figure 1.1, includes all
the aspects of human factors, like maintenance, air traffic control, and
operations. Because aviation is continually improving, aircraft are seldom
the cause of an accident. It is more probable that the root cause of an
accident is humans. In particular, 75% of air accidents are attributed to
human error. Therefore, the best opportunity for safety improvement is
to understand and manage the human factors that create safety risks.
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Figure 1.1: Human or technical error accident diagram

Although safety standards are high, the civil aviation system still con-
tains latent conditions that can result in accidents. Statistics on accidents
demonstrate that human performance deficiencies were either the cause
or a contributing factor to these accidents. Human errors indicate secu-
rity system deficiencies. Therefore, it is necessary to improve the system’s
supervision effectively. It is not surprising that human error has been iden-
tified as a major factor in almost all aviation accidents and incidents.
Understanding the context of human error remains one of aviation’s great-
est challenges. If it is possible to understand the reasons why humans make
mistakes, it can develop better strategies to avoid errors, control them, and
resolve them.
In the beginning, human errors were related to the operating personnel,
controllers, pilots, and mechanics. But over time, this concept passed to
refer to the entire aviation system.

1.2.2 ICAO actions

Because of the tragic nature of accidents resulting from a lack of knowledge
about human factors, ICAO has introduced training on them to develop
greater awareness in the aviation community.
The training introduced was on the training and licensing requirements of
Annex 1 (1989), the operation of aircraft requirements of Annex 6 (1995),
and the airworthiness requirements of Annex 8 (2001).
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Human error

Human error is an action that leads to unintended consequences. They
cannot be controlled but managed.
It is necessary to define the types of errors:

Unintentional : is an unintentional error (slip) caused by insufficient
knowledge or inattention.

Intentional : is like a violation, a deviation from correct procedures,
norms, and standards.

Active error : is the real event that results in an accident.

Latent error : the presence of which causes the active error.

1.3 A brief introduction to accident statistics

In 2021 there was a recovery with modest growth in passenger numbers,
49% less than pre-pandemic standards.
2022 was characterized by a rise in accident and accident rates. This makes
sense because from 2021 to 2022 there was an accident increase of 33.3%
due to flight increasing thanks to the reduction of pandemic restrictions.
The accident rate is a general index of the safety performance of air trans-
port operations. It is based on commercial operations involving aircraft
with MTOW over 5700 kg.
ICAO data show that the 2022 accident rate, of 2.05, had an increase of
6.3% concerning the value in 2021, 1.93.[5]
Between 2018 to 2022 annual accident trend significantly decreased. The
highest number of accidents was in 2019 when occurred 114 accidents.
During the period from 2020 to 2021, it fell due to COVID-19 restrictions.
In 2022 the trend started to recover, the air traffic increased, as well as
the number of accidents and fatal accidents. There also recorded a growth
in the number of fatalities.
The charts below, figures 1.2 1.3 1.4, show the evolution of accidents and
fatal ones in the last years and expose an increase of 25% of the flight
numbers from 2021 to 2022, approximately about 26.8 million flights. Im-
portantly, the reduction in accidents is due to an improvement in the
aircraft and its onboard systems.[7]
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Figure 1.2: Evolution of the number
of flight and fatal accidents

Figure 1.3: Accident records:
2018–2022 scheduled commercial
operations

Figure 1.4: Percentage of the human factor in accidents

It is important to note that 50 % of these accidents occurred during the
approach and landing phases of flight. These phases are complex and in-
volve a combination of high workload and unpredictable events, which can
create a complex interaction of factors that may lead to an accident.
88 % identified the crew as a causal factor and 76 % found humans as the
primary accident causes. Only 11 % depended on the aircraft’s problems.
The 41 % found lack of position awareness in flight as a key factor that
involved fatal accidents.

1.3.1 Accident categories

ICAO Member States are required to report accidents and fatalities, that
occurred in their regions, following ICAO Annex 13 through the ADREP
ICAO system. For accident classification is common to use the taxonomy
CAST/ICAO Common Taxonomy Team (CICTT). [15]
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In 2022, as shown in the chart 1.5, the European and North Atlantic Re-
gion (EUR/NAT) and Middle East Region (MID) did not record fatal acci-
dents. Two of these occurred in the Asia Pacific Region (APAC) according
to 83% of total fatalities. The Eastern and Southern African (ESAF) Re-
gion, North American, Central American, and Caribbean (NACC) Region
and the South American (SAM) Region each experienced one fatal ac-
cident, collectively resulting in 14% of fatalities. The last two accidents
happened in the West and Central African Region (WACAF).
Looking at categories and not regions, the graph 1.6 shows that the tur-
bulence encounter (TURB) caused the major number of accidents, fol-
lowed by runway excursion (RE). The line is cumulative and increases as
incidents are added. In 2022 occurred 7 fatal accidents caused by: con-
trolled flight into or toward terrain (CFIT), loss of control in-flight (LOC-
I), ground handling (RAMP), runway incursion (RI), turbulence (TURB),
and unknown or undetermined (UNK). The description of the acronyms
can be found in 5.1 [3]

Figure 1.5: Accident overview by
ICAO region in 2022

Figure 1.6: Total accidents by
occurrence category in 2022

However, if we focus on the last 20 years, it is possible to identify Loss of
Control In-flight (LOC-I) as the primary cause of aircraft accidents. Air-
craft technology advancements have resulted in a decrease in the number of
accidents. Considering Airbus data, to reduce the accidents, that occurred
by LOC-I, they introduced flight envelope protection. The introduction
of a Flight Management System (FMS), navigation display, and Terrain
Awareness and Warning System (TAWS) helped to reduce the CFIT acci-
dent rate. Also, the landing performance-based warning systems, such as
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the Runway Overrun Protection System (ROPS) helped to reduce the RE
accident rate.

Figure 1.7: Fatal accident distribution per accident category 2002-2022

1.3.2 Main accident errors

As previously stated, accidents are primarily caused by human factors,
such as decision errors in the cockpit, maintenance errors, design errors,
and errors related to human-machine interaction.

Human-Machine interaction error
The introduction of automation to reduce pilot workload and increase
operational efficiency has become a significant cause of accident risk. Im-
proper use of automation can lead to disaster, as pilots may become overly
reliant on it and handle situations superficially. To address this issue, it is
necessary to improve pilot training.

Decision-Making error
These errors are typically errors of intention, where the decision-maker
acts based on their understanding of the situation. The error lies in the
decision-making process or knowledge base.
It is often possible to trace the origin of this error to the decision to
continue the flight even if the situation is not safe. Sometimes, due to
underestimation of the error, the consequences are not evaluated, which
can conflict with the safety and success of the mission.[17]
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Maintenance error
80% of maintenance errors are due to human factors. It contributes posi-
tively to accidents when it is not carried out properly, when installations
are incomplete, and when control procedures (checklist) are incorrect.
Transport Canada identified twelve factors, called "dirty dozen" that con-
tribute to maintenance errors.[1] They are shown in the figure below and
described in Appendix A:

Figure 1.8: Dirty Dozen
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Chapter 2

Methods

This paper analyses four types of aircraft accidents: cockpit decision error,
design error, maintenance error, and other causes. The study will use
appropriate models to investigate these causes.

2.1 History of methods

Accident model analysis is the base of accident investigation. These meth-
ods follow technological evolution through changes. This proves the capa-
bility of the accident model to prevent risks, and its capacity to evaluate
them.[24][19]
Changes are listed below:

• Rapidity in technological change, thus the introduction of new un-
knowns.

• Changing nature of accidents, because digital systems have introduced
new failure modes and sometimes redundancy can increase the risk of
accidents by increasing the complexity of the system.

• new type of hazards.

• Increasing system complexity.

• Increasing complexity of interaction human-machine.

• Changing regulatory and public views of safety, now the governance
could control the risks.

As the figure 2.1 shows there are different types of accident models but
to understand it is just necessary to divide them into two categories: lin-
ear accident method and non-linear accident method. The initial type is
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Figure 2.1: Method development chart

defined by its simplicity, a linear sequence of events, and the accident’s
origin in physical component failures or human error. Its primary focus is
on studying the events that occurred immediately prior.
The sequential model recognizes a main event that led to an accident. This
is the result of a cause which if identified or removed does not bring to an
accident.
The epidemiological model considers the accident as a concurrence of fac-
tors. There are latent failures, associated with organizational ones, real
events, and active failures.
The second one is characterized by a change in the general view, it is the
union of systems and it is more complex.
On the one hand, the concept is systemic, involving an analysis of the
factors that succeed in a given space and time. On the other hand, new
technological developments have expanded human work beyond physical
actions to include knowledge-based and cognitive tasks.
Overall, there is a focus on human-machine interaction.

12



2.1.1 Typical analysis methods

Figure 2.2: Comparison of classical models

Accident resolution can be achieved by using performance methods tai-
lored to different types of accidents. The introduction of errors caused
by human factors led to the birth of models that consider humans, as the
system center.

In particular, in the SHELL model, the focus is on the relationship between
humans and systems. A block diagram was created to define, in a graphic
way, the interfaces. Each mismatch could lead to an error. The main
problem is the non-assessment of the interaction outside the system.[6]

Figure 2.3: SHELL model block diagram

Liveware is the hub of the SHELL model. The remaining components
must be adapted and matched to this central component.
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Liveware-Liveware, involves the interaction between the central human
operator and any humans in the aviation system. Human-human interac-
tion can positively or negatively influence performance.
Liveware-Environment, the interaction between humans and the exter-
nal or internal environment. It is the environment to adapt to humans.
Liveware-Hardward, the interaction with machine, also known as HMI,
human-machine interface. The user may never notice an L-H deficiency,
even though it eventually leads to disaster because the natural human
characteristic of adapting to L-H mismatch is to mask that deficiency, but
not eliminate its existence. This constitutes a potential danger that de-
signers should pay attention to.
Liveware-Software, the relationship between humans and procedures.
Sometimes it is difficult to recognize and solve these problems.

Another accident model useful for solving a lot of accidents is the Reason
Model. It is simple and based on a system failure described through the
image of Swiss cheese. According to this metaphor, in a complex system,
the hazards are blocked through barriers. Each barrier presents uninten-
tional holes. Some of them are due to active failures and the others are
due to latent failures. These weak points are inconstant, they could open
or close without a specific scheme. When all the holes are lined up it is
possible to arrive at the damage.[12]

Figure 2.4: Swiss Cheese model rappresentation
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Reason supposed four cheese slices that represent organizational influences,
unsafe supervision, preconditions for unsafe acts, and unsafe acts. This is
the common point with another accident method developed by the United
States Department of Defence, the HFACS, Human Factor Analysis Clas-
sification System. It is characterized by the use of nano codes that could
describe all human errors, violations, or deficiencies. Its scope is to dis-
cover the failure causes and not to blame someone.[26]

Figure 2.5: HFACS diagram

2.1.2 Latest methods

Over the years, the concept of the world has changed. It is noteworthy
that the concept of safety has changed in addition to the system’s vision.
In the beginning, was the safety-I conception characterized by two assump-
tions: the decomposition of functions and the bimodal view, that is, the
awareness that things can go right and wrong. In this view, man is re-
garded as a carrier of danger.
However, this does not fit today’s world, where systems cannot be decom-
posed and functions are flexible and variable. This is why the concept of
safety-II was introduced.
Here man is not seen negatively anymore but as an entity capable of fixing
what is not working. The evaluation of procedures and operator perfor-
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mance is based on objective criteria rather than subjective opinions.
Since studying functions in aeronautics, the concept of FRAM based on
functional resonance has been developed.[11]
The FRAM method, the Functional Resonance Analysis Method, is a sys-
tematic approach to describe how an action takes place. The event is
described with functions necessary to carry out the activity. It wants to
define the structure of a normal operational mode. It is based on four
principles:

1. Principle of equivalence: explanation could be used in the major
part of cases.

2. Principle of approximate adjustment: people adapt their actions
to match the conditions.

3. Principle of emergence: all the results could correspond to a spe-
cific cause.

4. The Principle of resonance: functional resonance can be used to
describe and explain non-linear interactions and outcomes.

To fully comprehend this model, it is essential to define the term ’function’.
A function denotes the necessary steps to achieve a goal. Functions that
have already taken place are referred to as upstream functions, while those
that follow the current focus are known as downstream functions.
The functions are described in six aspects:

• Input: which activates the function. It is the link to upstream func-
tions.

• Time: temporal aspects that affect the function.

• Control: which supervises or regulates the function.

• Precondition: system conditions that must occur to perform the
function.

• Resources: that which is needed or consumed by the function when
it is active, such as energy, manpower, or software.

• Output: the result of the function and the link to downstream func-
tions.
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Figure 2.6: Function structure in FRAM

Another method is the STAMP, Systems Theoretic Accident Model and
Process, where accidents occur when disturbances, failures, and interac-
tions are not adequately handled by the control system.[23] The control
is inadequate. Safety then can be viewed as a control problem, and it is
managed by a control structure that operates in a socio-technical system.
Its goal is to put constraints on the system.
The qualities of the model are:

• System is described through the level of control and safety is consid-
ered like a dynamic control problem.

• The model focuses on the rule of constraints.

• Accidents are seen as resulting from inadequate control or are caused
by the interaction between physical systems, humans, and social sys-
tems.

• Research why the control does not prevent the accident.

Figure 2.7: Basic building block structure
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This model uses a block diagram showing the interactions and connections
between the various parts. The image 2.7 shows that the controller requires
control action for the controlled process. The controller has responsibility
for what concerns the security constraints of the system since he determines
the type of control actions. An example of controllers are the FAA for
the United States and the EASA for Europe. The feedbacks are reports
and accident analysis. They are incorporated into process models( mental
processes if we are talking about humans). Knowing all this leads to the
conclusion that accidents happen because the controller provides unsafe
control actions.
STAMP sets the foundation for two other models such as STPA, System-
Theoretic Process Analysis, and CAST, Causal Analysis based on System
Theory. The first performs proactive analysis so that we can get to the
point of eliminating or controlling the hazard.[20] The second conducts
a retrospective analysis that examines incidents that have occurred and
identifies the causal factors involved. It is precisely this that we are going
to use in the analysis of the cases under consideration.

2.1.3 Peculiarities of some models

To handle the cases under consideration, particularly maintenance errors,
it was more advantageous to use updates of previously analyzed models.

Figure 2.8: A-SHELL diagram

A-SHELL model indicates the interaction between various components
of the system and the ATM. Similar to the traditional SHELL it comprises
four components, Software-Hardware-Liveware-Environment, but Airwor-
thiness was added to link the elements together. It controls planning,
management, and control of aircraft maintenance operations. It values
maintenance activities based on repair, inspection, and planning.[28]
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HFACS-ME results from the evolution of Reason’s model, created to
conduct a more in-depth analysis of human factors in maintenance activi-
ties. The model represents, as the Swiss cheese model, a complex system
with a series of barriers riched of holes. If the holes are aligned they will
lead to an accident. In the most cases maintenance error are hidden in the
system. It is a retrospective method, so it can treat only accidents that
already happened. Due to complex cognitive processes, it is so difficult to
find casual factors or latent conditions as well.
The particularity of the model lies in the presence of different levels and
orders. The first three levels are management, maintainer, and working
conditions (latent conditions).[13]
Graphical descriptions of the various methods can be found in Appendix
B.

Figure 2.9: HFACS-ME conditions

2.1.4 Case study

The Aloha Airlines accident is treated as an example because it can be
analyzed using several techniques. The accident’s main cause is a mainte-
nance error, during the inspection phase, that leads to the loss of a fuselage
part. This deficiency in the inspections is due to a failure of the maintain-
ers, a failure of the company and the organizational, and control system.
The good thing is that a catastrophe was avoided but a person died.
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Aloha Airlines Flight 243

On April 28, 1988, at 13.46, a Boeing 737-200, N73711, operated by Aloha
Airlines with number flight 243 en route from Hilo to Honolulu experi-
enced an explosive decompression and structural failure. On board, there
were 89 passengers and 6 crew members. One flight assistant was moved
out during the uncovering and 8 people received serious injuries. So the
pilots performed an emergency descent to the Kahului airport.

Figure 2.10: Aircraft after the loss of part of the fuselage

The NTSB report was used to carry out the analysis of the incident under
review.[25]
The first step concerns the study of the flight history and the maintenance
history just to know what happened before and during the accident. This
is useful for starting the human factor analysis.
The history analysis was performed through the definition of some se-
quences. Ten of them were found and then they were analyzed with the
SHELL method to identify the interactions between humans and machines.
This evaluation allowed HFACS codes to be associated with each sequence,
which will be discussed in detail below. The table shows the presence of
some latent errors related to lack of supervision between flights (SP008)
and organizational failures due to deficiencies in Boeing’s PMI, Principal
Maintenance Inspector,(OP006). It is important to recognize the pres-
ence of an active failure related to a decision-making error (AE200) made
from ATC during the emergency phase.
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Figure 2.11: Comparison between SHELL and HFACS in Aloha Airlines
accident

The Flight 243 accident is caused by a maintenance error so it is perfect
for solving with the A-SHELL method and the HFACS-ME. Through the
first analysis, Boeing was introduced as a latent cause. Noticeable are the
deficiencies in NDI inspection training and maintainers’ repairing abilities.
Here came to light the errors caused by physical and psychological factors.
The name of this method also pays attention to the airworthiness part,
such as some regulations, service bulletins, and service letters.

• AD-87-21-08:Requires careful visual inspection of joints along S-4L.

• SB 737-531017: Consider cold sealing to protect against corrosion.

• SB 737-53A1039: Temporary repair if cracks are found.

• 737-SL-76-2-A: Steel engine cables are subject to corrosion.

Meanwhile, when an analysis is performed with HFACS-ME the mainte-
nance conditions are put in the foreground.

To practice the analysis of controllers, it was decided to use the CAST
approach. It started with the identification of the main hazard: the part
fuselage loss.
The block diagram is formed by the aircraft that is directly controlled
by maintainers because they work on it, and joints and rivets control the
aircraft enabling the structure to perform at its best. The aircraft gives
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Figure 2.12: A-SHELL analysis
Figure 2.13: HFACS-ME analysis

feedback to operators through the appearance of cracks.
Maintainers are controlled by Aloha Airlines company which provides the
regulations for their job. The job’s supervision is made by Boeing via ser-
vice bulletins and the PMI, but feedback from PMI did not arrive correctly
because it was too overworked.
The analysis concludes with recommendations. In addition to those in-

cluded in the NTSB report, three more are suggested: one regarding the
operation of Aloha Airlines and two regarding the ATC job.

• Improving pilot training in emergency cases where the integrity of the
aircraft is put at risk.

• Improve the training of ATC operators in emergencies so that, through
their work, they try to help the aircraft as best they can.

• Improving operators’ ability to read accident scenarios (ambulance
case).

To facilitate comprehension of the causes of the accident and identify areas
for improvement, it is recommended to use the FRAM method to analyze
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Figure 2.14: Block diagram of Aloha Airlines accident

the pilots’ actions and the potential outcomes if proper procedures had
been followed. This approach allows for the identification of relevant vari-
ables that contributed to the accident.

Work carried out following procedures
This model is formed by five functions that describe the activities to be
performed by the operator involved. The foreground functions are con-
ducted by maintainers and the company, the background functions are
carried out by pilots and ATC members.
The first function under analysis is related to the work of the FAA (FAA
controls the operations of companies) which is responsible for car-
rying out the necessary inspections and defining regulations. Its output
represents the input of three functions, two of which are considered fore-
ground functions, which are fundamental to the process, attributed to Boe-
ing (Boeing executes complete fatigue test on 737) and to Aloha
Airlines (Aloha Airlines provides maintenance training). The other
one is a background function related to pilots’ operations (Crew follow
the rules).
The Aloha and Boeing’s functions are controlled by the FAA and their
success allows for safe flying.
The scheme is represented in figure 2.15.
Work carried out by the pilots
This model differs from the previous one because the performance of ac-

23



Figure 2.15: Work carried out following procedures

tivities changes.
The first variability is present in the function (FAA controls the op-
erations of companies) which, independently of the ADs issued and
the warnings to companies, did not carry out effective supervision. The
variability cascaded down to Boeing, which did not carry out fatigue tests
and corrosion checks, and to Aloha Airlines, which did not introduce deep
maintenance training.
Since fundamental steps were missing, the flight could not be carried out.
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Figure 2.16: Work carried out by the pilots

Variability and comparison with HFACS
The variabilities are studied based on their relationship with other func-
tions.

Figure 2.17: Analysis of FRAM functions

The function that started it all was (Boeing executes complete fatigue
test on 737) analyzed as a failure of work because the work that had to
be done was not done in the best possible way. The functions are better
described in the Appendix C.
The FRAM analysis led to the discovery of a violation described with the
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code (AD000) that is an active failure.

Figure 2.18: Comparison between HFACS and FRAM analysis

The comparison of the human factors, shown in figure 2.18, revealed sim-
ilarities and mismatches. It should be remembered that the HFACS anal-
ysis was carried out in connection with the SHELL analysis based on the
accident history while FRAM is based on the analysis of what should have
been done and what was done. It is for this study that FRAM introduces
the presence of a violation in the accident analysis. The preconditions in
HFACS are mostly related to the environment. The unsafe supervision
is related to pilots’ jobs meanwhile in FRAM it is extended to Boeing’s
operations and FAA controls. A big point in favor of FRAM was finding
failures in the control structure.

• OP003 PROVIDED UNCLEAR, IMPRACTICAL, OR INADEQUATE
POLICY, PROCEDURAL GUIDANCE OR PUBLICATION

• OR008 FAILURE TO PROVIDE ADEQUATE INFORMATION RE-
SOURCES

• OT000 TRAINING PROGRAMME ISSUES
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Chapter 3

A new model

Figure 3.1: Graphical summary of model features

The accident analysis above has permitted a better understanding of the
use of models evaluating all the advantages and disadvantages of using one
method rather than another.
It was concluded that there is no right or wrong, everything depends on
the framework.
However, by working synergistically with all methods, a solution could be
created that takes advantage of the potential of each of them.
It is for this reason that this research has produced a model.

3.1 Hybrid model

The goal of this method is to provide an exhaustive analysis during the
investigation phases.
It is called hybrid because it is characterized by aspects of all previously
mentioned methods.
The model pays attention to the interaction of human factors in accidents
and it provides some possible recommendations to improve, mitigate, and
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solve some accident causes that could lead to an accident.
This analysis is retrospective because the study is carried out post-accident
with the aim of finding the deficiencies of the system characterized by
human-machine interaction. It is possible to find the active and latent
errors classified through the interaction between SHELL and HFACS.
The scheme of the performance of the pilot is compared with the scheme
of the correct performance of the action and thanks to this it is easier to
uncover latent errors in the system.
The method was not created to assign blame but to find what needs to be
done to prevent accidents.
It is structured as follows:

• Data collection at the accident site. Acquisition of witness statements,
radar traces, ground-to-ground radio communications, information
about pilot training and the pilot’s life, and recovery of the flight
recorder.

• Development of the main concept of root causes by using a fishbone
diagram where it is possible to analyze the human, machine, envi-
ronment, and software contributions. These inputs are visible in the
collection of data acquired by the flight recorder.
In this first part, possible issues that potentially led to the accident
are evaluated. So in the next steps, a lot of attention is paid to this
and what these factors produce.

Figure 3.2: Fishbone diagram first implementation
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• A systems perspective is developed to enable the evaluation of humans
and their interactions with their environment. Mistakes are rarely
made by a single person. Therefore, the performance of all operators
should be assessed. In this way, it is possible to find the active causes
of the accident under investigation.

Figure 3.3: Fishbone diagram implementation with interaction between
parts

• After understanding how the accident happened, it is necessary to
compare the correct dynamics of the procedures with the one per-
formed by pilots resulting in an accident. Using a diagram, it is easy
to visualize the possible causes that, in conjunction with the active
causes, potentially led to the accident, and therefore their analysis is
in-depth.

• It is useful to go back to the maintenance history of the aircraft. A
block diagram was created to aid in the backward analysis of those
who may have contributed to the accident. After this, it will be
possible to define all the latent causes that contribute to the accident.

• Recommendations are made to prevent certain mistakes from being
repeated.
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Chapter 4

Application of hybrid method

Three examples are used to demonstrate the hybrid method. These are
three accidents characterized by the predominant presence of the human
factor visible in the decisions of pilots in the cockpit, in the work of main-
tainers, and in the aircraft design program.
The accidents treated follow the order of the main causal factors listed
above.

• Air France flight 447 from Rio de Janeiro to Paris.

• Flight Tuniter 1153 from Bari to Djerba.

• Lion Air 610 from Tangerang to Pangkal Pinang, in Indonesia.

4.1 Case study 1: AF447

The accident of an Airbus A330-200 occurred on 31 May 2009 from Rio de
Janeiro Galeão airport to Paris Charles de Gaulle airport. [9] The flight
was in contact with the Atlantico control center on the INTOL-TASIL
route at FL350. During the flight, there was an obstruction of the Pitot
probes due to ice crystals. This led to autopilot disconnection and a prob-
lem with the indicator of airspeed. The aircraft stalled and crashed into
the sea at 2:14 am.
The plane had 228 occupants: all died in the crash.
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Figure 4.1: Case 1: Waypoints

Figure 4.2: Case 1: History of flight

The aircraft disappeared in an unstable region where trade winds from
both hemispheres generate powerful storms. As the figure 4.1 shown the
aircraft disappeared near the TASIL waypoint.
Many questions arise. What were the conditions outside the aircraft? Was
there lightning?
The remains of the aircraft showed that the brakes were static, and no
damage was caused by wear. The plane hit the water in one piece so tur-
bulence was not to blame for the fall.
Analyzing the CVR and FDR data, it was discovered that the Pitot probes
froze during the turbulence crossing. With this data, it is possible to de-
lineate the true history of the flight on 31 May. It is also possible to define
the main cause which is the aerodynamic stall.

As mentioned above turbulence caused the icing of the Pitot probes. This
led to the incorrect speed indication and the inactivation of the autopilot.
At these stages, there was a lot of noise in the cockpit caused by alarms
that stressed the pilots and produced confusion. The two pilots reacted to
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Figure 4.3: Case 1: Fishbone diagram

the problem in different ways without actually realizing it because com-
munication inside the cockpit was poor.
With this preliminary study of interactions provided by the data collected
from the recordings, pilot training, and at the event site, it was possible to
define the active errors in the accident. The HFACS nano-codes show the
presence of two unsafe acts, AE108 and AE200, the first one is related
to the performance of the PNF that read out the ECAM message in a dis-
organized mode, and the second one is referred to the pilot’s perceptions
because they did not react correctly to the problem. But what stands out
most is the strong presence of preconditions because there must be one
to accompany every unsafe act. The preconditions have influenced the
behavior of humans and have led to unsafe acts.

• PE206 WORKSPACE LIMITATIONS AFFECTED PERFORMANCE

• PT101 UNTRAINED OPERATOR/ WORKER

• PT104 LACK OF PROFICIENCY/EXPERIENCE

• PP101 INEFFECTIVE TEAM RESOURCE MANAGEMENT

It is crucial to develop a study on these preconditions because it is better
to know more about Pitot probes and the design of the Airbus cockpit
since the pilot did not receive feedback on their joystick concerning what
the other pilot was doing.
Furthermore, it is necessary to investigate why there were gaps in the
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experience regarding aircraft stall procedures at high altitudes.

Figure 4.4: Case 1: The interactions
analyzed through SHELL

Figure 4.5: Case 1: The history of
flight analyzed through HFACS

First of all, it is essential to define a Pitot probe. It is a pressure-sensitive
probe used to determine Mach, the air velocity, altitude, and its trend.
In the case of the presence of ice, there is a temporary and reversible
deterioration of the total pressure measurement. According to the flight
conditions, if the concentration of crystals is greater than the capacity for
de-icing of the heating element and evacuation by the purge holes, the
crystals accumulate in large numbers in the probe tube. As a result, a
physical barrier is created inside the probe that will disturb the measure-
ment of total pressure. Experience and follow-up of these phenomena in
very severe conditions show that this loss of function is of limited duration,
in general around one or two minutes.
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Figure 4.6: Case 1: Pitot probe structure

Therefore, in one minute the probes were de-icing and the speed indicator
was working properly again. In this case, it would have been necessary
to continue providing power to the aircraft to move ahead and maintain
the same direction to enable flight stability. But this was not the case.
Whoever was piloting at the time pulled back the cloche and raised the
nose. This caused the aircraft to incline and slow down. Stall alarms went
off in the cabin and the wings began to lose lift. The aircraft starts to go
down as the pilot continues to lift the nose.

Figure 4.7: Case 1: Work carried out following procedures

The analysis presented in the figure 4.8 shows that in addition to the fail-
ure of the pilots’ work, there was another one resulting from the actions
of Air France. Following the process of the hybrid model, it is appropriate
to define the control structure to analyze everything in the background.
The analysis of functions is presented in Appendix D.1.
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Figure 4.8: Case 1: Work carried out by the pilots

Figure 4.9: Case 1: Block diagram

Airbus and Air France are supervised by EASA and DGAC France, respec-
tively, in accordance with regulations. The operation of ATC is overseen
by ICAO. Air France provides information to Airbus which also receives
details directly from the aircraft through automatic messages.
The aircraft is controlled by pilots through electronic means such as com-
puters, instruments, and autopilot. Feedback is provided to the pilots
through vibrations. Air France controls the pilots, while Airbus designs
the aircraft and provides policies and recommended practices.
So two latent errors stand out:

• Delays in replacing pitot probes.

• Failure to train on high altitude stall procedures.
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Summarize this by comparing the results with the first analysis and the
last one allows us to notice organizational failures, like OR005 due to
delays in replacing pitot probes, and SI003 and SI007 regarding pilots
training and the failure to solve dangerous situations caused by alarms
and equipment.

Figure 4.10: Case 1: Final comparison of two analyses

Finally, here are some recommendations that could be helpful in the fu-
ture.
Recommendations are made mainly to improve the work of pilots and or-
ganizational policies of Airbus.

• Change the stall warning so that the activation is continuous when
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the aircraft is in a stall.

• Review the feedback given by the cloche and redesign the system to
provide accurate feedback.

• Improve pilot training on high-altitude stall procedures, adverse weather,
icy probes, and defining roles inside the cockpit in emergencies.

• Review the resting time of pilots.

• In the case of a pilot leaving the cockpit provide a special emergency
signal to recall the crew member to the cockpit.

4.2 Case study 2: Flight Tuniter 1153

On August 6, 2005, an accident involved an ATR72-202 aircraft from Bari
to Djerba, Tunisia.[8] The aircraft is ditched into the sea in front of the
coast of Palermo following the failure of both engines. During the flight,
there was right engine shut off so the crew decided to divert to Palermo’s
airport. They did not arrive at the land.
On board, there were 39 people, 35 passengers and 4 crew members. On
impact with the surface of the sea, the aircraft broke into three parts and
16 people died.

Figure 4.11: Case 2: How the aircraft broke down

The flight data record shows that the main failure of flight TUI 1153 was
the engine’s shutdown. The testimony of pilots reported that the low fuel
pressure signal was also present in the cockpit. Why did this happen?
Why did the engines stop working? Through the acquired data, it was
possible to define the flight history and analyze it. The history of flight
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and more details are presented in D.2

Figure 4.12: Case 2: Fishbone diagram

The aircraft operated two flights, one from Tunis to Bari and one from
Bari to Djerba. The last one was not completed.
Preliminary analysis shows that there is a rich presence of human-human
interaction related to oral communication through crew members and with
the ATC controller and it is clear that the passengers did not follow the
emergency procedure on inflating lifejackets. There are many psychological
factors associated with situational awareness, mental state and appropri-
ate decisions to be made.
By using HFACS codes, attention is focused on a serious violation commit-
ted by the captain and the ATC controller in Bari. AD001 and SD002
refer to the decision, against protocol, to fly without the fuel slip. Nobody
asked why the document was missing. In addition to classic errors related
to ditching decisions, delays in declaring an emergency state, and sloppy
procedures, there is the AE104 code which refers to inadequate control of
the aircraft, in particular the understanding of the reason for the engines
shutting down.
Preconditions are related to the presence of water seen as an obstacle to
landing and the inadequate division of duty in the cockpit since the cap-
tain performs the same task as the co-pilot, attempting to start the engines.
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Figure 4.13: Case 2: The interactions
analyzed through SHELL

Figure 4.14: Case 2: The history of
flight analyzed through HFACS

But could the pilots have reached Palermo without the two active engines?
This is the question that it is necessary to answer to develop the analysis.
First, it is essential to explain the correct procedure after the discovery of
these problems.

When the glide stars, it is useful to flag down the thrusters to reduce

Figure 4.15: Case 2: Work carried out following procedures

friction, thereby reducing speed. In this case, the pilot did not proceed in
this way so there was a concatenation of events that led to a fatal ditching.
The ideal speed for a glide for the ATR72 is 254 km/h but here the speed
was 88 km/h faster. With careful analysis and knowledge of the aircraft
in use, it would have been possible to arrive at Palermo, 48 nautical miles
away (approx. 88 km), because the plane could glide for 112 km, 5km
every 300 meters of descent. It is also important to consider the psycho-
logical factors given by the risk of life at that time.
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Figure 4.16: Case 2: Work carried out by pilots

The image 4.16 raises to another question: Why were the engines shut
down?
To answer it is fundamental to build a control structure of what there is
behind pilots and ATC controllers.

Figure 4.17: Case 2: Block diagram

EASA and DGAC (Tunisian) supervise Tunisair using regulations.
The aircraft is checked directly by maintenance. The aircraft’s perfor-
mance is directly controlled by the operation of its devices.
So to find latent failures is important to analyze what happened during
the maintenance that occurred on August 5 due to negative feedback from
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the crew that had used the aircraft that day.
Maintenance was done overnight in connection with a shift change.
The maintainer searched for the required FQI in the online catalog but
the search produced no results because the parts were in stock and had
not been added to the catalog. The technician extended the search by
finding an FQI with P/N 748-465-5AB applicable on ATR72 and ATR42
according to the information on the online platform. The information was
wrong. Since it was not in stock, he looked for another FQI compatible
with it. He found a FQI. Another problem came up because due to negli-
gence the change technician did not carry out the check test.
An ATR-42 indicator is physically almost identical to an ATR-72 indica-
tor but they are not interchangeable. The ATR-42 has smaller fuel tanks
than the ATR-72 and consequently, the two types of FQIs use different
algorithms to calculate the total amount of fuel. When an ATR-42 FQI
was installed on an ATR-72, it applied the wrong formulas to the source
data and produced an incorrect reading. It indicated 1,800 kilograms of
fuel when the tanks were empty.

Figure 4.18: Case 2: Page showing
refueling operations

Figure 4.19: Case 2: Tank refuel-
ing experimental curves using the two
different FQIs

Nobody realized that when the aircraft went into repair, it had 790 kilo-
grams of fuel on board and after that, it had 3100 kilograms of fuel.
This analysis permits finding different violations related to lack of control
on the part number applicability and the failure to control the real amount
of fuel (AD000).
PE204 explains the precondition caused by the possibility of installing a
FQI with a different P/N and caused by the FQI catalog not being up-
dated.
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The organizational failures depend on improper maintenance procedures
and poor training in using the database (OC005 and OP003). The
OR008 is related to the fuel slip that was missed on board.

Figure 4.20: Case 2: Final comparison
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This enabled the development of recommendations:

• Check the correctness of the data entered in the FQI catalog on P/Ns
and interchangeability. Specializing a person in data entry.

• Provide training in using the database.

• Train pilots to deal with unusual situations.

• Provide training for the entire staff about human factors.

4.3 Case study 3: Lion Air 610

On 29 October 2018, a B737-8 (MAX), flight 610, operated by Lion Air,
was carrying out a passenger flight from Jakarta to Pangkal Pinang.[18]
Shortly after take-off, the aircraft encountered issues with airspeed, flight
control, and altitude. The aircraft disappeared from the radar and lost
communication with air traffic control. Less than 13 minutes after take-
off, the plane crashed into the water, resulting in the deaths of all 189
occupants. The recorder and the first things found and analyzed showed

Figure 4.21: Case 3: Map of accident

that a problem with the angle of attack sensor had been reported during
the flight. The angle shown in the left display was different from the an-
gle shown in the right one. This led to an incorrect reading of the data
provided by the sensors which could be considered the main failure that
caused the plane crash. To know whether this main problem is a techni-
cian one it is useful to build a diagram that could be used to do a first
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analysis.

Figure 4.22: Case 3: Fishbone diagram

First, the weather did not affect the performance of the flight and there
is a problem related to the procedures necessary in case of airspeed un-
reliable. The FO could not perform the memory items specified in the
procedure. This was due to gaps in training with a lot of unsatisfactory
results. There was significant confusion in the cockpit as the pilots did
not understand the real reason for the problem. The recordings revealed
problems in communication between the captain and the first officer and
with the control tower concerning the failure to specify the problem. The
crew had poor tool control and seems that they were not familiar with the
aircraft. Confusion was also caused by the presence of many alarms in the
cockpit.
A violation of procedures is present in this first analysis (AD003). This

lack of discipline was caused by the pilot who, despite knowing that in
an emergency it was necessary to concentrate on securing the aircraft and
passengers, decided to continue the flight.
In addition, many concomitant preconditions led to the accident. The
PP111 describes the failure to evaluate the system and the situation after
changes had occurred.
PT100 is referred to as the co-pilot lack of knowledge and training. Or-
ganizational problems do not come up in this first analysis.
To find them, it is important to analyze the work as it was supposed to
be performed by pilots and then define the block diagram of the examined
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Figure 4.23: Case 3: HFACS interac-
tion

Figure 4.24: Case 3: SHELL interac-
tion

case.
After the alarms sounded, pilots should have been aware that the new
B737-8(MAX) was equipped with MCAS. On the B737-8 (MAX), bigger
engines are installed more forward on the wing to allow a fuel reduction of
16%. This leads to the aircraft’s nose tending upwards and favoring the
possibility of stall. To combat this, Boeing has introduced MCAS software
that pushes down the nose of the aircraft during certain flight conditions.
The incidence sensors send attitude data and if they perceive a change,
the MCAS is activated by moving the stabilizers. If the software receives
incorrect information, it activates incorrect actions. The crew did not
know anything about the MCAS. The first problem therefore lies in the
lack of proper training on the features of this new equipment and its func-
tionality. The second one lies in the work of the software that provided
incorrect countermeasures. This happened because the AoA sensors mal-
functioned.
Maintenance needs to be investigated to see if it is a contributory factor in
the accident, while Boeing and Lion Air caused latent errors due to gaps
in pilot training and in allowing a pilot with inadequate training, such as
the first officer, to fly.
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Figure 4.25: Case 3: Work carried out following procedures

Figure 4.26: Case 3: Work carried out by the pilots

The maintenance department controls directly the aircraft through its op-
eration. It is controlled by two industries BTA and Xtra Aerospace who
maintain the AoA sensors and also provide tests to verify installations.
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Figure 4.27: Case 3: Control structure

The last analysis gives a lot of latent errors that chained together led to
the accident.

• OR008 referring to Boeing’s failure to provide adequate information.

• OP002 since Boeing had not assessed the risks of adding MCAS to
an aircraft already on the market.

• SI007 Boeing assessed gaps in the AoA disagree implementation.
The AoA disagreement was only included if the airline opted for this
indicator. Boeing evaluated that it did not affect safety and therefore
did not force this implementation.

• AE107 concerning the speed of the Boeing in the MCAS certification
and the failure to simulate certain faults.

• OP006 and SI001 concern the FAA, which did not supervise Boe-
ing’s work. They also refer to Bat, which provided two possibilities for
checking the installation of the AoA sensor, one of which was known
to be problematic.

• PC206 The maintainer did not provide documentation of the instal-
lation of the component
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Figure 4.28: Case 3: Final comparison

It is recommended to:

• Improve pilot training in case of emergencies.

• Specialise maintainers on the new B737-8(MAX).

• BAT must update its operating manuals.

• Change the design of the cabin to avoid too many alarms hiding the
main problem.

In Appendix D.3 it is possible to find the function analysis.
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Chapter 5

Conclusion

The analysis can be defined as an assessment of the hazards encountered
by those who operate on the aircraft as the work focuses on operations,
maintenance, and installation activities.
The hybrid model can be considered as a retrospective analysis since the
studies were carried out on incidents that had already occurred. There-
fore, the main causes of the event were identified.
However, the recommendations can be defined as input data for future
prospective analyses because during the scenario it was possible to find
latent causes that could have been a direct part of the accident but for-
tunately were not. These possible causes must be analyzed to prevent
probable accidents.
The study of the final data collected through this deeper analysis, in all
three cases, related the latent errors to deficiencies in the supervisory and
organizational system about providing adequate guidance and programs
to the pilots.

Figure 5.1: Final considerations about latent errors

As can be seen from the table, the analysis showed the presence of OR000,
errors related to resource support issues, OP000, errors related to orga-
nizational criteria and procedures, and OC000, errors related to organi-
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zational culture.
The analysis also found that errors related to supervision related to inef-
fective control due to lack of training and inaccurate hazard identification.
In all three cases studied, a resource management error is present, OR005
and OR008.
Referring to the cases of a design problem and maintenance one, it is possi-
ble to see the constant presence of a latent error given by the organizational
culture. In the first case, this is a problem given by the conversions made
on an aircraft already on the market, the B737, and then without going
through the time-consuming process of design and certification for a new
concept aircraft. Meanwhile, the second case refers to the poor organiza-
tion of the maintenance department.
In conclusion, it could be assumed that in cases relating to organizational
and planning problems, such as maintenance and design, an OC000 and
an OP000 errors will always be present. Whereas an error caused by de-
cisions made by man can lead to violations.
The impact of the AF447 accident was strong. It was the first fatal ac-
cident on an Airbus A330 passenger aircraft of the major flag carrier Air
France. It brought to light the problem of the "automation paradox". Au-
tomation has allowed human error to be the major factor in the accident.
The AF447 disaster has also shown the problem caused by cockpit au-
tomation, which allows pilots to disregard key parameters during flight
and to concentrate on something else. In this case, this occurred because
of the stall alarm. Since the A330 is a fly-by-wire aircraft, inputs are sent
to a computer that defines outputs to the ailerons, stabilizer, and rudder.
Most of the time the computer works in Normal Law and the pilots were
aware that in this regime it is improbable that an aircraft can stall. For the
AF447 when the autopilot disconnected there was a switch to Alternative
Law so the plane could stall but the pilots paid no attention to this.
This accident led to a change in the way automation is designed at Airbus.

5.1 Next step

As a proposal for possible future development, I propose the application
of artificial intelligence.
In a few words, artificial intelligence is a source of knowledge that can be
used in two ways.
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• In retrospective analysis, which studies an accident that has already
taken place, artificial intelligence can be applied to allow rapid and
automatic development in the study and classification of errors found
in the accident.

• In the prospective analysis, using as input the recommendations pro-
vided in previously occurring incidents and providing simulations of
possible scenarios triggered by errors found and suggested in the rec-
ommendations. [27]

In support of this theory, the article [10] discusses the subject by studying
many aviation accidents by AI through machine-learning models. The use
of AI could bring to generate rapidly a lot of data. It also led to the
following findings:

• Developing new learning organizations by creating new knowledge on
previous failures.

• AI works best on linear models and not on systemic models, such as
HFCAS.

• It cannot conduct multiple analyses at the same time, for that you
would need supercomputers.

• It requires the addition of an interdisciplinary team to supervise its
work.

The article proposes the analysis of the AF447 accident by using AI, so
it could be possible to conduct a comparison between AI and the Hybrid
model findings.

Figure 5.2: Supervision failures in HFACS 7.0 version
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First of all, it must be pointed out that AI develops an HFACS analysis
with version 7.0 of the taxonomy, which presents supervisory violations
with the code SV000 and not SD000 as in version 8.0. Furthermore, in
the latest version there are also active and latent errors due to training
program issues and training conditions, OT000 and PT100.

Figure 5.3: Final considerations about latent errors

The first difference concerns exactly these codes that are not present in
the development of the machine.
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Regarding the part of the unsafe act, it can be said that they were all con-
cerned about the failure to recognize the stall and to resolve it but they
are presented using different codes.
Discussing organizational influences, AI found deficiencies related to Air
France’s organizational culture and failures related to the organization of
procedures and training.
In addition to the work of the hybrid model, AI allows the addition of
other latent errors given by the violation in supervision, especially in al-
lowing unwritten procedures to establish themselves as standard. The
preconditions are related to the psychological factor. AI does not recog-
nize problems related to the external and internal environment, but these
are detected with the use of the hybrid model. Errors given by the en-
vironment are found when analyzing by adding the knowledge given by
the BEA report to the machine. Thus PE201 was found which as a code
refers to seat-related problems but no code defines the problem given by
frozen pitot probes. This problem, being the trigger for the accident, in
the analysis given by the hybrid model, is present in codes PE108 and
PE202.
It can be confirmed that AI can be used as a supplementary tool to the
work done by the hybrid model by adding useful information to the anal-
ysis. However, the analysis of case AF447 showed that the analysis is
influenced by interpretation and the work of the machine cannot be con-
sidered correct but must be supervised.
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Acronym

ADREP Accident/Incident Data Reporting

AoA Angle of Attack

A-SHELL Software-Hardware-Environment-Liveware-Liveware with Air-
worthiness Requirements

ATC Air Traffic Control

ATCo Air Traffic Controller

ATM Air Traffic Management

ANSV National Agency for the Safety of Flight

BAT Batam Aero Technique

BEA Bureau of Enquiry and Analysis for Civil Aviation Safety

CAST Causal Analysis based on System Theory

CVR Cockpit Voice Recorder

DGAC Direction générale de l’aviation civile

EASA European Union Aviation Safety Agency

ECAM Electronic Centralized Aircraft Monitor

FAA Federal Aviation Administration

FDR Flight Data Recorders

FMS Flight Management Suystem

FO First Officer

FRAM Functional Resonance Analysis Method
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HFACS Human Factor Analysis and Classification System

HFACS-ME Human Factors Analysis and Classification- Maintenance
Extension

ICAO International Civil Aviation Organisation

KNKT Komite Nasional Keselamatan Transportasi

MCAS Maneuvering Characteristics Augmentation System

NDI Non-Destructive Inspection

NTSB National Transportation Safety Board

PMI FAA Principle Maintenance Inspector

PNF Pilot not flying

ROPS Runway Overrun Protection System

SHELL Software-Hardware-Environment-Liveware-Liveware

STAMP Systems Theoretic Accident Model and Process

STPA System-Theoretic Process Analysis

TAWS Terrein Awareness and Warning System

58



Appendix A

Deepening statistical analysis

A.1 ICAO Regions

The ICAO Regions used for statistics in this report are based on the Mem-
ber States accredited to each ICAO regional office. ICAO maintains seven
regional offices to provide closer support and coordination for Member
States: Asia and Pacific (APAC) Office; Eastern and Southern African
(ESAF) Office; European and North Atlantic (EUR/NAT) Office; Mid-
dle East (MID) Office; North American, Central American and Caribbean
(NACC) Office; South American (SAM) Office; and Western and Central
African (WACAF) Office.

Figure A.1: ICAO Regions
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A.2 Accident Categories and Dirty Dozen

Code Description of CICTT Aviation Occurrence Categories
(December 2017)

ARC
Abnormal runway contact:
Any landing or takeoff involving abnormal runway
or landing surface contact

CFIT
Controlled flight into/towards terrain:
In-flight collision or near collision with terrain, water,
or obstacle without indication of loss of control.

F-NI
Fire/smoke (non-impact):
Fire or smoke in or on the aircraft, in flight,
or on the ground, which is not the result of impact.

LOC-I

Loss of control in-flight:
Loss of aircraft control while, or deviation from
intended flight path, in flight.
Loss of control inflight is an extreme manifestation
of a deviation from the intended flight path.
The phrase “loss of control” may cover only some of the
cases during which an unintended deviation occurred.

RAMP
Ground handling:
Occurrences during (or as a result of)
ground handling operations.

RE Runway excursion:
A veer off or overrun off the runway surface.

RI

Runway incursion:
Any occurrence at an aerodrome involving the
incorrect presence of an aircraft, vehicle,
or person on the protected area of
a surface designated for the landing
and takeoff of aircraft.
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SFC-NP
System/component failure (non-powerplant):
Failure or malfunction of an aircraft system
or component other than the powerplant.

SFC-PP
System/component failure (powerplant):
Failure or malfunction of an aircraft system or
component related to the powerplant.

TURB Turbulence encounter:
In-flight turbulence encounter.

UNK
Unknown or undetermined:
Insufficient information exists to categorize
the occurrence.

USOS Undershoot/overshoot:
A touchdown off the runway/helipad/helideck surface.

Human Factor Description Mitigate the risk
Stress It is the psycholog-

ical and physiolog-
ical response that
the body enacts
toward tasks, dif-
ficulties, or events
that are evaluated
as dangerous.

Take a break. Ask others to
monitor your work.

Lack of aware-
ness

Common sense
and vigilance tend
to fail. Repetition
of work reduces
attention.

Ask others to check your
work. Respect the changes.

Norms They are unwrit-
ten rules that are
followed or toler-
ated by most of
the organization.

Ensure that everyone fol-
lows the same standard. If
it is normal does not make
it correct.
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Lack of commu-
nication

Maintainers must
communicate with
one another and
explain what work
has and has not
been completed
when changing
shifts.

Use logbooks and work-
sheets. Never assume that
the work has been com-
pleted.

Complacency People being over-
confident in a de-
termined task, can
mask the prob-
lems.

Expect to find something
wrong. Double-check your
work.

Lack of knowl-
edge

Maintainers are
not keeping up
with their knowl-
edge as technology
evolves.

Use an updated manual.
Ask if you do not know how
to do something.

Distraction Anything that
takes your mind
off the task that is
being done.

Use a checklist. Do not
leave tools lying around.

Lack of team-
work

Personality differ-
ences in the work-
place must be left
at the door.

Communicate with the
team. Cooperation
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Fatigue Fatigue can cause
a decrease in
attention and a
decreased level of
consciousness.

Being aware of symptoms.
Being aware of your fatigue
limit. Regular sleep.

Lack of re-
sources

Suspend mainte-
nance if resources
are not adequate.

Always have resources avail-
able. Do not use non-
compatible parts.

Pressure Pressure is given
by the short pe-
riod for doing the
work.

Verify that pressure is not
self-inducted. Communica-
tion. Ask for help.

Lack of as-
sertiveness

Do not warn oth-
ers if something is
not working.

Do not compromise your
standards. Accept correc-
tive criticisms. Communi-
cation.
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Appendix B

Analysis method features

HFACS-ME levels and orders

Figure B.1: HFACS-ME division
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HFACS Nanocodes

Figure B.2: HFACS 8.0 version
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A-SHELL

Figure B.3: A-SHELL checklist
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Appendix C

Analysis accident Aloha Airlines

In the FRAM analysis, two things are important: the description of how
functions depend on each other and the description of variability. Vari-
ability provides an understanding of how functions are interconnected and
what unexpected results they can produce.
Essentially in the FRAM, you work with technological, human, and or-
ganisational functions.

• Human functions: they can change rapidly and depend on physiolog-
ical, psychological, and social factors.

• Technological functions: they depend on improper maintenance and
fluctuate due to the complicated use of technology.

• Organizational functions: they change according to communication
between authorities and are influenced by the legal and physical en-
vironment, such as weather conditions.

The Output and the function are evaluated in terms of time and precision.
The output provides a coupling between the upstream and downstream
functions.
Output is considered accurate when the needs of the downstream func-
tion are satisfied, acceptable when it is used by the downstream function
but adjustments are required, and inaccurate when it is incomplete or
incorrect.
There are five possible couplings between upstream and downstream func-
tions and they are evaluated, as in the picture, according to the potential
impact on the downstream function.
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Figure C.1: Function couplings in FRAM analysis

Figure C.2: Potential impact of functions in FRAM analysis

C.1 Funcions in FRAM analysis

Figure C.3: Study of functions
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C.2 History of flight

Figure C.4: History of flight

C.3 Swiss Cheese visualisation

Figure C.5: Graph of Swiss Cheese model
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Appendix D

Analysis case study

D.1 Case 1: AF 447

D.1.1 Funcions in FRAM analysis

Figure D.1: Study of functions
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D.1.2 Swiss Cheese visualisation

Figure D.2: Graph of Swiss Cheese model

D.2 Case 2: Tuniter 1153

D.2.1 History of flight

Figure D.3: Flight history on August 5
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Figure D.4: Flight history on August
6, part 1

Figure D.5: Flight history on August
6, part 2

D.2.2 Funcions in FRAM analysis

Figure D.6: Study of functions
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D.2.3 Swiss Cheese visualisation

Figure D.7: Graph of Swiss Cheese model

D.3 Case 3: Lion Air 610

D.3.1 History of flight

Figure D.8: Flight history on Octo-
ber 29, part 1

Figure D.9: Flight history on Octo-
ber 29, part 2
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D.3.2 Funcions in FRAM analysis

Figure D.10: Study of functions
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D.3.3 Swiss Cheese visualisation
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